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Projection-based demixing of spatial audio
Derry FitzGerald, Antoine Liutkus, Member, IEEE, Roland Badeau, Senior Member, IEEE

Abstract—We propose a method to unmix multichannel audio
signals into their different constitutive spatial objects. To achieve
this, we characterize an audio object through both a spatial and
a spectro-temporal modelling. The particularity of the spatial
model we pick is that it neither assumes an object has only one
underlying source point, nor does it attempt to model the complex
room acoustics. Instead, it focuses on a listener perspective, and
takes each object as the superposition of many contributions
with different incoming directions and inter-channel delays. Our
spectro-temporal probabilistic model is based on the recently
proposed α-harmonisable processes, which are adequate for
signals with large dynamics, such as audio. Then, the main
originality of this work is to provide a new way to estimate and
exploit inter-channel dependences of an object for the purpose
of demixing. In the Gaussian α = 2 case, previous research
focused on covariance structures. This approach is no longer
valid for α < 2 where covariances are not defined. Instead, we
show how simple linear combinations of the mixture channels
can be used to learn the model parameters, and the method
we propose consists in pooling the estimates based on many
projections to correctly account for the original multichannel
audio. Intuitively, each such downmix of the mixture provides a
new perspective where some objects are cancelled or enhanced.
Finally, we also explain how to recover the different spatial audio
objects when all parameters have been computed. Performance of
the method is illustrated on the separation of stereophonic music
signals. Index Terms—source separation, probabilistic models,
non-negative matrix factorization, music processing, musical
source separation

I. INTRODUCTION

The past decade has seen an explosion in the use of non-
negative matrix factorisation (NMF, [20]) related techniques to
tackle the underdetermined sound demixing problem, where
the number of audio objects to recover is greater than the
number of signals —or mixtures— available [37], [43]. This is
due to its ability to give an additive parts-based decomposition
of audio spectrograms, which facilitates interpretation of the
returned frequency and time basis functions. These typically
correspond to repeating parts in the audio signal such as
repeating notes or chords, or drum hits for example.

It was quickly realised that the task of grouping the basis
functions to sound objects was a very difficult task, and while
progress has been made in tackling this problem [18], [39], the
majority of NMF-based separation research has concentrated
on the incorporation of additional constraints such as shift
invariance in time and/or frequency [13], or on the incorpora-
tion of harmonicity constraints [11], [15], as well as on more

D. FitzGerald is with the NIMBUS Centre, Cork Institute of Technology,
Ireland. A. Liutkus is with Inria, Nancy Grand-Est, Multispeech team, LORIA
UMR 7503, Université de Lorraine, France. R. Badeau is with LTCI, CNRS,
Télécom ParisTech, Université Paris-Saclay, 75013, Paris, France.

This work was partly supported by the research programmes EDiSon3D
(ANR-13-CORD-0008-01) and KAMoulox (ANR-15-CE38-0003-01) funded
by ANR, the French State agency for research.

principled statistical models for audio time-frequency (TF)
representations [3], [8]. Other techniques utilised to overcome
the clustering problem included training separation models
for specific instruments/sources [1], the incorporation of user
assistance into the separation framework [10], [6], [33], and
the use of additional side information [25], such as the score
of a piece of music [7], [17], [36]. This in turn led to
the concept of informed sound source separation, where the
original isolated objects are available for analysis along with
the original mixture, and the information required to separate
the mixtures are transmitted as side-information along with
the mixture signal [26], [24], [45].

Aside from the above mentioned methods, there has been
much work on the use of spatial cues as a means of enabling
audio demixing. These are of particular interest in the context
of this paper, where spatial information is used to perform
separation. Initial attempts to incorporate spatial cues utilised
non-negative tensor factorisation (NTF) and then grouped
the recovered basis functions according to their spatial po-
sition [12]. Extensions to NTF-based spatial methods include
the weighting of TF bins based on an interaural intensity differ-
ence function [27], and replacing the channel gain axis of the
tensor factorisation with a direction of arrival axis [40]. These
have been shown to give improvements over the standard NTF
approach. Other approaches to utilise spatial information into
the separation process include using the spatial covariance
matrix [4], [31]. This approach was generalised to deal with
reverberant environments in [5], and an alternative approach
to estimate these models was presented in [35]. A beamspace
approach to utilising spatial cues in an NMF framework was
presented in [21]. However, this approach requires knowledge
of the distances between the microphones of the array to
be implemented. More recently, an approach that combines
direction of arrival estimation with spatial covariance matrices
was presented in [29]. Again, this requires knowledge of the
microphone array geometry in order for the technique to work.

In this paper, we present a novel approach to separating mul-
tichannel audio signals into their different constitutive spatial
objects, in the case where the microphone array geometry is
unknown, and assuming an anechoic mixing model. Rather
than analyse the observed multichannel mixture directly, we
instead chose to analyze projections of it on many spatial
directions. As we show, this idea permits to advantageously
combine the computational effectiveness of NTF methods [12]
with the adequacy of probabilistically models for spatial
audio [5], [32], [29], to yield a method that is able to demix
even diffuse spatial objects in a reasonable time.

The remainder of the paper is organised as follows: Sec-
tion II details both the spatial and spectro-temporal models
utilised in the paper, as well as the proposed spatial projection
method and techniques for separation based on the spatial
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projection method. Section III then details how the parameters
of the spatial and spectro-temporal models are estimated, while
Section IV details the evaluation of the proposed method.
Finally, Section V contains some concluding remarks and
identifies areas for future work.

II. NOTATIONS AND MODEL

We assume we observe a multichannel audio signal, called
mixture, composed of I channels. A typical case is when the
mixture is stereophonic (I = 2) in music processing. Its Short
Term Fourier Transform (STFT) is written x and is a F×T×I
tensor, where F and T respectively stand for the number of
frequency bins1 and time frames. x (f, t) denotes a I×1 vector,
which gives the value of the complex spectrum of each channel
of the mixture (e.g. left and right) at TF bin (f, t). In this
study, we assume that the mixture is the sum of J multichannel
signals yj , that are called the object images:

∀ (f, t) , x (f, t) =
∑
j

yj (f, t) . (1)

Each object image STFT yj is hence also a F ×T × I tensor.
To understand this, consider the case of three instruments
such as vocals, piano and guitar, mixed down into a stereo
mixture (I = 2). Each object, such as the vocals, appears as
stereophonic within the mix. For convenience, the ith channel
of an image yj is noted yij . Of course, all such channels are
not equal. In general, the mixing process, i.e. the way a sound
engineer produces the mixture, is such that each image will
appear as mostly located along one particular direction. For
instance, in the case of stereophonic music, a guitar may be
located mostly on the left while a piano is on the right, with
centered vocals. Ambient sound objects are characterized by
the fact that they perceptually sound as coming from many
directions. In this study, we propose a probabilistic model to
account for such spatial audio. First, we describe the simple
punctual model in Section II-A and then the general diffuse
model in Section II-B.

A. Punctual anechoic model

For each object image yj , we assume for now that there
is one single underlying monophonic signal, called the object
source. The STFT of this signal is written sj , it is a F × T
matrix.

In the punctual anechoic model, each channel of the object
image is then obtained by a simple delay and gain applied to
this unique source. For instance, in the stereophonic case I =
2, using a pan-pot linear instantaneous mixing model, we
define a panning angle φ ∈ [0, π/2], and generalise it to an
anechoic case through the incorporation of a delay τ and write:

∀ (f, t) , yj (f, t) = h (φ, τ | f) sj (f, t) , (2)

with2:

h (φ, τ | f) =

[
cosφ

sinφ exp
(
−
√
−1 2πf

2F−1τ
) ]

, (3)

1We assume the redundant “negative” frequencies have been discarded.
2The 2F in (3) is the window size of the STFT, which is assumed even.

where f is an index for the frequency band considered (from
0 to F−1) and τ is a delay in samples. This model guarantees
that the energy of yj is the same as that of sj , while giving a
particular spatial position and delay to object j. By convention,
the delays will be taken relatively to the first channel. In the
general case of an arbitrary number I of channels for the
mixture, we define3

L , CI︸︷︷︸
pannings

× RI−1︸ ︷︷ ︸
delays

, (4)

as the pan-delay set, which comprises two parts. The panning
part is simply the unitary sphere CI in RI and generalizes
the panning angles of the stereophonic case. The delays part
consists of I × 1 vectors giving the delays of the different
channels with respect to the first one, measured in samples.
By convention, the first entry of τ is always 0, leaving
I − 1 degrees of freedom. A panning-delay (φ, τ) ∈ L is
thus a couple comprising a I × 1 vector of gains with unit
norm ‖φ‖ = 1 and a I × 1 vector of delays τ ∈ RI with a
zero first entry. Then, yj is still taken as (2), with:

[h (φ, τ | f)]i = φi exp

(
−
√
−1

2πf

2F − 1
τi

)
. (5)

As can be seen, the punctual anechoic model (2) simply
generalizes classical stereophonic anechoic modelling to an
arbitrary number of mixture channels. When listening to the
resulting image yj , we have the clear sensation that the object
comes from a particular point in space, hence the name
punctual for this model.

B. Diffuse object model

In many cases, the punctual anechoic model is not sufficient
to account for real audio signals. Indeed, a typical audio object
does not come from only one point in space. The size of the
vibrating structure or reverberation in the environment causes
the signal to be more accurately modelled as a superposition
of many such —virtual— point sources. Inspired by recent re-
search on this topic [29], we generalize the simple model (2) to
the case where the image yj is a weighted sum of independent
anechoic contributions from all panning-delays in L:

yj (f, t) =

ˆ
(φ,τ)∈L

h (φ, τ | f) qj (φ, τ) sj (f, t | (φ, τ)) d (φ, τ) ,

(6)
where all {sj (f, t | (φ, τ))}(φ,τ) are object sources and are
all assumed independent, while qj (θ, τ) ≥ 0 is a pan-delay
gain that indicates the strength of these object sources. This
model is close to that proposed in [29], except the sum
was there taken over all possible source positions in the
3D space, where h was then understood as modelling the
acoustic transportation of each source to the microphones. As
demonstrated in [29], this model has the important advantage
of binding all frequencies for the purpose of estimating the
parameters, thanks to the acoustic modeling brought in by the
mixing filter h. However, it requires prior knowledge about

3, denotes a definition
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the microphone array so as to correctly initialize the mixing
filters.

In this study, our model (6) takes another route and amounts
to completely drop the physical acoustic modeling undertaken
in [29] and rather adopt a receiver point of view: each
object image yj (f, t) is now modelled as the superposition of
independent contributions with various panning directions φ
and delays patterns τ , from the point of view of the listener,
weighted by a gain qj (φ, τ). For the sake of simplicity, (6)
is further simplified as in [29] by approximating the integral
over L by a discrete sum over a fixed set L of L panning-
delays couples from L:

yj (f, t) =

L∑
l=1

hl (f) qj (l) sj (f, t | l) , (7)

where hl (f) and sj (f, t | l) are short-hand notations
for h (φl, τl | f) and sj (f, t | φl, τl), respectively, and:

L = (φ1, τ1) , . . . , (φL, τL) ∈ LL (8)

is called the sources locations set and samples L, typically in
a regularly-spaced way.

This model can be understood as an alternative to the very
classical convolutive model, which basically amounts to have
all the sources {sj (f, t | l)}l of object j being determinis-
tically related one to the other, rather than independent as in
here. This relaxation permits us to model diffuse audio objects,
for which the different punctual sources are not necessarily
coherent. On the contrary, the probabilistic model we pick
for them precisely boils down to assuming they all share the
same “energy”, while having their own random phase. More
precisely, inspired by the recent study [22], we assume that all
TF bins (f, t) are independent and choose all {sj (f, t | l)}l
as independent and all distributed with respect to a complex
isotropic α-stable distribution (denoted by SαSc) [34], which
is a generalization of the Gaussian case (α = 2), that notably
handles large dynamic ranges:

sj (f, t | l) ∼ SαSc
(
Pαj (f, t)

)
. (9)

Pαj (f, t) ≥ 0 is a nonnegative scalar called the frac-
tional Power Spectral Density (α-PSD) of object j at TF
bin (f, t) [41]. It can basically be understood as the energy
of object j at TF bin (f, t), shared for this object by the
sources at all panning-delays. Given one of these pan-delays,
we showed, e.g. in [23] for the Gaussian case and in [22] for
α ∈ ]0 2], that model (9) is equivalent to assuming that the
underlying object source waveform is both locally stationary
and α-stable, which better fits the large dynamic ranges found
in audio signals than the Gaussian assumption. See [28], [41],
[16] for previous applications of α-stable distributions to audio
processing. In the following, we will often take α ≈ 1, which
has long proved to be an adequate choice for music signals
(see, e.g. [22], [19] and references therein for a discussion).

C. Spatial projections

Now, our objective will be to estimate the parameters of this
multichannel α-stable model. To this purpose, the trick we will
be using is to not handle the original multivariate observed

mixture x (f, t) ∈ CI , but rather many projections of it onto
the complex plane. Indeed, directly estimating the parameters
of multivariate α-stable distributions is very challenging, but
much easier for scalar variables. Our approach then basically
consists in pooling the parameters obtained with these scalar
projections so as to deduce those of the original multichannel
data. This strategy is reminiscent of the pioneering work
done in [30], where the same idea was used to estimate the
parameters of multivariate α-stable distributions.

Our first step will then be to select a projection set P ,
consisting of M elements from the pan-delay set L:

P = (φ1, τ1) , . . . , (φM , τM ) ∈ LM .

The elements of P are not necessarily the same as those of
the sources location set L defined in (8). We discuss how to
choose L and P later in Section III-F. For now, consider one of
those (φm, τm) ∈ P and the corresponding I×1 complex vec-
tor h (φm, τm | f) as defined in (5), abbreviated hm (f). In this
study, we will be interested in the scalar 〈hm (f) , yj (f, t)〉,
which is the dot product hm (f)

>
yj (f, t) between hm (f)

and yj (f, t). As a linear combination of SαSc random vari-
ables, it is SαSc itself [34, Th. 2.1.2 p. 58 ]. From (7) and (9),
it is straightforward to show that we have4:

〈hm (f) , yj (f, t)〉

∼ SαSc

(
Pαj (f, t)

L∑
l=1

|〈hm (f) , hl (f)〉|α qαj (l)

)
. (10)

If we introduce the L× 1 vector km (f) as:

km (f) , [|〈hm (f) , h1 (f)〉|α , . . . , |〈hm (f) , hL (f)〉|α]
>
,

(11)
and the L× 1 vector Qj as:

Qj ,
[
qαj (1) , . . . , qαj (L)

]>
,

expression (10) can be written more concisely as:

〈hm (f) , yj (f, t)〉 ∼ SαSc
(
Pαj (f, t) km (f)

>
Qj

)
. (12)

Exploiting linearity of the dot product and independence of
the SαSc sources, we can easily use result (12) for the dot
product between hm (f) and the mixture and get from (1):

〈hm (f) , x (f, t)〉 =
∑
j

〈hm (f) , yj (f, t)〉

∼ SαSc

∑
j

Pαj (f, t) km (f)
>
Qj

 . (13)

In this study, we gather all hm (f)
> as the rows of the M×I

so-called projection matrix for frequency f , noted Nf :

Nf =

 h1 (f)
>

...
hM (f)

>

 . (14)

4Result (10) can be proved by simply writing the expression for the char-
acteristic function E [exp (iΨ 〈hm (f) , yj (f, t)〉)] of 〈hm (f) , yj (f, t)〉.
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The resulting signals 〈hm (f) , x (f, t)〉 are gathered into so-
called projection matrices cm, each one of dimension F × T ,
given as follows:

cm (f, t) , 〈hm (f) , x (f, t)〉 . (15)

For convenience, c (f, t) will denote the M×1 vector gathering
the different cm (f, t):

c (f, t) , [c1 (f, t) , . . . , cM (f, t)]
>
,

and the resulting F × T ×M tensor c is called the projection
tensor. As can be seen, (15) leads to:

c (f, t) = Nfx (f, t) . (16)

Now, following (13), the marginal distribution of each entry
of the projection tensor is given by:

cm (f, t) ∼ SαSc

∑
j

Pαj (f, t) km (f)
>
Qj

 , (17)

where km (f) is computed only once through (11). As can be
seen, the free parameters of this model consist of the L × J
pan-delays gains Q, as well as the F ×T objects α-PSD Pαj .
Concerning the latter, it is possible to further constrain them
to obey a Nonnegative Matrix Factorization Model [2], [31],
[32]:

∀j,∀ (f, t) , Pαj (f, t) =

R∑
r=1

Wj (f, r)Hj (t, r) , (18)

where R ∈ N+ is called the number of components and Wj

and Hj are F × R and T × R nonnegative matrices, respec-
tively. The columns of Wj correspond to spectral patterns and
those of Hj correspond to their activations over time. Imposing
the parametric model (18) permits to enforce some structure
over the α-PSDs and has proved efficient in many settings for
audio separation [38].

In any case, all parameters of the model are gathered into a
parameter set denoted Θ. Depending on whether we adopt the
NMF model (18) or not, we can have ΘA = {Wj , Hj , Qj}j
or ΘB =

{
Pαj , Qj

}
j
.

D. Separation

For now, assume that all parameters have been estimated
(we will address the problem of their estimation later in
Section III). The question is here: how to perform demixing
and separate the original multichannel mixture x given the
parameters estimated using the projection tensor c? This
is done in the following way: first, the M × 1 projection
entries c (f, t) are decomposed into J contributions ycj (f, t),
which also are of dimension M × 1 and called the projected
images of the objects, so that:

c (f, t) =
∑
j

ycj (f, t) . (19)

For this purpose, a simple solution is to discard the depen-
dencies between their different M channels ycmj and estimate

each of them through its marginal expected value given the
mixture and parameters [22]:

ŷcmj (f, t) =
Pαj (f, t) km (f)

>
Qj∑

j′ P
α
j′ (f, t) km (f)

>
Qj′

cm (f, t) . (20)

As highlighted in [22], procedure (20) generalizes classical
Wiener filtering to the case of α-harmonisable processes.
Then, given these projected images ycj , we aim at recovering
the original object images yj . We achieve this by first noticing
that (16) leads to:

c (f, t) = Nf

∑
yj (f, t) =

∑
j

Nfyj (f, t) , (21)

suggesting through (19) that we have:

ycj (f, t) = Nfyj (f, t) .

Given an estimate ŷcj for each projected image ycj using (20),
a natural solution to estimate the corresponding image yj is
to adopt a least-squares strategy and use:

ŷj (f, t) = N†f ŷ
c
j (f, t) , (22)

where ·† denotes pseudo-inversion. Provided M ≥ I , this
pseudo-inversion will be well behaved. Waveforms of the
separated objects images in the time domain are then easily
recovered through inverse STFT transforms of the ŷj .

The whole separation procedure, which we call PROJET
(PROJection Estimation Technique) is summarized in Algo-
rithm 1. The mixture signal is taken as an input, as well as
the different parameters permitting to construct the projection
tensor c. Then, the parameters are iteratively estimated and
finally used for separation through (20) and (22). In the
following, we discuss the parameters estimation method to be
used at step 3 of Algorithm 1.

III. PARAMETER ESTIMATION

A natural approach to estimate the parameters Θ of a
probabilistic model is to choose Θ so as to maximize the
likelihood of the observations. Here, the observations are taken
as the entries of the projection tensor c:

Θ̂← argmin
Θ
− log p (c | Θ) . (23)

Since all TF bins of the sources are assumed independent in
the α-harmonisable model for the object sources, so are those
of c. Hence, (23) becomes:

Θ̂← argmin
Θ
−
∑
f,t

log p (c (f, t) | Θ) (24)

An obvious dependence structure exists between the M dif-
ferent cm (f, t), due to the way (16) the tensor is constructed.
However, instead of taking it into account, we adopt an alter-
native approach in this study and neglect these dependencies,
leading to:

Θ̂ ← argmin
Θ
−
∑
f,t,m

log p (cm (f, t) | Θ) . (25)

, argmin
Θ

Dc (Θ) , (26)
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Algorithm 1 PROJET Algorithm for audio separation through
projections. Steps 3a and 3b are achieved using the formulas
found in Tables I for β-divergences or II for the Cauchy model.

1) Input
• Location and projection sets L ∈ LL and P ∈ LM

(see section III-F)
• Number of iterations
• Parameters α and divergence to use
• Mixture x

2) Initialization
• Compute the f projection matrices Nf as in (14)
• Compute projections c (f, t) through (16)
• Compute km (f) with (11)
• Initialize parameters Θ randomly

3) Parameter fitting: for each object j,
a) Update α-PSD: either Pαj or {Wj , Hj}
b) Update pan-delay coefficients Qj

4) If another iteration is needed, go back to 3)
5) Separation: for each object j:

a) Estimate the M × 1 projected images ŷcj (f, t)
through (20)

b) Estimate object image, ŷj , through (22)
c) Apply inverse STFT to ŷj to recover waveforms

where Dc (Θ) is introduced as the global cost function (25)
to be minimized. This approximate strategy has for instance
been considered for multichannel audio modeling and sep-
aration in [31]. It amounts to only fit the parameters using
the marginal distribution of the observations c and is called
approximate maximum likelihood estimation here for this
reason. Unfortunately, no analytical expression of the marginal
distribution (17) is available in the general case α ∈ ]0 2], but
only for some particular cases such as α = 1 (Cauchy) or
α = 2 (Gaussian).

We now consider those particular cases in Sections III-A,
III-B and III-C, and then propose a heuristic for the general
case in Section III-D. The particular setup of punctual objects
is discussed in Section III-E, while the choice of the location
and projection sets L and P is discussed in Section III-F.

A. Gaussian α = 2 case

When α = 2, it is known in the dedicated literature that
minimizing the negative log-likelihood (25) is equivalent to
minimizing the Itakura-Saito divergence between |c|2 and the
variance model [8], [23]:

Θ̂← argmin
Θ

∑
f,t,m

d0

|cm (f, t)|2 |
∑
j

Pαj (f, t) km (f)
>
Qj

 ,

(27)
where d0 (a | b) = a

b − log a
b − 1. The Itakura-Saito (denoted

IS) divergence is also a special case of the β-divergence when
β = 0, as are the generalised Kullback-Leibler divergence
(denoted KL, β = 1) and least-squared-error (β = 2, see
e.g. [14], [8], [38]). Adopting the now-classical multiplicative
update strategy (see e.g. [9] for a rigorous treatment), the

All updates are computed using the latest available versions of all parameters:

• Pαj (f, t)← Pαj (f, t) ·
∑
m km(f)>Qj

[
σ
·(β−2)
m ·vm

]
ft∑

m km(f)>Qj
[
σ
·(β−1)
m

]
ft

• Wj (f, r)←Wj (f, r)·
∑
m km(f)>Qj

(∑
t

[
σ
·(β−2)
m ·vm

]
ft
Hj(t,r)

)
∑
m km(f)>Qj

(∑
t

[
σ
·(β−1)
m

]
ft
Hj(t,r)

)

• Hj ← Hj ·
∑
m

(∑
f km(f)>Qj

[
σ
·(β−2)
m ·vm

]
ft
Wj(f,r)

)
∑
m

(∑
f km(f)>Qj

[
σ
·(β−1)
m

]
ft
Wj(f,r)

)

• Qj ← Qj ·
∑
f,t,m km(f)

[
σ
·(β−2)
m ·vm·Pαj

]
ft∑

f,t,m km(f)
[
σ
·(β−1)
m ·Pαj

]
ft

Table I
MULTIPLICATIVE UPDATES FOR THE β-DIVERGENCE.

parameters can be updated iteratively using the formulas given
in Table I for β = 0, where:

vm (f, t) = |cm (f, t)|α (28)

and
σm (f, t) =

∑
j

Pαj (f, t) km (f)
>
Qj , (29)

while a·b or ab as well as a·b stand for element-wise operations.
In the case of a NMF model, Pαj is understood as in (18).

B. Cauchy α = 1 case, heuristic approach

A common choice for audio modeling is to pick α = 1,
which boils down to assuming additive STFT magnitudes for
additive signals [38]. As shown in [22], the α-harmonisable
model provides the probabilistic interpretation for the proce-
dure5. Luckily, just as the Gaussian case α = 2 above, the
case α = 1 is amenable to analytical treatment. Indeed, the
isotropic 1-stable distribution (17) is identical to the complex
isotropic Cauchy distribution, for which the probability density
function can be expressed in closed-form [34, ex. 2.5.6 p. 81].
Model (17) then becomes:

p (cm (f, t) | Θ) =
σm (f, t)

2π
(
vm (f, t)

2
+ σm (f, t)

2
)3/2

, (30)

where vm and σm have been defined in (28) and (29), respec-
tively. To the best of our knowledge, no previous study made
the connection between assuming additive magnitude STFT
for additive signals and modeling them as locally stationary
Cauchy processes as we do here. It is straightforward to
show that the global cost function Dc in (26) for maximum
likelihood fitting becomes:

Dc (Θ)
c
=
∑
f,t,m

3

2
log
(
vm (f, t)

2
+ σm (f, t)

2
)
−log σm (f, t) ,

(31)
where c

= denotes equality up to an additive constant inde-
pendent of Θ. Our objective is now to update one param-
eter Θi (such as an element of some Wj or Qj), so as to

5Actually, STFT magnitudes are theoretically additive when α is just
slightly greater than 1. However, the Cauchy model is a good approximation
in this case. See Section III-D on this point.
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All updates are computed using the latest available versions of all parameters:

• Pαj (f, t)← Pαj (f, t) ·
∑
m km(f)>Qj [σm·−1]

ft∑
m km(f)>Qj [zm]ft

• Wj (f, r)←Wj (f, r) ·
∑
m km(f)>Qj

(∑
t[σm

·−1]
ft
Hj(t,r)

)
∑
m km(f)>Qj

(∑
t[zm]ftHj(t,r)

)
• Hj ← Hj ·

∑
m

(∑
f km(f)>Qj [σm·−1]

ft
Wj(f,r)

)
∑
m

(∑
f km(f)>Qj [zm]ftWj(f,r)

)
• Qj ← Qj ·

∑
f,t,m km(f)

[
σm
·−1·Pαj

]
ft∑

f,t,m km(f)
[
zm·Pαj

]
ft

Table II
HEURISTIC MULTIPLICATIVE UPDATES FOR THE CAUCHY α = 1 CASE.

decrease Dc (Θ). We can consider several approaches for this
purpose. In this study, we mention two of them, both based
on multiplicative updates.

A first straightforward but heuristic approach involves the
derivative of the global cost function Dc in (31) with respect
to the parameter Θi to update:

∂Dc (Θ)

∂Θi
=

∑
f,t,m

(
3σm (f, t)

vm (f, t)
2

+ σm (f, t)
2 −

1

σm (f, t)

)
∂σm (f, t)

∂Θi

(32)

Since this derivative can be expressed as the difference
G+ (Θ)−G− (Θ) between two nonnegative terms:

G+ (Θi) =
∑
f,t,m

3σm (f, t)

vm (f, t)
2

+ σm (f, t)
2

∂σm (f, t)

∂Θi

G− (Θi) =
∑
f,t,m

σm (f, t)
−1 ∂σm (f, t)

∂Θi
,

we can adopt the now classical multiplicative update procedure
pioneered in [20] and update Θi through:

Θi ← Θi ·
G− (Θi)

G+ (Θi)
,

guaranteeing that provided Θi has been initialized as nonnega-
tive, it remains so throughout iterations. The whole procedure
is summarized in Table II, where zm is taken as a short-hand
notation for:

zm (f, t) ,
3σm (f, t)

vm (f, t)
2

+ σm (f, t)
2 . (33)

C. Cauchy α = 1 case, majoration-equalization approach

Even if the updates found in Table II are derived straight-
forwardly using classical non-negative methodology, there is
no guarantee that they indeed lead to a decrease of the cost-
function Dc (Θ) at each step. An alternative way to derive
update rules for the parameters is to adopt the Majoration-
Equalization (ME) approach presented in [9] to our problem.
In essence, the strategy first requires identifying a majoration
of the cost-function (31), which is of the form:

∀
(

Θ, Θ̂
)

,Dc(Θ̂) ≤ g
(

Θ̂,Θ
)

All updates of a matrix Θi (some Pj , Wj , Hj , or Qj ) are computed using
the latest available versions of all parameters through:

Θi ← Θi ·
b [Θi]

a [Θi] +
√
a [Θi]

·2 + 2b [Θi] · a [Θi]

where a [Θi] and b [Θi] are of the same size as Θi and given by:

Θi a [Θi]

Pαj (f, t) 3
4

∑
m

σm(f,t)km(f)>Qj
σ2
m(f,t)+|cm(f,t)|2

Wj (f, r) 3
4

∑
t,m

σm(f,t)Hj(t,r)km(f)>Qj
σ2
m(f,t)+|cm(f,t)|2

Hj (t, r) 3
4

∑
f,m

σm(f,t)Wj(f,r)km(f)>Qj
σ2
m(f,t)+|cm(f,t)|2

Qj (l) 3
4

∑
f,t,m

σm(f,t)Pαj (f,t)[km(f)]l
σ2
m(f,t)+|cm(f,t)|2

and:

Θi b [Θi]

Pαj (f, t)
∑
m
km(f)>Qj
σm(f,t)

Wj (f, r)
∑
t,m

Hj(t,r)km(f)>Qj
σm(f,t)

Hj (t, r)
∑
f,m

Wj(f,r)km(f)>Qj
σm(f,t)

Qj (l)
∑
f,t,m

Pαj (f,t)[km(f)]l
σm(f,t)

Table III
MAJORATION-EQUALIZATION UPDATES FOR THE CAUCHY α = 1 CASE.

with ∀Θ, Dc (Θ) = g (Θ,Θ). Then, given current parame-
ters Θ, we look for a value of Θ̂ different from Θ, such
that the right member of the majoration is still equal to
Dc(Θ). This approach guarantees that the cost function will
be non-increasing over the iterations, and it is known to
provide a faster convergence rate than the "majorise-minimise"
approach. Besides, remember that in the case of β-divergences,
this strategy leads to the regular NMF multiplicative update
rules [9]. Due to space constraints, we simply mention here
the majoration we used6:

∀
(

Θ, Θ̂
)
, Dc(Θ̂) ≤ Dc(Θ)

+
∑
f,t,m

3

2

σ̂2
m (f, t)− σ2

m (f, t)

σ2
m (f, t) + |cm (f, t) |2

+
σm (f, t)

σ̂m (f, t)
− 1, (34)

as well as the corresponding updates for the model parameters
in Table III. We highlight the fact that the Cauchy cost
function (31) is guaranteed to be non-increasing over the
iterations using these updates.

D. General case α ∈ ]0 2]: lower order moment fitting

In the general case, a maximum likelihood approach is
unpractical to achieve (25) due to the lack of an analytical
expression for the SαSc probability density function. How-
ever, the model (17) states that the marginal distributions of
the entries cm (f, t) of the projection tensor are SαSc, with
scale parameter

∑
j P

α
j (f, t) km (f)

>
Qj . For such variables

with α < 2, the αth order moment E [|cm (f, t)|α] is unde-
fined:

E [|cm (f, t)|α] =∞.

6In (34), σ denotes the model (29) computed using Θ, while σ̂ uses Θ̂.
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However, the p-moments of cm (f, t) for p < α are defined
and we have [34, p. 19]:

lim
p↑α

(α− p)E [|cm (f, t)|p] = αλασm (f, t) , (35)

where λα is a constant that only depends on α, and σm (f, t)
has been defined in (29). Hence, if we pick a p < α that is
sufficiently close to α, we may assume that:

E [|cm (f, t)|p] ≈ λpασm (f, t) ,

where λpα is now a constant that only depends on p
and α. Consequently, the empirical p-spectrogram vm (f, t) ,
|cm (f, t)|p of the observations basically ought to match the
scale parameters σm (f, t) given by the model just like in
variance modeling (27) for the Gaussian case, but up to a
multiplicative constant. For any α ∈ ]0 2] and p < α close
enough to α, this leads to:

vm (f, t) , |cm (f, t)|p

≈ λpα
∑
j

Pαj (f, t) km (f)
>
Qj . (36)

A reasonable parameter estimation strategy we call fractional
lower order moment fitting (FLOM) is then to estimate Θ so as
to enforce the approximation (36), where the precise value for
the λpα constant is of no importance, since it is independent
of the model parameters Θ. To this purpose, we can proceed
the same way as in (27), but possibly using another cost
function than d0 such as the more general β-divergence dβ .
The corresponding updates can be found in Table I.

As can be seen, this FLOM approach requires an estimate
of α to be available so as to pick p < α close enough to α
for (36) to hold. Previous studies [22], [16] suggest that a
value α ≈ 1.1 is reasonable for audio, giving one interesting
justification for the common choice p = 1. Choosing the
KL divergence (β = 1) for magnitude spectrogram fitting, as
routinely done in PLCA studies for audio (see e.g. [38] and
references therein) may thus be interpreted as adopting this
FLOM strategy and has long proved efficient. However, our
derivations suggest that a maximum likelihood approach rather
leads to the Cauchy updates presented above in Section III-B.

E. The case of punctual objects

Modelling an object j as being punctual and anechoic like
in Section II-A amounts to assuming that only one element
of the L × 1 vector Qj is nonzero. This constraint can be
enforced very easily by taking J = L and imposing Q = IL,
the L×L identity matrix. For this particular case, there is hence
no need to update the pan-delay distributions qj and some
simplifications over the general formulas found in Tables I
and II can be used for implementation. Remarkably, when
the NMF model (18) is not chosen, so that the Pαj are left
unconstrained, they are the only parameters to be estimated.
In that case, the update for Pαj presented in Table I (β = 0)
and in Table III are guaranteed to identify the global optimal
parameters for the model in the Gaussian (α = 2) and Cauchy
(α = 1) cases, respectively.

If a background “ambient” object is to be considered,
a natural approach is to adapt this punctual solution and

to select the pan-delay directions that exhibit a sufficient
energy

∑
ft P

α
j (f, t) as punctual objects, while gathering all

others as the ambient object in a final grouping stage.

F. Choosing the panning and projection sets

In the above sections, we have assumed that both the
location set L = (φ1, τ1) , . . . , (φL, τL) and the projection set
P = (φ1, τ1) , . . . , (φM , τM ) were known and fixed, permit-
ting the computation of both the projection tensor c through
the projection matrix Nf = {h1 (f) , . . . , hM (f)}> and the
elements of the dictionaries km (f) as in (11). However, the
choice of these parameters proves to be important for good
performance of the proposed methods and is discussed now.

Concerning the location set L in the stereo I = 2 case, our
experience suggests that a good strategy is to have L > J ,
i.e. more locations than objects, and to choose L such that the
panning directions equally span the stereo space, while having
the delays regularly spanning some [−τmax τmax] interval.

The choice of the projection set is also important. Whereas
taking M = L and (φm, τm)← (φl, τl) would seem a reason-
able choice, experience shows that separation is better when
each projection direction, say hm (f), is orthogonal to one of
the hl (f). This choice guarantees that the energy incoming
from location (φl, τl) will cancel out in 〈hm (f) , x (f, t)〉,
permitting this particular projection to be useful for the fitting
of the parameters of all panning-delay locations with (φl, τl)
filtered out. This happens for (φm, τm) ← (φl − π/2,−τl).
However, we noticed that having M < L was sufficient for
good performance, while computationally more efficient than
larger M .

In any case, for the stereo signals considered in our evalua-
tions, we had L regularly sampling [0, π/2]× [−τmax, τmax]
and P regularly sampling [−π/2, 0]× [−τmax, τmax].

IV. EVALUATION

In this section, we first describe the test set used to evaluate
the proposed PROJET method, followed by the evaluation
criteria. Finally, we describe the experiments undertaken. All
the relevant audio and test sets are available publicly, as well
as MATLAB and Python implementations of the proposed
algorithms7.

A. Test sets

The test set was created from the MSD100 development
set used in SiSEC 20158. The development set consists of
50 full length songs created from mixtures of 4 objects, and
all have a sample rate of 44.1kHz. The original recordings
for these objects are available as part of the development set.
To create the test set for this paper, 30 second excerpts were
extracted, with the same start and end points relative to the
start of the song, for all objects. These mono excerpts were
then used to create stereo images using the pan-delay model
described in (2). The resulting stereo objects images were then
summed to create the mixture signals. In order to evaluate

7www.loria.fr/~aliutkus/projet/
8https://sisec.inria.fr/professionally-produced-music-recordings/

www.loria.fr/~aliutkus/projet/
https://sisec.inria.fr/professionally-produced-music-recordings/
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the effects of panning and delay separately, two distinct sets
of mixtures were created. In the first set of mixtures, the
objects were mixed with an equal angle between them, with
no delay between the channels. For example, if the 4 sources
were equally spaced over the 90 degrees, they would be
positioned at 0,30,60, and 90 degrees respectively, resulting
in a 30 degree angle between the objects in terms of the pan-
pot mixing model used. In order to test the robustness of the
algorithm with respect to the angle between the objects, this
angle between the objects was varied, from 5 degrees to 30
degrees in steps of 5 degrees for the case of oracle/informed
separation. This results in a set of 300 test mixtures for the
informed/oracle pan-only case, giving a total of 1200 separated
sources to evaluate with respect to the chosen separation
metrics. For the blind separation pan-only case, the angle
between objects was varied from 10 degrees to 30 degrees
in steps of 10, for example resulting in a total of 150 test
mixtures, with a total of 600 separated sources to be evaluated.
Also tested in the pan-only case was the effect of incorporating
an NMF model in conjunction with the spatial model, as
described in (18). In the second set of mixtures, the angle
between the sources was fixed at a value of 20 degrees, and
the delay between left and right channels for each of the 4
sources was varied from −τB to 2τB in steps of τB samples,
where τB is the baseline delay for that set of mixtures. This
was repeated for a number of different baseline delays, with
values of τB = [1, 5, 10, 20, 50] being tested. This resulted in
250 mixtures and 1000 separated sources each being tested
for both the blind and oracle cases utilising delay.

B. Separation evaluation criteria

The metrics chosen to evaluate the effectiveness of our
proposed PROJET method are Signal to Distortion Ratio
(SDR), Signal to Artefacts Ratio (SAR), Signal to Interference
Ratio (SIR) and Image to Spatial Distortion Ratio (ISR), as
implemented and defined in the BSS Eval Toolbox [42]. We
make use of version 3 of the toolbox. While SDR provides a
measure of the overall sound quality of the separated object,
SAR measures the presence of artefacts and SIR measures the
amount of interference or bleed from other objects present in
the mixture. Finally, ISR measures distortions in the spatial
position of the recovered object images.

C. Oracle/Informed Source Separation

In the case of oracle —or informed— demixing, the PRO-
JET algorithm was provided with knowledge of the actual
angles and delays to which the 4 objects were positioned. The
oracle case was tested for two reasons, firstly to determine an
upper limit for performance of the technique, and secondly
to demonstrate it’s use for the informed source separation
case, where the amount of side information to be transmitted
with this technique is remarkably small. The panning/delay
location set L then consisted of L = J = 4 positions corre-
sponding to the positions of the actual objects. In other words
L = (φ1, τ1) , . . . , (φJ , τJ), where φj is the pan position of
the jth object and τj is the delay position. These angles were
then used to define the projection matrices Nf such that any

vector in Nf is orthogonal to the corresponding vector in the
location set L, with the number of projections M set equal
to the number J of objects. In this punctual case, as noted
in Section III-E, the panning coefficients Qj do not have to
be updated, and we estimate the Pαj via two methods. In the
first one, the Pαj are estimated directly, while in the second
case they are constrained via an NMF model as per (18). In
any case, the parameters were all initialised randomly. We
computed the STFT with a window of size 4096 samples, and
a hop size of 1024 samples, i.e. with 75% overlap between
frames, using a Hann window.

We first describe the oracle tests done in the angle-only
case. As noted previously, here the angle between the objects
was varied from 5 degrees to 30 degrees in steps of 5 degrees
while the delay was fixed at 0 samples for all sources. The
oracle angle-only PROJET algorithm was then tested using
3 different sets of update equations. The first of these are
the heuristic multiplicative updates for the Cauchy distribu-
tion (denoted CH) given in Table II and the majorisation-
equalisation (denoted CME) updates given in Table III, both
corresponding to α = 1. Still with α = 1, we then used the
generalised Kullback-Leibler divergence (denoted KL) which
corresponds to the β = 1 case (see Table I for update
equations) and which also represents an example of the FLOM
fitting strategy described in Section III-D. The algorithms all
ran for 200 iterations. Also tested was the case where Pαj was
constrained according to the NMF model described in (18).
Here, Pαj was modelled with a fixed number of components R.
Two values of R were considered in our experiments, R = 5,
and R = 20. As the results obtained from both these values
were broadly similar, only those for R = 5 are presented here.
The average results are shown as box plots for each of the
angles tested with a circle indicating the mean performance
over the separated signals, a line indicating the median of the
test results, and the extent of the boxes indicating the range
between the 25th and 75th percentiles of the results.

As a baseline, the algorithms are measured against the per-
formance of the DUET method [44], a well known algorithm
for separating stereo mixtures, that creates binary masks for
the objects based on interchannel level and phase differences.
In this case, as the test mixtures are linear instantaneous, the
phase cue is not available, and so the level difference between
the mixture channels is used as the cue to drive the DUET
separation process. Just like PROJET, DUET was provided
with the correct objects positions, and the time-frequency bins
that fell within a given angle on either side of the actual objects
positions were associated with the object. Here, the transition
point between one object and another is the angle halfways
between two adjacent objects.

Figure 1 shows the average results for the BSS_Eval metrics
obtained for Cauchy Heuristic, Cauchy Heuristic with NMF,
Cauchy ME, Cauchy ME with NMF, KL, KL with NMF and
DUET. It can be seen that in the oracle/informed separation
case, all 3 sets of update equations perform well with respect
to SDR, with a maximum difference of less than 0.3 dB
between the best performing algorithm (KL-NMF) and the
worst performing algorithm (CME). It can also be clearly
seen that the proposed approaches all considerably outperform
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Figure 1. Separation Metrics vs Angle - Oracle/Informed Source Separation for Cauchy Heuristic updates (CH), Cauchy Heuristic updates with NMF
(CH-NMF), Cauchy ME (CME), CauchyME with NMF (CME-NMF) generalised Kullback-Leibler divergence (KL),generalised Kullback-Leibler divergence
(KL-NMF) and DUET .

the DUET algorithm. With respect to the incorporation of the
NMF model, it can be seen that the overall performance has
slightly decreased in all cases except for KL-NMF, where there
has been a small improvement in performance. It is also worth
noting that the range between the of 25th and 75th percentiles
of the results has decreased slightly, suggesting than the NMF
constraint helps achieving better robustness to initialisation.
It should be noted that both the Cauchy ME and Cauchy
Heuristic update equations have a very similar performance,
both with and without the incorporation of the NMF model.

With respect to SIR and hence on the matter of the amount
of rejection, the various PROJET update equations again have
very similar results and offer good levels of rejection, with
or without the NMF model, demonstrating that the spatial
projection model is what is mainly driving the separation,
regardless of whether the source spectrograms are constrained
or not. Concerning DUET, it gives greater rejection in terms
of SIR than the methods proposed herein. With respect to the
levels of artifacts in the estimates, here KL performs best,
closely followed by both Cauchy methods. However, all these
methods considerably outperform DUET in terms of SAR.
This is partly due to the binary nature of the masks used with
DUET, which minimise interferences (good SIR scores), at
the cost of a much perceptually degraded audio quality and
an increase in the level of audible artefacts. The presence of
artefacts is observed to remain basically independent of the
angle between the objects for the proposed method. It can be
seen that there is again a small decrease in SAR induced by
using NMF, except for when KL is used as a cost function.
Regarding ISR, the performance of both Cauchy methods and
KL is again very similar, and exhibit a performance that is
basically independent of angle. DUET is seen to perform worst

with regards to spatialisation of the recovered objects. Finally,
the results obtained for ISR show an overall decrease in
spatialisation performance, regardless of cost function, which
shows that the use of the NMF model degrades the spatial
performance of the separation method. Taken together, these
results suggest that there is little need to employ the NMF
model, unless one is attempting to deal with the case where
multiple sources originate from the same direction, in which
case the NMF model —or any spectrogram model— can be
used to help separate these sources by introducing spectral
prior information. As such, the NMF model was not tested in
subsequent tests. Further, the results for both Cauchy updates
are so similar that for subsequent tests only the Cauchy
Heuristic update results are shown.

Figure 2 then shows the results obtained for keeping a set
angle of 20 degrees between the sources and varying the
baseline delay as described previously. These delays were
implemented in the time domain to ensure a more realistic
mixing scenario. Again, DUET is used as a baseline to
measure performance against, and here the phase as well as
amplitude cues are used in estimating the binary masks for
DUET. It can be seen that the separation performance, while
still good overall, degrades with increasing baseline delay.
Further, it can be clearly seen that DUET fails to perform
separation properly. This is because of inherent limitations
on the size of delay for which the parameters of the DUET
algorithm can be estimated accurately as discussed in [44]. It
can also be seen that both Cauchy and KL updates again offer
similar performance for all metrics, and that SAR is effectively
constant regardless of the delay size.

In a general manner, these results clearly show that all
the proposed methods give good informed separation results,
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especially in light of the fact that the only information pre-
sented is the source position. This suggests that PROJET has
considerable utility for informed source separation, since the
amount of side information that has to be transmitted with
the mixture in this case is negligible. Further, as the informed
punctual case does not require updates on the panning dis-
tribution Q, this means that this setup is suitable to be run
in an online manner, with estimates of the sources obtained
on a frame by frame basis and resynthesised via overlap-add,
potentially permitting on-the-fly stereo to surround upmixing,
particularly in the angle-only case. The performance of the
oracle algorithm also suggests that a variant based on a peak-
picking strategy to determine object positions, or where they
are chosen by a user, will also perform well provided the peaks
are identified accurately either by the user, or by the peak
picking algorithm. Again in this case, there is the potential to
have an on-line version of the algorithm as the estimates can
be obtained on a frame by frame basis.

D. Blind Source Separation

Having dealt with oracle/informed separation using PRO-
JET in the previous tests, we now focus on the completely
blind case, where no information about the positions of the
objects in the stereo space is provided. Results are presented
for Cauchy Heuristic and KL updates. In the angle-only
case, the source position set L = (φ1, τ1) , . . . , (φJ , τJ) ,
in this case consisted of L = 30 equally spaced panning
positions spanning the range [0, π/2], and with all τj = 0.
The projection matrix for the blind separation algorithm
Nf = {h1 (f) , . . . , hM (f)}> contained M = 10 projections,
where the projection angles equally span the range [−π/2, 0]
and all projection delays were set to 0. The number of sources
to be separated was again set to J = 4, and the algorithms
again ran for 200 iterations. In order to benchmark the spatial
projection separation algorithms against the state of the art,
we also tested the separation performance of the multichannel
NMF (MNMF) algorithm described in [31], using a publicly
available implementation of the algorithm9, on the same
mixtures. Note that in the blind case, the parameters Q are
not constrained to be punctual, and are also estimated using
the updates described in Section III.

Figure 3 shows the results obtained for the blind spatial
projection algorithm as a function of the angle between sources
for Cauchy Heuristic, KL, and MNMF. As the oracle algorithm
showed that performance was very stable with respect to
changing the angle, these tests were only ran for 3 sets of
angles between the sources, with the angle varying from 10
to 30 degrees in steps of 10. Further, the MNMF algorithm
used in this instance was that designed for instaneous mixtures
using EM updates, as this set of tests does not contain any
delays between the channels. It can be seen that in the blind
angle-only case, the best performing algorithm is KL-PROJET,
regardless of the angle, and that this performance is robust with
respect to the angle between the sources, with a drop of less
than 1 dB in performance between 30 degrees and 10 degrees.
It also shows that the blind version of KL-PROJET gives good

9http://www.irisa.fr/metiss/ozerov/Software/multi_nmf_toolbox.zip
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Heuristic updates (Cauchy), generalised Kullback-Leibler divergence (KL),
and Multichannel NMF (MNMF).
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Figure 4. Separation Metrics vs Delay - Blind Source Separation for Cauchy
Heuristic updates (Cauchy), generalised Kullback-Leibler divergence (KL),
and Multichannel NMF (MNMF).

overall performance, coming within less than 1.5 dB of the
performance of the corresponding oracle algorithm. Further,
MNMF is the worst performing algorithm, again regardless
of angle. This demonstrates the advantage of PROJET for the
demixing of multichannel audio mixtures.

KL is the also the best performing of the algorithms with
respect to SIR, and again shows robustness with respect to
the angle between objects. Further, it again comes within less
than 1.5 dB of the oracle KL spatial projection algorithm,
further demonstrating the overall robustness of the KL-based
algorithm. MNMF is again the worst performing of all the
algorithms tested. With respect to SAR, it is MNMF that
performs best, followed by KL. However, KL performs here
within 0.5 dB of the MNMF algorithm at a performance within
less than 1.2 dB of the oracle KL performance, and with a
drop in performance of less than 0.5 dB between 30 degrees
and 10 degrees. Furthermore, the KL-based algorithm shows
much less spread in the SAR scores obtained, suggesting an
increased robustness over MNMF. Regarding ISR, KL is the
best performing, again achieving within 1.5 dB of the oracle
KL performance, followed by MNMF.

It can be observed that in the angle-only case, the blind
results in general exhibit greater variance than the oracle
results regardless of the update equations used, which was
expected since more parameters are to be estimated in this
case. It is interesting to note that the KL update shows less
deviation with regards to ISR and SAR in both the oracle and
blind separation cases. This is particularly noteworthy in the
blind case, where it is near the top in terms of performance for

these two metrics, suggesting that it is more consistent than
the other methods in terms of artefact reduction and spatial
distortions in the angle only case. Further, it can be observed
that MNMF has the greatest variance for ISR, SAR and SDR,
showing that MNMF works quite well in some cases and not
in others. This suggests that initialisation may be a problem
for MNMF.

Figure 4 then shows the results obtained when using an
angle of 20 degrees between sources, and varying the baseline
delay as described previously. In this case, 20 equally spaced
pans were used for the source positions, and the delays were
taken from −2τB to 2τB by steps of τB/4, yielding a set
of 17 delays. For the projection set, 10 equally spaced pan
projection positions were used, and the projection delays were
taken with the same range but with steps of τB/2, yielding
a set of 9 projection delays. MNMF was again used as a
baseline to compare the performance of PROJET, this time
using the convolutive EM version of MNMF, which was
designed to deal with delay between channels. It can be seen
again that the proposed PROJET algorithms give very much
improved performance over the baseline MNMF, and that
MNMF cannot successfully deal with the large delay sizes
that PROJET can deal with. In this case, the Cauchy update
outperforms KL for all metrics except for SAR, suggesting
that it is better able to deal with delays between sources than
KL, which performs better when no delay between channels is
present. As with the oracle case, performance again degrades
with increased delay sizes. A possible reason for this is that
the PROJET algorithms as currently implemented makes use
of the circularity assumption when projecting the delays in
the frequency domain. This is increasingly violated at larger
delays and affects the cancellation of individual sources during
the projection stage. Nonetheless, the technique has clearly
been demonstrated to work over a wide range of delays.

Taken together, these results show that both PROJET update
methods clearly outperform the baseline methods and is able
to handle delays which the baseline algorithms cannot deal
with. Further, the results show that the principal weakness
of the MNMF algorithm is with respect to the presence of
interference from other sources. It is worth noting that in
the proposed algorithms, separation is achieved mainly on
a spatial model, possibly with no constraints on the objects
spectrograms whatsoever.

We also informally tested PROJET on a number of profes-
sionally produced recordings taken from commercial CDs. The
results are available for listening on the webpage accompany-
ing this paper. It can be noted that, in some cases, multiple
objects are separated together because they were panned to the
same direction in the original mixture and so were impossible
to separate using only the spatial projection model presented
in this paper.

V. CONCLUSION

We have presented a novel spatial projection-based method
called PROJET for the separation of multichannel audio. Here,
we used a mixing model that assumes that the spatial image
of each object is a weighted sum of independent contributions
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originating from all pan-delay directions. We showed how to
estimate the parameters efficiently and to proceed to separation
by first projecting the multichannel mixture signal onto a range
of spatial-delay directions, yielding an augmented set of ob-
servations in which some objects are enhanced or attenuated.

We have derived a number of inference methods for these
parameters of the spatial projection method, based on the
assumptions that the individual TF bins of the Short Term
Fourier Transforms are independent and distributed with re-
spect to a complex isotropic α-stable distribution, which
generalises the classical Gaussian model to the case of im-
pulsive signals, that are common in audio. We then derived
update equations for the special cases of α = 1 (multivariate
Cauchy distribution) and α = 2 (complex isotropic Gaussian
distribution). In the general case of other choices of α, for
which no analytical expressions for the α-stable distribution
is available, we discussed heuristics based on fractional lower
order moment fitting.

In an evaluation section, we then demonstrated the ef-
fectiveness of PROJET for the demixing of music under 2
cases, firstly an oracle/informed sound separation scenario,
where the spatial positions and associated delays of the objects
are known a-priori, and secondly, a blind separation scenario
where no knowledge is available regarding the direction of the
objects. In all these tests, the PROJET method was observed
to outperform the other competing methods, notably DUET
and multichannel-NMF. This shows that PROJET has potential
for use in informed source separation, as the amount of side
information to be transmitted with this technique is minimal,
or as a user assisted separation algorithm, where the user
picks the panning directions of the objects, or where they are
provided via a peak picking technique.

In the blind separation scenario, we showed that the pro-
posed PROJET method permits remarkable separation per-
formance, mostly using spatial and delay diversity of the
objects, with possibly no constraints at all on their spectro-
temporal characteristics. We also informally demonstrated the
effectiveness of PROJET in demixing professionally produced
music recordings taken from commercial CDs, and not only
of synthetic audio examples.

There are a number of possible directions for future work
based on the projection approach introduced in this paper.
The first such direction is the inclusion of further constraints
placed on the objects spectro-temporal characteristics. For
example, this could include imposing sparsity or smoothness-
promoting priors, as well as combining PROJET with popular
deep-learning based spectrogram models. Another direction
is to extend the mixing model to overcome the circularity
assumption currently limiting the performance of the algo-
rithm. Our preliminary tests on this topic proved promising.
We also intend investingating the extension of the proposed
technique to deal with reverberant environments. Finally, an
online version of the informed setup could be investigated to
allow for real-time supervised demixing of music.
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