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ABSTRACT tensor factorization (NTF) approximations [10-16] and ynam
. . o NMF/NTF with Itakura-Saito (IS) divergence [12, 13, 15, 16]he
Nonnegative matrix or tensor factorization is a very pop@p-  yse of NMF/NTF with Itakura-Saito (IS) divergence [19] (asTe
proach for audio source separation. One important problem ipareq to other popular loss functions such as Euclideaardistor
nonnegative tensor factorization (NTF) in the context @freguided k| iback-Leibler divergence [20]) is attractive for sesbreasons.
audio source separation is the necessity to manually a8®gNTF  Fjrst jts scale-invariance property [19] makes it moreahle for
components to audio sources in order to be able to enforee pri mogeling audio spectrograms. Second, its probabilistiasSian

information on the sources during the estimation proces§this formulation [19] facilitates many extensions such as robin-
paper, two new approaches to NTF based source separatiproare ne| formulations [2, 12, 21] and separation errors managervie

posed, which do not require any manual component assigntoent ncertainty propagation [15]. As such, we consider in thiskw
the sources, but estimate the underlying assignment atitaia  NMF/NTF modeling with IS divergence. Finally, there arecals
Both algorithms use the prior information on the source 3a:p methods that are based on nuclear norm as a low-rank inducing

in the estimation process along with either a limit on theimim
number of components each source uses or with a restridian t

each component is used by sparse number of sources. The pro-

posed methods are shown to outperform the classic appro#cta w
manual distribution of the components equally among thecssu

Index Terms— Nonnegative matrix factorization, Itakura-Saito
divergence, generalized expectation-maximization, Go@epara-
tion

1. INTRODUCTION

Audio source separation remains still very challengingreeglly
in the single-channel case and for reverberant mixturesNigre-
over, the resulting source separation performance deggadty on
the amount of prior information about the sources and/onthéng
process that can be incorporated within the corresponddogce
separation algorithm [2]. One of new trends in audio souspas
ration, referred asiser-guidedor user-assistedconsists in provid-
ing such prior information directly by a user [3-9], and mafy
those approaches rely on time-frequency annotations cfieetro-
grams [10-18].

Early approaches [10-12,16] are based on time annotations o
i.e., a user specifies (e.g., via a dedicated graphical nserface)
which source is active at which moment. Then, the time anioots
were extended to more general and flexible time-frequenngptan
tions [13, 17, 18]. Finally, interactive frameworks [14]18@/here
user has a possibility of gradually completing and corrggctime-
frequency annotations, were proposed as well. In additidthjn an
interactive framework Duongt al.[15] proposed a method allowing
dealing with early stage separation errors through unicgytpropa-
gation principle and Jeong and Lee [18] proposed a methodialyy
dealing with user annotation errors through a sparsityénty /1 -
norm penalty.

penalty [17, 18], which usually leads to convex optimizatjob-
lems.

All the above-mentioned NMF/NTF-based methods [10-16]
suffer from the following important problem. The number of
NMF/NTF components (i.e., rank-1 matrices or tensors)cadie
to each source must be defined in advance instead of beimgtear
given a total budget ok’ components. For example, one needs spec-
ifying in advance: 4 components for “bass guitar”, 10 congraa
for “piano”, and 6 components for “drums” (see, e.g., [12]yhis
problem leads to the following potential disadvantagesistFihe
user spends more time by choosing a suitable number of coenpon
K; (j =1,...,J,andJ is the total number of sources) instead of
choosing just one total number of componeRtsSecond, a suitable
number of components chosen by user may be quite different fr
the one that would lead to the best source separation peafaren
This problem possibly arises from the fact that the modeéind
the management of source activity constraints are not veglas
rated. Indeed, a usual approach to manage time constraim¢s i
set corresponding temporal activations to zero [10-12,dr&] thus
one needs to say in advance which component is affected twhwhi
source. However, in case of time-frequency annotationdattier
trick does not work, and these constraints are usually metha@
heuristic penalizations of the corresponding cost fumstid3—15].
However, such penalizations need as well the informatioougib
allocation of the components among the sources.

In order to overcome the aforementioned limitations of tke e
isting NMF/NTF-based methods we propose in this work a new
method based on time-frequency annotations and the NTFImode
with IS divergence as in [12]. The main novelty of our propdsa
that we change the way the time-frequency annotations lkeea tato

1Choosing equal number of NMF/NTF components per sourcetiallys
suboptimal, since some sources have more spectral divérai others, and
thus need more components to be well represented. For egaitriplevident

As for the modeling, most of the approaches are based Ohat “piano” needs more components than “bass guitar”, lsiropcause a

popular nonnegative matrix factorization (NMF) or nonrtega

piano may produce about twice as many possible notes as glieams



account for model and sources estimation. Instead of ugngstic  paper we shall assume that the support of measurem@ntisidi-
cost function penalizations as in [13-15] we propose esiigahe  cates the time frequency points for which the correspondmgce
NTF model from all available observations in the maximunelik  is known to be silent, i.ey;+» = 0,Y(j, f,n) € Q.

hood (ML) or constrained ML sense under the correspondingsGa

sian modeling (as in [19]). We also slightlly .change the. wagy th 5 5 Model Assumptions

sources are estimated given the model. This is achieved i\eaai/

filtering as in [13-15] with the only difference that the filis ap- ~ The measurement noisg;;,, and the source samples;,, are
plied not only to the mixture, but to all available obsergat (mix-  assumed to be independently Gaussian distributed wittavees

ture and partial observations of sources). aij #n @ndv; pp, respectively such that
The main advantage of the proposed approach over the state of
the art is that it does not require the number of NTF companpet bifn ~ N (0,07 550) s Sipn ~ Ne(0,055n). (3

sourceK; to be specified. One only needs specifying the total bud-

get of componentss that it then automatically allocated between ~ The tensor of the source power spectrum is modeled to be low
sources during model estimation. Among the two variatidithe ~ rank such that .

proposed approach, the first one assigns a minimum numbenof ¢ Vjfn = Zk—1 4k Wskhnk, (4)
ponents to each source and automatically estimates thgnassint N
of the remaining components. The second variation assu se X ; 4
structure on thg NTchoefficients so that the componentgirgm low rank tensor model is defined by the nonnegatlve mat@&e

to asparsenumber of sources to better model the independent peldirliks W = [wsi]s @andH = [hnk]s. being, respectively,
havior of the sources. There are also few secondary potedian- < = X, I x K andN >x K. The NTF model parameters are rep-

tages to the proposed method. First, as it was already nmextjohe resented by = {Q, W, H} Similar to NMF, the matrixt and
optimization criterion is not designed from some heuristosid- W represent the power distribution of tiécomponents among the

erations, but it is the ML or a constraint ML criterion for tgeven time anq frfequgncy bins respectively. The mafixepresents the
model and observations. Second, as it will be explained rimode- power distribution of thek” components among the sources.

tail below, the time-frequency annotation constraintstaken into
account on both steps of estimation of the model and esbmati  2.3. NTF Model Constraints
the sources, while in the state-of-the-art [13-15] thessiraints are
only taken into account in the model estimation stage. Waiate
our approach in case of temporal annotations on a datasetsitm

mixtures and compare it with the strategy of uniformly aditiog the Saito (IS) divergence [19] between the giveivalence tensor of

components. i
The rest of the paper is organized as follows. The problem tciourrgc)e(iﬁqo;/vti%rns‘r;eftr[ﬁ’,‘, a?f’ theazj(\e/glneendczstensor ofthe NTF model
be solved is introduced and the proposed approach is dedcirib pp V= [Vifnli i
Section 2. Section 3 is devoted to experiments and someusiank
are drawn in Section 4. Dis(P[IV) = ZN’” dis(pjsnllvim), (5)

where the number of component&], is sufficiently small. This

Assuming the tensdP = [p;s.];, s,» Of the power spectra is known
(with pj s = |sjfn|2), NTF model parameters can be estimated
using the multiplicative update (MU) rules minimizing th@kura-

whered;s(z|ly) = x/y — log(z/y) — 1 is the IS divergence. The
motivation to use the IS divergence instead of some othesilplesdi-
vergences (such as Kullback-Leibler divergence) is thastiution
minimizing the IS divergence is shown to be equivalent tinest
Let us consider a single channel mixture composefisurces with  ing in the ML sense [19]. The following simple multiplica¢iupdate
the mixing equation (MU) rules are derived (as in [12]) to estimate the model peairs,
Q, W, H, to minimize the IS divergence:

2. PROPOSED APPROACH

2.1. Problem Definition

J

Tfn =Y, Sifn, @)

j=1 s
> fon WikhnkDjfnv; 5
in which z ¢,, is the Short-Time Fourier Transform (STFT) coeffi- ik < Gk S wreharo ; (6)
cient of the mixture at frequency bifi € [1, F] and time window fin nrTifn

n € [1, N] ands, ¢, is the STFT coefficient of the sourgefor the dim hnijkpjfnU;an
same time-frequency coordinate. A sub$etC [1,.J] x [1, F] x Wik < Wik S kgt ’ @)
. _ jn nkqjk ifn
[1, N], of the time-frequency samples of the sources are assumed to
be known up to an additive noise factgr,, such that B o <Zj,f wkajkpjfntJc27L> ®
n n —1 .
Yin = Sifn + by, forall (j, f,n) € Q. @) 2. WKLiR s

The problem that is considered in this paper is the problenmThese MU rules must be repeated several times till some conve
of estimating the source signalgs;s.}j rn, given the mix-  gence criteria are met.
ture, {zsn}s» and a subset of the measured source samples, The NTF model parameters can be initialized and constramed
{yirm}.r.myen- In practice the observed samples can be set agarious ways to enable an accurate representation. Indjisrpve
annotated silent periods of the souréeblence for the rest of this  Will define and compare 3 schemes:

2The algorithms presented in this paper are formulated #recSTFT 1. Pre-Assigned Estimation:Given the inactive time-frequency

domain assuming the partial source observations are fatediin this do- samplesy; s, (j, f,n) € €2, 0one can sét,, =0, V(j, f,n) €
main, e.g., via some user annotations as in [13-15]. HowaYermulation Q andk € K;, as well as;. = 0, Vj € [1, J] andk € K;
with respect to time domain samples is also possible asmebé [22]. where IC; represents the set of components belonging to




sourcej andz‘j]:1 #K; = K. This is the classical method Algorithm 1 GEM algorithm for Source Separation using NTF
that has been Used in various approaches [10-12, 16]. In thimodel

caseqQ is set such that each component is assigned to only1: procedure SSEPARATION-NTF({@ 1} .1, {¥jfn } (5 fimyes2)

one source and the temporal activation of each componenty: Initialize non-negative@Q, W, H with respect to Pre-

in H is assigned with respect to the temporal activation of  AssignedRelaxedor Sparse Estimation

the corresponding source. Hence it is required to assign thes: repeat

components to the sources via the géfsnanually. Oncethe 4 Estimate posterior power spectra,

Q andH matrices are initialized, the silent temporal samples P—-F {lIsi7n12).5.n]0; 6}

of the sources are no longer used in the signal estimatipn ste UpdateQ, W, H givenf’

unlike the proposed methods. o . s
o . L 6: until convergence criteria met
2. Relaxed Estimation: In this approach a minimum number 7. end procedure

of components,Kmin, are assigned to each source through
Q at the initialization and the remainder of the matéxis
estimated automatically. Whelmin = 0, this approach is

simply estimating all the model parametefsrelying on the ~ andI(€2sx) is the.J x #8;, matrix consisting of the columns of
likelihood maximization. J x J identity matrixI; that belong td2 ...

3. Sparse Estimation: It is often the case that the sources ex- ]
hibit independent characteristics, hence the representat 2.5- Algorithm Summary

can be more accurate when the components are assigngfq general flow of the proposed generalized expectatiorimiza:
only to a single source. ThRelaxed Estimatiomioes not i, (GEM) algorithm is the same for all three approaches trie
enforce each component to exclusively contribute 10 ONgjitterence of initialization and update of the NTF modelgragters
source. InSparse Estimatignthe coefficients inQ andH 5 jescribed in Section 2.3. After the initialization, thgosithm it-
are constr.alln.eq to be Sparse so that a structure of.zero.s Slme'ratively alternates between updating the posterior pepectraP,
lar to the |n|.t|aI|zed. patterns in there-Assigned Estlm{mon iven the model parameters and updating the NTF model paeasne
can be attained without the need to manually specify ho dythe multiplicative update rules given the posterior posmectra,

many components are assigned to each source. It shou ) . . . ]
also be noted that unlik@re-Assignedand Relaxed Esti- Szt(izs;:gbed In Section 2.3. The posterior power spectraeaom

mation Sparse Estimatiogannot be performed by specific
initialization, instead the multiplicative update rules the 5 2 ol _ Ry L2
model parameters must be modified to perform sparse NTE © — = Ulsirnl.5.n10: 0} = [E{[ssrnls.1,0|0: 03" (15)
decomposition as described in [23]. + [f}sf sf ]

n n f,n

2.4. Signal Estimation Criterion where

LetQ, C [1, J] be the set of source indices defined as _
! I 71 E{[sjsnlj,r.n|0; 0} = [zé{fnan zoflnofnofn]f o (16)

ané{j|(j7f7n)69}7 (9) ~ H 1
zsfnsfn = Eanan - Eofnsfnzofnofnzofnsf7l7 (17)
A T

and letss, = [S1fn,...,S5n] and#Qy,-length column vector

A T
yin £ ipnlicn,, | | om0 e 0

Now we can define an observatlor% vector for each time- . . . Lfn
frequency poin(f,n) asosn £ [yj,,zfn] - LetO = {ofm}trn  Zosusy, = | - E S Bspasp, = |
the set of all observed data. In our approach we estimate taieim 0 o Uifn 0 V)
in the maximum likelihood sense, i.e., maximizing the likebd of Vifn 0 UJfn
the observed data given the model parameters, which writes: (18)

The overall GEM algorithm steps are summarized in Algorithm

F N 1
p(016) = [T [] =5 exp [F0fu=5 ) 0, 004] » (10)

f=1n=1 !Wzofnofn| 3. EXPERIMENTS

sinceos, May be shown zero-mean complex Gaussian vector withn order to assess the performance of the proposed algor@futif-

covariance matri®l,,, o, that can be expressed as follows: ferent music mixtures are selectéa@ach composed of 3 sources
" (bass or drums, guitar and vocals). Source separation fierpexd
oo = Fymwn waann} , (11) on each mixture with the total number of components fixed f§ 15
Yoty Do using 3 different approaches: using equal number of comypsene
where pre-assigned for each sourdéré-a§signed Estimatignassigning
2 components per source and estimating the rest of the pteame
Sy payin = IH(ﬂfn)diag([vjfn]j) I(24n) (12)  using the proposed estimation meth&k{axed Estimatiorand es-

) timating the signals by assuming distribution of composemong
+d|ag([gg,jfn]j€flfn) ; (13)

4The mixtures are taken from the professionally producediemesord-
wanyfn = [vnli1(Qsn), wanwfn = ZJ. Vjfn, (14) ings of SISEC 2015 evaluation campaign (https:/sisae.inf).

5This number of components is observed to be optimum for naigials
3eH denotes conjugate transpose. in the experiments performed in [21].
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Mix.1 Mix.2 Mix.3 Mix.4 Mix.5 Mix.6 Average
14 T

Average SIR (dBs)

Mix.1 Mix.2 Mix.3 Mix.4 Mix.5 Mix.6 Average
10 T

Average SAR (dBs)

Il Pre-assigned Estimation
[ JRelaxed Estimation (proposed)
Il Sparse Estimation (proposed)

Mix. 1

Mix.2 Mix.3 Mix.4 Mix.5 Mix.6 Average

Active Active Active Active Active

Source 1 (top left), source 2 (top right), source 3 (botteft) and the mixture for the mixture (bottom right) 5 in theperment setup.

performance is often better. Theelaxed Estimatiomethod can
also be seen to have better or close performancderéeassigned
Estimationfor most of the mixtures. This approach also allows au-
tomatic assignment of components hence it can benefit fram no
uniform distribution of components among the sources. Hewé
does not enforce the components to be exclusively assigraeg/tof
the sources, therefore its performance is usually worse Siparse
Estimationwhich induces exclusivity by enforcing sparsity in the
matrix Q.

It should be noted that, even though not displayed in Figure 2
the use of the initialization ilRelaxed Estimatioand the sparsity
constraint inSparse Estimatiomare also tested without the use of
silent samples from the sources in the signal estimatiqn stew-
ever the performance was significantly worse than resutig/shin
Figure 2. This demonstrates that the inclusion of the knasiler{t)
samples in the signal estimation is essential for the sgcokthe
proposed automatic component allocation algorithms. KAeroim-
portant remark is that, when the known samples of the sounees
zero, i.e. the sources are known to be silent, it is necedeaap-
ply the proposed algorithms with non-zero noise variamﬁ%,fn,
to avoid numerical errors in matrix inversion during thersibesti-
mation step. Fortunately, this necessity does not creataveb@ck
since the noise variance; , ;,,, can be chosen sufficiently small to
avoid inaccurate signal reconstructions.

4. CONCLUSION

In this paper, two new methods are presented which enabte aut

Fig. 2 Comparison of source separation performance for difterenmatic allocation of NTF components among multiple sourcherw

component allocation methods measured in signal to distoratio
(SDR, top), source to interference ratio (SIR, middle) amarses to
artefacts ratio (SAR, bottom) [24].

the sources are sparsgp@rse Estimation The STFT is computed
using a half-overlapping sine window of 1024 samples (64 ans)
the proposed GEM algorithm is run for 500 iterations. Therces
in the mixtures are artificially silenced during a percertad the
total time, an example of which is shown in Figure 1.

The overall performance of the compared algorithms canér se
in Figure 2. It can be noticed that the proposguhrse Estimation
method often outperforms blindly assigning equal numbezooh-
ponents for each source. This can be attributed to the factttle
sources in the test mixtures often have varying complefatyexam-
ple the vocals or guitar are known to have greater specttarpa
variability than the bass and drums. Since the proposedadeth
lows uneven distribution of the components among the ssutbe

performing source separation with low-rank NTF models aser u
guided annotations. Theelaxed Estimatiomethod does not im-
pose any structure on the NTF model parameters except aspign
a small number of components exclusively to each source end r
lies on the maximum likelihood estimation using the pridbima-
tion on the annotations to determine the unknown NTF modeé T
Sparse Estimatiomethod imposes a sparsity prior on the distribu-
tion of the components among the sources so that each compone
is forced to be assigned to a single source. The proposecdteth
are tested against the classic approach of manually asgigujual
number of components to each source on artificially silemasgic
mixtures, sources of which have variable degrees of coritpleks
a result it has been shown th@parse Estimatioutperforms the
other approaches in most of the cases, and eveRé¢lexed Estima-
tion performs better than the classic approach for many testingigt
The proposed algorithms are still not perfect and can perfor
worse than the classic method in rare cases for which stigoth-
straining the NTF model is more useful than having largereesg
of freedom in the model.
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