
HAL Id: hal-01256563
https://inria.hal.science/hal-01256563v2

Submitted on 24 Feb 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Týr: Efficient Transactional Storage for Data-Intensive
Applications

Pierre Matri, Alexandru Costan, Gabriel Antoniu, Jesús Montes, María S.
Pérez

To cite this version:
Pierre Matri, Alexandru Costan, Gabriel Antoniu, Jesús Montes, María S. Pérez. Týr: Efficient
Transactional Storage for Data-Intensive Applications. [Technical Report] RT-0473, Inria Rennes
Bretagne Atlantique; Universidad Politécnica de Madrid. 2016, pp.25. �hal-01256563v2�

https://inria.hal.science/hal-01256563v2
https://hal.archives-ouvertes.fr


IS
S

N
02

49
-0

80
3

IS
R

N
IN

R
IA

/R
T-

-4
73

--
FR

+E
N

G

TECHNICAL
REPORT
N° 473
January 2016

Project-Team KerData

Týr: Efficient
Transactional Storage for
Data-Intensive
Applications
Pierre Matri, Alexandru Costan, Gabriel Antoniu, Jesús Montes,
María S. Pérez





RESEARCH CENTRE
RENNES – BRETAGNE ATLANTIQUE

Campus universitaire de Beaulieu
35042 Rennes Cedex

Týr: Efficient Transactional Storage for
Data-Intensive Applications

Pierre Matri∗, Alexandru Costan†, Gabriel Antoniu‡, Jesús
Montes∗, María S. Pérez∗

Project-Team KerData

Technical Report n° 473 — January 2016 — 25 pages

Abstract: As the computational power used by large-scale applications increases, the amount of
data they need to manipulate tends to increase as well. A wide range of such applications requires
robust and flexible storage support for atomic, durable and concurrent transactions. Historically,
databases have provided the de facto solution to transactional data management, but they have
forced applications to drop control over data layout and access mechanisms, while remaining unable
to meet the scale requirements of Big Data. More recently, key-value stores have been introduced
to address these issues. However, this solution does not provide transactions, or only restricted
transaction support, compelling users to carefully coordinate access to data in order to avoid race
conditions, partial writes, overwrites, and other hard problems that cause erratic behaviour. We
argue there is a gap between existing storage solutions and application requirements that limits
the design of transaction-oriented data-intensive applications. In this paper we introduce Týr, a
massively parallel distributed transactional blob storage system. A key feature behind Týr is its
novel multi-versioning management designed to keep the metadata overhead as low as possible
while still allowing fast queries or updates and preserving transaction semantics. Its share-nothing
architecture ensures minimal contention and provides low latency for large numbers of concurrent
requests. Týr is the first blob storage system to provide sequential consistency and high throughput,
while enabling unforeseen transaction support. Experiments with a real-life application from the
CERN LHC show Týr throughput outperforming state-of-the-art solutions by more than 100%.
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Týr: Stockage Massif Transactionnel à Hautes-Performances
Résumé : À mesure que la puissance de calcul utilisée par des applications à grande
échelle augmente, le volume de données qu’elles manipulent tend à augmenter également. Une
grande partie de ces applications nécessite un système de stockage robuste et flexible permet-
tant l’exécution de transactions de manière concurrente. Antérieurement, les bases de données
furent la solution de facto pour la gestion des données transactionnelles, mais elles empêchent les
applications de contrôler l’organisation du stockage des données ainsi que l’accés à ces données,
tout en restant incapables de répondre aux contraintes posées par les données massives. Plus
récemment, des systèmes de stockage clé-valeur ont été créés pour répondre à cette probléma-
tique. Cependant, ces solutions ne fournissent pas de support des transactions, ou seulement
un support partiel, imposant aux utilisateurs de coordonner avec soin l’accès aux données afin
d’éviter tout état de concurrence, écritures partielles, surécritures, ainsi que d’autres problèmes
à l’origine d’un comportement erratique des applications. Nous soutenons qu’il existe un fossé
entre les solutions de stockage actuelles et les besoins des utilisateurs, ce qui limite la conception
des applications transactionnelles gérant des volumes massifs de données. Dans ce document,
nous présentons Týr, un système de stockage de blobs distribué et transactionnel. Une des car-
actéristiques principales de Týr est sa gestion des versions novatrice conçue pour permettre un
accès rapide tant en lecture qu’en écriture aux données tout en gardant une sémantique transac-
tionnelle et en nécessitant une faible surcharge de métadonnées. Son architecture décentralisée
garantit une contention minimale et permet une faible latence avec un nombre important de
requêtes concurrentes. Týr est le permier système de stockage de blobs à fournir à la fois une
consistence séquentielle et un débit élevé, tout en apportant le support des transactions. Les
expériences réalisées avec une application réelle du CERN LHC montrent que le débit de Týr
surpasse celui des solutions actuelles de plus de 100%.

Mots-clés : données massives, intergiciel, stockage, cloud, métadonnées, blobs, systèmes
distribués, transactions, supervision, consistence, grid5000
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1 Introduction

The recent development of the Internet of Things, the tremendous success of cloud-computing
as a support for data-intensive scientific applications and the rapid growth of sensor and social
networks have progressively emphasized the need for storage solutions capable of handling the
extremely large volume of data generated by these systems. Twitter, for example, is processing
and storing more than 500 million tweets a day, generated by more than 300 million users [1].
Considering the size (varying from a few Kilobytes to several Terabytes) and the high rate at
which this data is generated, storing it efficiently becomes an important challenge.

Traditional databases simply cannot cope with such huge volumes arriving at fast rates with
an inherently high complexity. This is partly due to the fact that this paradigm has originally
not been designed with horizontal scalability in mind. To overcome such performance scalability
limits, key-value stores such as Dynamo [2] or Cassandra [3] have been introduced. They are
mainly targeted at storing immutable objects, as they typically only allow to replace the value
of a key as a whole. To efficiently cope with mutable objects, a new generation of distributed
file systems like HDFS [4] or Ceph [5] have emerged: they are based on the same principles and
are designed to store large and mutable chunks of data.

More recently, we have witnessed the development of simpler data storage systems, targeting
specific challenges, and optimized for a single use case. For instance, Twitter developed the
FlockDB graph database [6] specifically for storing their social graphs.

In order to leverage the existing advances in data management, modern data-intensive ap-
plications demand more flexibility at the storage layer. This flexibility is essentially achieved by
making the least possible assumptions on the data size, structure and access patterns. Binary
Large Objects, or blobs, are a perfect illustration of this principle: they allow storing unstruc-
tured data accessed through low-level binary methods. Their unstructured nature makes them
good candidates for efficiently storing large numbers of related events by grouping them in a
single storage container and avoiding the cost of storing metadata for each individual object.

However, while existing blob-based storage systems like BlobSeer [7] are able to gracefully
scale up and achieve high access throughput, they are typically getting this performance at
the expense of weaker consistency guarantees. Yet, sequential consistency1 is a crucial require-
ment for many operations related to data-intensive applications (e.g. checkpoint/restart, data
indexing, snapshotting etc.). Traditional databases usually meet this requirement by means of
transactions. Their semantics have been transposed to more general distributed storage sys-
tems through heavyweight synchronization protocols that significantly affect the performance
of the storage system. Providing such a strong consistency while meeting strict performance
requirements has proved to be a challenging task given the high level of coordination needed for
transaction processing. In order to efficiently provide full transaction semantics, such as success
or failure as a complete unit, this feature needs to be integrated in the storage layer rather than
delegating it to a an upper middleware layer (as in ZooKeeper [9] for instance).

In this paper, we introduce Týr, a high-performance distributed blob storage system with
built-in lightweight transactions. Týr aims to serve as a flexible storage backend for a wide
variety of data-intensive applications with strong performance requirements. It allows for fast,
single-hop queries (i.e. direct queries to the nodes holding the data) under heavily concurrent
access, while a novel version management scheme provides low-overhead data storage. Designed
with flexibility in mind, Týr is able to cope with arbitrarily large datasets (ranging from small
data in the order of Bytes and Kilobytes to big data in the order of Terabytes) and to gracefully

1Guarantee that the result of any execution is the same as if the operations of all the processors were executed
in some sequential order, and that the operations of each individual processor appear in this sequence in the order
specified by its program [8].
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4 P. Matri & A. Costan & G. Antoniu & J. Montes & M. S. Pérez

scale-out on a cluster of commodity machines. The contributions set forth in this paper can be
summarized as follows:

• A set of innovative version management techniques designed to keep the metadata
overhead as low as possible while still allowing fast queries or updates and preserving
transaction semantics.

• A novel blob storage architecture based on the above versioning techniques, providing
at the same time lightweight transaction semantics and high performance. This architecture
has been implemented in a software prototype and validated using a real life scenario, as
a storage backend for the MonALISA [10] monitoring system of the CERN LHC ALICE
experiment [11].

• An experimental study showing that Týr’s throughput outperforms existing solutions
such as HDFS [4] and BlobSeer [7] by up to 104%, while preserving the sequential consis-
tency guarantees and using a flexible data model.

This paper is structured as follows. Section 2 illustrates in a more detailed way the chal-
lenges we address, thanks to a real-world scenario. Section 3 details the proposed architecture,
illustrated through the Týr prototype described in Section 4. Section 5 presents the results of
our experimental evaluation, followed by a discussion of some other related work in Section 6.
Finally, Section 7 concludes this paper and outlines future work on Týr.

Inria
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2 Motivating scenario
To better understand the needs in terms of storage for real-world large-scale scientific appli-
cations, we considered the case of ALICE (A Large Ion Collider Experiment) [11], one of the
four LHC (Large Hadron Collider) experiments realized at CERN (European Organization for
Nuclear Research) [12]. Its scale, volume, collection rate and geographical distribution of data
require appropriate tools for efficient storage. The ALICE collaboration, consisting of more than
1,000 members from 29 countries and 86 institutes, is indeed strongly dependent on a distributed
computing environment to perform its physics program. The experiment collects data at a rate
of up to 4 Petabytes and produces more than 109 data files per year. Tens of thousands of CPUs
are required to process and analyze them. The CPU and storage capacities are distributed over
more than 80 computing centers worldwide.

We focus on the management of the monitoring information collected in real-time about all
ALICE resources. More than 350 MonALISA services are running at sites around the world,
collecting information about ALICE computing facilities, local and wide area network traffic,
and the state and progress of the many thousands of concurrently running jobs. This yields
more than 1.1 million parameters published in MonALISA, each with an update frequency of
one minute. Using ALICE-specific filters, the raw parameters are aggregated to produce about
35,000 system-overview parameters in real time. This monitoring data needs to be efficiently
stored for further processing: it is indexed using timestamps and requires transaction support,
as monitoring data is concurrently updated and read by multiple processes.

Starting from this use-case, we summarize the key requirements of a storage system supporting
such large-scale applications:

• Flexible data model. The system should support efficient storage and access to both
small and large unstructured objects in the form of blobs.

• High-throughput under heavy concurrency. The high rate at which concurrent events
are generated calls for a storage layer able to support parallel data processing to a high
degree, over a large number of nodes. With potentially thousands of clients simultaneously
accessing data, the storage must sustain a high throughput in spite of a high level of
concurrency, while at the same time providing efficient fine-grain access to data.

• Built-in transaction support. Applications heavily relying on data indexing as well
as live computation of aggregates (e.g. derivate metrics in monitoring systems like Mon-
ALISA) require a transactional storage system able to synchronize read-update operations
and to guarantee the consistency of the data.

• Performance stability. The storage system permanently collects data, which has to be
kept over the entire lifespan of the applications. Stable and predictable storage performance
are crucial for the efficiency of the subsequent data processing.

• Horizontal scalability. In order to cope with always increasing datasets, the storage
system must be able to scale out and expand its capacity. This should be possible at any
time without interrupting the data collection.

These are precisely the requirements addressed by the Týr approach, described in the following
section.

RT n° 473
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(k, v1)
c1
v1
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v1

c3
v1

(k, v2)
c1
v1

c2
v2

c3
v1

Write v2
v2 only affects c2

Figure 1: Týr versioning model. When a version v2 of the blob is written, which only affects
chunk c2, only the version of both the blob and c2 is changed. The version id for both c1 and c3
remains unchanged.

c1

c2

c3

v1 v2 v3 v4 v5 v6

Figure 2: Version management example. The version v1 of this blob only affected the chunk c1,
v2 affected both c1 and c2. In this example, v6 is composed of the chunk versions (v4, v3, v6).
This versioning information is stored on the metadata nodes for this blob.

3 Our proposal: the Týr approach

We are introducing Týr, a distributed storage system for raw, unstructured binary objects (as
opposed to structured data). In this section, we detail the design and architecture principles
making Týr able to address the previous requirements.

3.1 Data striping and replication
The first requirement for Týr is to be able to handle a large number of concurrent reads and
writes. To achieve this goal, data striping is used to balance read and writes over a large number
of nodes in parallel. Blobs in Týr are splitted in multiple chunks of a size defined for the whole
system. With a chunk size s, the first chunk c1 of a blob will contain the bytes in the range [0, s),
the second chunk c2, possibly stored on another node, will contain the bytes in the range [s, 2s),
and the chunk cn will contain the bytes in the range [(n− 1) ∗ s, n ∗ s). In order to distribute the
reads even more, each chunk is replicated to additional nodes in the cluster.

3.2 Distributed Hash Table based data distribution
One of the key goals of Týr is the horizontal scalability. This requires the ability to dynamically
partition the data over the set of nodes (i.e. storage hosts) in the cluster.

Týr distributes both metadata and data across the cluster using consistent hashing [13], based
on a distributed hash table, or DHT. Given a hash function h(x), the output range [hmin, hmax] of

Inria
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the function is treated as a circular space (hmin sticking around to hmax). Every node is assigned
a different random value within this range, which represents its position on the ring. Each data
chunk n of a blob with key k is stored on a node determined by hashing the concatenation of k
and n using h(k : n), giving a unique position hk on the ring. The nodes on which the additional
replicas of the element will be stored are obtained by continuing walking the ring passed the
coordinator node until we find the appropriate number of nodes eligible to hold a replica of this
data given the replication settings of the system.

The main advantage of consistent hashing is that departure or arrival of a node only affects
its immediate neighbors. Other nodes remain unaffected. The basic algorithm is oblivious to
the heterogeneity in the performance of nodes. To address this issue, each node gets assigned
different positions on the ring, as implemented in Dynamo [2].

A Týr client may query any node in the cluster for the current state of the ring to be able to
address its queries to the appropriate node directly.

3.3 Version management
In order to achieve high write performance under concurrent workloads, Týr uses multi-version
concurrency control. This ensures that the current version of a blob can be read while a new
one is being created without locking. Version management is done implicitly in Týr. Version
identifiers are internal to Týr and are not exposed to the calling application.

When a client writes data to some chunk of a given blob, a random version id is generated by
the server. A new version of the blob chunks affected by the operation is generated, and tagged
with that version number. The other chunks remain unchanged, as illustrated by Figure 1.

During a write operation, the nodes holding unaffected data chunks will not receive informa-
tion regarding the new version. Consequently, the latest version of a blob is composed of a set of
possibly different versions of its chunks, as depicted in Figure 2. Thus, it is necessary to be able
to construct the right set of chunk versions when accessing a specific version of a blob. For that
matter, the information regarding successive versions of each chunk is stored on the same nodes
holding replicas of the first data chunk of the blob. These nodes are called metadata nodes for
the current blob. The full write protocol is explained in Section 3.6.

3.4 Basic API
We propose an asynchronous set of primitives for Týr. Rather than blocking the calling appli-
cation while the action is performed, control is returned directly once the request has been sent.
A callback function passed as argument will be executed when the action has been performed
with the results of the operation.

CREATE(key , callback(status))

This function creates an empty blob of size 0, identified by a key chosen by the client. The
operation will fail if a blob with the same key already exists in the system.

WRITE(key , offset , length , buffer , callback(status))

This function writes the first length bytes of buffer to the blob identified by key at offset.

READ(key , offset , length , callback(status , buffer))

This function reads length bytes of the blob identified by key at offset.

RT n° 473
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Client

Query router

Cluster manager Query processor

Storage agent
Metadata & data

(1) (10)

(2)

(3) (4)

(9)

(5)

(6)
(7)

(8)

Figure 3: Týr server high-level architecture.

TRUNCATE(key , length , callback(status))

This function truncates the size of the blob identified by key to length bytes. If the blob was
previously larger than length, the extra data is lost. If the blob was previously shorter, it is
extended, and the extended part reads as null bytes.

If transaction semantics are needed, the following functions may be used in complement to
the primitive functions:

BEGIN()

This synchronous function creates a local transaction context, which does not involve any com-
munication with the cluster. Every subsequent read or write operation will use that context.

ROLLBACK ()

This synchronous function discards the currently open local transaction context without applying
the changes.

COMMIT(callback(status))

This function closes the open local transaction context applying the changes. The operation will
fail if any conflicting operation has been executed concurrently. In case of any failure, the entire
operation will rollback and fail.

3.5 System architecture
Týr has been developed following a modular and loosely coupled architecture. Each node runs a
set of different modules, executed on different threads. Figure 3 shows the interaction between
the modules of the system, which are:

Inria
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• The Cluster Manager maintains the ring state across the cluster using a weakly-consistent
gossip protocol [14] to propagate information around the cluster (i.e. ring position alloca-
tions) and a φ accrual failure detector [15] to detect and confirm failures in the cluster.

• The Query Processor is the heart of the system. For write queries, it coordinates the
requests, and is responsible of handling the transaction protocol using cluster information
from the cluster manager (5, 6). It acts as the interface to the storage agent (7, 8).

• The Query Router is the main communication interface between a server and both the
rest of cluster and the clients. Its responsibility regarding incoming client requests (1)
is to receive, parse, validate and, if necessary, to forward them to the appropriate server
according to cluster state information (2, 3). It then forwards the requests to the query
processor (4, 9) and finally responds to the client (10).

• The Storage Agent is responsible for the persistent storage and retrieval of both data
and metadata.

3.6 Write protocol

Because both the data chunks and the metadata are stored on different nodes in the cluster and
are getting replicated, we need to ensure that the ordering of two concurrent writes is consistent
among affected nodes of the cluster. To this purpose, Týr uses the Warp transaction protocol [16],
introduced for the HyperDex [17] key-value store. The base protocol has been extended to take
into account the presence of metadata nodes.

Every write request, included or not in a transaction on the client, is processed as a transaction
at the server. In order to execute a transaction, the client constructs a chain of servers which
will be affected by it. These nodes are all the ones storing the written data chunks, one node
holding the data for each chunk read during the transaction (if any), plus all metadata nodes for
the affected blobs. This set of servers is sorted in a predictable order, such as a bitwise ordering
on the IP / Port pair. This order ensures that conflicting transactions pass through their shared
set of servers in the exact same order. If the node to which the request has been sent is not the
first one in the chain, it will pass the request to that node. The first node in this chain is called
coordinator node for that request.

The client then forwards the request to the coordinator node. This node will validate the
chain and ensure that it is up-to-date according to the latest ring status. If not, that node will
construct a new chain, and forward the request to the coordinator node of the new chain, in case
it has changed.

We use a linear transactions commit protocol to guarantee that all transactions are either
successful and serializable, or abort with no effect. This protocol consists of one forward pass to
optimistically validate the values read by the client and ensure that they remained unchanged by
concurrent transactions, followed by a backward pass to propagate the result of the transaction –
either success or failure – and actually commit the changes to memory. Dependency information
is embedded by the nodes in the chain during both forward and backward passes to enforce a
serializable order across all transactions. A background garbage collection process limits this
number of dependencies by removing those that have completed both passes.

The forward pass validates transactions by ensuring that new transactions do not conflict
nor invalidate previously validated transactions, for which the backward pass is not complete.
Every node in the commit chain ensures that the transactions do not read values written by, or
write values read by previously validated transactions. Nodes also check each value against the
latest one stored in their local memory to verify that the data was not changed by a previously

RT n° 473
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t1

t2

t3

s1 s2 s3 s4 s5 s6

(a) Propagation graph

t1 t2
t3

(b) Dependency graph

Figure 4: Týr write protocol. In that example, the directionality of the edge (t1, t2) will be
decided by s4, last common server in the transaction chains, during the backwards pass. Similarly,
the directionality of (t2, t3) will be decided by s4.

Client Metadata Chunks

(1)

(2)

(3)(4)

Figure 5: Týr general read protocol.

committed transaction. The validation step fails if transactions fail either of these tests. A
transaction is aborted by sending an abort message backwards through the chain members that
previously validated the transaction. These members remove the transaction from their local
state, thus enabling other transactions to validate instead.

Servers validate each transaction exactly once, during the forward pass through the chain.
As soon as the forward pass is completed, the transaction may commit on all servers. The last
server of the chain may commit the transaction immediately after validating it, and sends the
commit backwards to the chain.

Enforcing a serializable order across all transactions requires that the transaction commit
order does not create any dependency cycles. To this end, a local dependency graph across
transactions is maintained at each node, with the vertices being transactions and each directed
edge specifying a conflicting pair of transactions. A conflicting pair is a pair of transactions
where one transaction writes at least one data chunk read or written by the other.

Whenever a transaction validates or commits after another one at a node, this information is
added to the transaction message sent through the chain: the second transaction will be recorded
as a dependency of the first. This determines the directionality of the edges in the dependency
graph. A transaction is only persisted in memory after all of its dependencies have committed,
and is delayed at the node until this condition is met.

Inria
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Figure 4 illustrates this protocol with an example set of conflicting transactions chains, and
the associated dependency graph. This example shows three transaction chains executing. Fig-
ure 4a shows the individual chains with the server on which they execute. The black dot rep-
resents the coordinating server for each transaction, the plain lines the forward pass, and the
dashed lines the backwards pass. Because they overlap at some servers, they form conflicting
pairs as shown on the dependency graph in Figure 4b. The directionality of the edges will be
decided by the protocol, as the chain is executed on the servers.

3.7 Read protocol

Reading a blob in Týr is a simple process: every read, included or not in a transaction on the
client-side, is processed exactly the same way.

3.7.1 General case

The version management introduced previously causes each node holding data for a specific blob
to have a different and incomplete knowledge of its successive versions. This implies that a
metadata node has to be queried for any read.

Figure 5 illustrates the different steps necessary to read data from Týr. The client addresses
the read query to one of metadata nodes for the blob from which to read (1). Based on the
version information it holds, the metadata node determines the latest set of chunk versions for
every chunk read by this request. It then forwards the read request to a randomly chosen replica
for each chunk, along with the appropriate version for that chunk (2). As soon as all the data
has been received from the chunk replicas (3), it forwards it to the client (4).

3.7.2 Direct read

The transaction protocol allows each node to know the latest version of every data chunk it
stores. As an optimization to the protocol introduced in the previous section, a read request
outside of any client-side transaction that can be answered by reading exactly one data chunk
can bypass the metadata node. The client can then address the request directly to one of the
nodes holding the data. The queried node returns to the client the latest confirmed successfully
written version.

3.8 Ring coordination

The ring coordinator is the process that assigns to each node of the cluster the token ranges on
the ring it will be responsible for. This process is unique in the whole cluster. It is automatically
started on the first server joining the cluster. The targeted horizontal scalability requires Týr
to be able to seamlessly integrate new nodes to an already running cluster. Whenever a new
node joins the cluster, the ring coordinator will assign it a share of the token range taken from
the existing servers. These token ranges are marked as being moved on all servers previously
responsible for them.

Data is then moved in the background from the old nodes to the new ones. Every running
transaction writing data on these ranges will include the new nodes as well as the old ones.
Readers will continue reading on the other nodes during the moving process.

Once all data has been copied, the information is pushed to all nodes in the cluster. After each
node acknowledged the new token ring state, the data is removed from the old nodes. Should
this process fail in the cluster, it is immediately restarted on another node chosen randomly.

RT n° 473
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3.9 Versioning policy
The removal of older versions is performed progressively. During general-case read requests, the
metadata node queried for the current version state of a blob keeps track of the blob version it
responds with. When a write request for a blob arrives at a node holding the associated metadata,
both the oldest version of the blob in use and the associated chunk versions are piggybacked to
the validation message during the forward pass of the write protocol. Each subsequent node in
the chain holding metadata for the same blob replaces these versions by the local oldest versions
if the blob version is older than the one bundled in the commit message. During the backwards
pass, each node in the chain is then free to remove any data for versions older than the ones
indicated in the commit message.

Inria
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4 Týr prototype implementation
All the features of Týr relevant for this paper have been fully implemented. This implementation
includes the Týr server, the stratified version management library, the C client library, as well as
partial C++ and Java bindings. The server itself is approximately 10,000 lines of GNU C code.
This section describes key aspects of the implementation.

4.1 General implementation details
Týr is optimized for low-latency and high-throughput query processing. To meet these require-
ments, it makes heavy use of the multiprocessing capabilities of current computers, of lock-free
data structures whenever possible, and of event-driven programming.

Týr is internally structured around multiple, lightweight and specialized event-driven loops,
backed by the LibUV library [18]. When a request is received, it is forwarded for processing to
one of the relevant event loops for further asynchronous processing. No request queuing is done in
order to avoid communication delays, and thus reduce the overall latency of the server. On-disk
data and metadata storage is built using Google’s LevelDB key-value store [19], a state-of-the-art
log-structured merge tree [20] based library optimized for performance on hard disks.

Special care has been taken on the design of the data structures used. Whenever possible,
Týr makes use of lock-free, optimistic data structures based on atomic operations to avoid lock-
contention in performance-critical parts of the server. In order to further improve the global
performance, these data structures are designed to be cache-oblivious, taking advantage of the
CPU cache as much as possible. The intra-cluster and client-server request / response messages
are serialized using the Cap’n’proto [21] library.

4.2 Implementation details on version management
The object identifiers are generated using MongoDB’s ObjectId format [22]. ObjectIds are
12-byte non-sequential and globally-unique identifiers generated from the current system date,
process information and a local counter.

The version management data structure itself is based on multiple linked lists. One structure
is allocated for each blob. One list is used to keep track of the successive versions, and one
additional list is used for each of the chunks composing a blob. Each time a new version is
created, a new entry is added in the version tracking list, plus one entry in the lists covering
every affected chunk. A copy-on-write guard structure always points to the latest version of the
blob and all of its chunks. Both reading the chunks versions for the latest version of the blob and
adding a new version to the structure are O(1) operations. Additionally, because of the atomic
nature of this structure, writers do not block readers.
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5 Evaluation

We evaluated our design in five steps. We first studied the transactional write performance of a
Týr cluster with a heavily-concurrent usage pattern. Second, we tested the raw read performance
of the system. We then gauged the reader / writer isolation in Týr. Fourth, we measured the
performance stability of Týr over a long period. Last, we proved the horizontal scalability of
Týr.

Experimental setup. We deployed Týr on the Grid’5000 [23] experimental grid testbed,
distributed over 11 different sites in both France and Luxembourg. For these experiments, the
paravance cluster of Rennes was used. Each node is outfitted with 2 x 2.4 Ghz octo-core Intel
Xeon E5-2630v3 processors, 128 GB of RAM and 10 Gigabit Ethernet connectivity (MTU =
1500 B).

Evaluated systems. To the best of our knowledge, no distributed storage systems with a
comparable low-level data model and built-in transactions are available today. As such, through-
out these experiments, we compared Týr with HDFS [4], a de facto standard distributed file
system available today on most cloud data analytics platforms as part of the Hadoop [24] stack.
HDFS stores the metadata information on a central metadata node. We also compared Týr with
BlobSeer [7], an open-source, in-memory distributed storage system which shares the same data
model and a similar API. BlobSeer has been designed to support a high-throughput for highly-
concurrent accesses to shared distributed blobs, and was shown to outperform HDFS, therefore
being a relevant basis for comparison. BlobSeer distributes the metadata over the cluster by
using a distributed tree. For these experiments, we used BlobSeer 1.2.1 and Hadoop 2.7.1.

Metrics. The main metric we were interested in is the aggregate throughput. The throughput
is the number of operations processed (either reads or writes, depending on the test) per unit
of time. In the case of both Týr and BlobSeer, the API is asynchronous. As such, for these
two systems, we are considering the callback invocation as the response. For each of these tests
we ran the experiments 50 times under the same conditions, and averaged the results obtained.
Overall, our measurements showed little variance and were stable enough to be conclusive.

Dataset and workload. In order to run these experiments, we used a dump of real data
obtained from the MonALISA system [10]. This data set is composed of ∼ 4.5 million individual
measurement events, each one being associated to a specific monitored site. We used multiple
clients to replay these events, each holding a different portion of the data. We stored the events
on one blob (or file for HDFS), depending on the origin of the event, and maintained an append-
only data index on two other blobs (or files). The read tests were performed by querying ranges
of data, simulating a realistic usage of the MonALISA interface. In order to further increase read
concurrency, the queried data was randomly selected using a power-law distribution.

5.1 Transactional write performance

High transactional write performance is the key requirement that guided the design of Týr. To
benchmark the different systems in that context, we measured the transactional write perfor-
mance of Týr, BlobSeer and HDFS with the MonALISA workload. Transactions are required
to synchronize the storage of the events and their indexation in the context of a concurrent
setup. Because of the lack of native transaction support in both BlobSeer and HDFS, we
used ZooKeeper [9], an industry-standard distributed synchronization service. Being part of
the Hadoop stack, as HDFS, it came as a natural choice. To avoid any bias in our comparison,
we used ZooKeeper on top of both BlobSeer and HDFS. This system has been used as a mid-
dleware to synchronize the writes operations in the cluster based on distributed locks. Because
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Figure 6: Write performance of Týr, BlobSeer
and HDFS on a 16-node cluster, varying the
number of concurrent clients, with 95% confi-
dence interval.
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Figure 7: Read performance of Týr, BlobSeer
and HDFS on a 16-node cluster, varying the
number of concurrent clients, with 95% confi-
dence interval.

Týr transactions conflicts are detected at the chunk level, one lock is used for each data chunk
in the system.

The results, depicted on Figure 6, show that Týr outperforms HDFS and BlobSeer under high
concurrency, and topped at 4.58 million operations per second on our experimental setup. The
clear decrease in performance on higher concurrency in the case of BlobSeer and HDFS is due to
the higher ZooKeeper lock contention. The built-in transaction support of Týr allows it to scale
better. However, under high concurrency, conflicts between transactions are causing processing
delays that limit the performance of the cluster. It is worth to note that the additional network
queries need to maintain the metadata tree in the case of BlobSeer, having a high impact on the
network performance, which explains the faster decrease in performance compared to HDFS.

With lower concurrency, however, we can see that the transaction protocol incurs a slight
processing overhead, making all three systems perform with comparable performance when the
lock contention is low.

5.2 Read performance

Týr introduces important optimizations for read performance, most notably single-hop and lock-
free reads for a recent version of a given chunk. In order to demonstrate the advantages of this
feature, we evaluated the read performance of Týr and compared it with the results obtained
with BlobSeer and HDFS on the same setup. We preloaded in each of these systems the whole
MonALISA dataset, for a total of around 100 Gigabytes of uncompressed data. We then per-
formed random reads of 100 Kilobytes size each from both the raw data and the aggregates,
following a power-law distribution to increase read concurrency on the cluster.

We plotted the results in Figure 7. The lightweight read protocol of Týr allows its aggregated
performance to quickly exhaust the network bandwidth at 9.19 Million operations per second,
and allows it to outperform both BlobSeer and HDFS. The whole bandwidth, except for gossip
cluster state messages, was used for client-server communication. In contrast, both BlobSeer

RT n° 473



16 P. Matri & A. Costan & G. Antoniu & J. Montes & M. S. Pérez

95 / 5 65 / 35 50 / 50 35 / 65 5 / 95
0

5

10

15

20

25

30

35

40

Workload (Read % / Write %)A
vg

.
th
ro
ug

hp
ut

/
re
ad

er
(t
ho

us
an

d
op

s
/
s)

Týr
BlobSeer + ZooKeeper
HDFS + ZooKeeper

Figure 8: Throughput for different data sizes. Each bar represents the average throughput of
a steady 16-node cluster with 250 concurrent clients averaged over a one-minute window, for
workloads with different settings of read to write ratio.

and HDFS require multiple hops to fetch the data, either to the metadata node for HDFS, or
in the distributed metadata tree for BlobSeer. This incurs an additional networking cost that
limits the total performance of the cluster. Under higher concurrency, we observe a slow drop
in throughput for all the compared systems, due to the involved CPU in the cluster getting
overloaded.

5.3 Reader / writer isolation

We used multi-version concurrency control to ensure that writers never block readers in the
cluster. This is a key feature for any write-oriented usage pattern. Týr has been designed
accordingly.

We performed simultaneously reads and writes in the cluster, using the same setup and
methodology as with the two previous experiments. To that end, we preloaded half the data in
the cluster, and measured read performance while writing the rest of the data. We ran the exper-
iments using 250 concurrent clients. On that configuration, all three systems proved to perform
above 85% of their peak performance for both reads and writes, thus giving comparable results
and a fair comparison between the systems. Among these clients, we varied the proportions of
readers and writers in order to measure the performance impact of different usage scenarios. For
each of these experiments, we were interested in the average throughput per reader.

The results, depicted in Figure 8, confirm that Týr outperforms its competitors for all five
usage patterns tested, as showed in the previous subsection. This is the result of the single-hop
read feature of Týr. It also demonstrates the added value of multi-version concurrency control,
on which both Týr and BlobSeer are based. For these two systems, we observe an average read
performance per writer which is independent of the number of concurrent writers. In the case of
HDFS, we can observe the significant impact of writers on the read performance of the system,
due to the internal locking required to ensure concurrency control.
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Figure 9: Comparison of aggregated read and write performance stability over a 24-hour period
in a 16-node cluster with a 65% read / 35% write workload.

5.4 Performance stability

Týr data structures have been carefully designed so that successive writes to the cluster impact
access performance as little as possible. We validated this behavior over a long period of time
using a 16-node setup on the paravance cluster, and 250 concurrent clients. We have used a 35%
write / 65% read workload, which is the most common workload in MonALISA.

Due to storage limitations on the nodes, it was not possible to perform writes at maximum
speed for a long enough period of time. Therefore, we chose to write the same MonALISA
data repeatedly, overwriting the old data on each pass. The lack of support for random writes in
HDFS [25] prevented us from including it in this evaluation. As our previous experiments showed
that BlobSeer outperforms HDFS in the same setup, this is not going to affect the conclusions
derived from this scenario.

We depict in Figure 9 the average throughput per writer over an extended period of time for
both reads and writes. The results confirm that Týr performance is stable over time. On the
other hand, BlobSeer shows a clear performance degradation over time, which we attribute to its
less efficient metadata management scheme: for each blob, metadata is organized as a tree that is
mapped to a distributed hash table hosted by a set of metadata nodes. Accessing the metadata
associated with a given blob chunk requires the traversal of this tree; as the height of this tree
increases, the number of requests necessary to locate the relevant chunk metadata also increases.
This results in a more important number of round-trips between the client and the server, and
consequently in a degraded performance over time. During this experiment, we also measured
the isolated performance of ZooKeeper. The collected figures show a constant performance over
time. Thus, we ruled out its influence in the progressive performance decrease of BlobSeer.

5.5 Horizontal scalability

Finally, we tested the performance of Týr with a cluster of increasing size. This results in an
increased throughput as is distributes the load over a larger number of nodes. We used the same
setup as for the previous experiment, varying the number of nodes and the number of clients,
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Figure 10: Týr horizontal scalability. Each point shows the average throughput of the cluster
over a one-minute window with a 65% read / 35% write workload, and 95% confidence intervals.

and plotting the achieved aggregated throughput among all the clients over a one-minute time
window. We have used the same 35% write / 65% read workload as in the previous experiment.
Figure 10 shows the impact of the number of nodes in the cluster on system performance. We
see that the maximum average throughput of the system scales linearly as new servers are added
to the cluster.
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6 Related work

While extensive research efforts have been dedicated to optimize the storage of Big Data (with
sizes in the order of Giga- and Terabytes), there has been relatively less progress on identifying,
analyzing and understanding the challenges of ensuring increased flexibility and expressivity at
the storage level (e.g. enabling transactions, general data models, support for Small Data etc.).
A new generation of storage and file systems as well as optimisations brought to existing ones,
try to address these new challenges. However, as described below, they focus on very specific
issues, in most cases trading performance for expressivity.

Disk Storage. Specialized file systems specifically target the needs of data-intensive applica-
tions. Inspired by Google’s File System [26], HDFS, the standard storage layer used by Hadoop
MapReduce [24], has become the reference for distributed disk-based storage of large files. Such
systems essentially keep the data immutable, while allowing concurrent appends. While this
enables exploiting data workflow parallelism to a certain degree, it greatly suffers from using
locking to handle concurrency and from the centralized metadata management. BlobSeer [7] is a
highly scalable distributed storage system from which Týr took great inspiration and with which
it shares the same data model. BlobSeer introduces several optimizations among which metadata
decentralization and versioning-based concurrency control that enable writes at arbitrary offsets,
effectively pushing the limits of exploiting parallelism at data-level even further. Týr goes even
further by eliminating the centralized version manager and distributing that information over the
whole cluster. This feature allows Týr to scale linearly with the number of nodes in the cluster.
Additionally, neither HDFS nor BlobSeer do support transactions or offer single-hop reads.

Key-Value Stores. Since disk-oriented approaches to online storage are unable to scale
gracefully to meet the needs of data-intensive applications, and improvements in their capacity
have far out- stripped improvements in access latency and bandwidth, recent solution are shifting
the focus to random access memory, with disk relegated to a backup/archival role. Most open
source key-value stores have roots in work on Distributed Data Structures [27] and distributed
hash tables [13]. Similarly to Týr, they are inspired by the ring-based architecture of Dynamo [2],
a structured overlay with at most one-hop request routing. Write operations in Dynamo require
a read to be performed for managing the vector clock scheme used for conflict resolution, which
proves to be a very limiting factor for high write throughput. BigTable [28] provides both struc-
ture and data distribution but relies on a distributed file system for its durability. Cassandra [3]
takes inspiration from both BigTable (for the API) and Dynamo (for data distribution) to offer
scalability and availability properties that traditional database systems simply cannot provide.
Yet these properties come at a substantial cost: the consistency guarantees are often quite weak,
it only supports single-hop reads and doesn’t allow for random writes or even appends to values.
The closest system to ours is Hyperdex [17], a key-value store in which objects with multiple
attributes are mapped into a multidimensional hyperspace, instead of a ring. This mapping
allows indexing and leads to efficient implementations not only for retrieval by primary key, but
also for range queries. Similarly to Týr, a chaining protocol enables the system to achieve se-
quential consistency, and maintain availability. Hyperdex uses Warp [16] as an additional layer
for providing ACID-like transactions on top of the store with minimal performance degradation.
However, compared to Týr, HyperDex is a higher-level system that offers a lower control over
the data layout, and does not allow to store mutable objects.

Metadata Optimisations. Distributing metadata across several servers mitigates the bot-
tleneck of centralised management for systems involving access to many small files, when the
latency for metadata access can become dominant on the overall data access time. Currently,
there are two major methods used to distribute the namespace and workload among metadata
servers in existing distributed file systems: partitioning and hashing.
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Namespace Partitioning provides a natural way to partition the namespace among multiple
servers according to directory subtrees. In dynamic partitioning, metadata is automatically parti-
tioned and distributed to servers according to the specific load-balancing policy of the filesystem.
If some metadata severs become overloaded, some of its metadata subtrees could be migrated to
other servers with light load. While providing better scalability this might cause slow metadata
lookup. Several state-of-the-art file systems rely on this partitioning technique. Ceph [5] dynam-
ically scatters sets of directories based on server load. PVFS [29] uses a fine-grained namespace
distribution by scattering different directories, even those in the same sub-tree, on different meta-
data servers. PanFS [30] is more coarse-grained: it assigns a subtree to each metadata server.
Giraffa [31] leverages HBase [32], a distributed key value store, to achieve load balancing on
directory collections, suffering from the aforementioned hot entries issue.

Hashing eliminates the issue of unbalanced workload among nodes by assigning metadata
based on a hash of the file identifier, file name or any related value. Although with this approach
metadata can be distributed uniformly, the directory locality feature is lost, and if the path is
changed, some metadata has to migrate. Also, a directory hierarchy must be maintained and
traversed in order to support standard file naming semantics, tampering some of the apparent
benefits. Lustre [33] makes a hash on the tail of the filename and the identifier of the parent
directory to map the metadata to a server. CalvinFS [34] uses hash-partitioned key-value meta-
data across geo-distributed datacenters to handle small files, with operations on file metadata
transformed into distributed transactions. However, in contrast to Týr, this system only allows
operations on single files. Multi-file operations require transactions. The underlying metadata
database can handle such operations at high throughput, but the latency of such operations
tends to be higher than in traditional distributed file systems.

Overall, most of the previous work typically focuses on some specific issues in isolation: either
optimising metadata access or collective operations, or, if the work targets in-memory storage
the focus falls on specific low-level issues that are not necessarily well correlated with the higher
level design (e.g. trading consistency for performance). This is precisely this gap we aim to
address in this work: Týr sets a new bar for future blob storage systems by combining sequential
consistency properties with transaction support a rich API and high performance.
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7 Conclusion and future work
In this paper, we have introduced Týr, a novel high-performance, transactional blob storage
system. Both data and metadata are distributed throughout the cluster using a distributed
hash table, without any centralized process for reads and writes. Multi-version concurrency
control provides high-performance under heavily concurrent usage patterns, while a lightweight
transaction process is used to ensure serializability of the writes and consistency across the cluster,
being also exposed to the clients. Experiments on real-world data show that Týr outperforms
state-of-the-art systems by more than 100%, while additionally enabling transaction support,
preserving the sequential consistency guarantees and using a flexible data model.

Since the storage of large volumes of data typically spans over multiple data centers, we
plan to extend Týr to support this kind of deployment. In this context, we will explore the
possibility to further enhance read performance by introducing a dynamic, location- and usage-
aware protocol. As an additional layer, we are also investigating the development of a distributed
transactional file system using Týr as its storage backend.
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