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ABSTRACT

Audio declipping consists in recovering so-called clipped audio sam-
ples that are set to a maximum / minimum threshold. Many different
approaches were proposed to solve this problem in case of single-
channel (mono) recordings. However, while most of audio record-
ings are multichannel nowadays, there is no method designed specif-
ically for multichannel audio declipping, where the inter-channel
correlations may be efficiently exploited for a better declipping re-
sult. In this work we propose for the first time such a multichannel
audio declipping method. Our method is based on representing a
multichannel audio recording as a convolutive mixture of several au-
dio sources, and on modeling the source power spectrograms and
mixing filters by nonnegative tensor factorization model and full-
rank covariance matrices, respectively. A generalized expectation-
maximization algorithm is proposed to estimate model parameters.
It is shown experimentally that the proposed multichannel audio de-
clipping algorithm outperforms in average and in most cases a state-
of-the-art single-channel declipping algorithm applied to each chan-
nel independently.

Index Terms— Multichannel audio, audio declipping, full-
rank spatial model, nonnegative tensor factorization, generalized
expectation-maximization

1. INTRODUCTION

Audio declipping consists in recovering so-called clipped audio sam-
ples that are set to a maximum / minimum threshold. This signal
clipping may happen due to limits of the acquisition system or dur-
ing audio post-processing. Audio declipping belongs as well to a
larger family of audio inpainting problems, as recently formulated
by Adler et al. [1], where the goal is to recover any missing au-
dio samples, assuming their locations within the observed signal are
known. Audio declipping is a well known problem and several ap-
proaches were proposed in the past [2–4]. Moreover, since the pub-
lication of [1], where audio inpainting is posed as a general inverse
problem, audio declipping has regained interest and several new im-
proved methods were proposed [5–9]. Some of these methods are
based on local sparse/cosparse models [1, 5, 8] and others on more
structural models such as social sparsity [6] or nonnegative matrix
factorization (NMF) [9].

All the audio declipping approaches mentioned above [1–9] are
designed for single-channel (mono) audio signals. However, the
majority of audio recordings nowadays are multichannel, typically
stereo. This concerns not only professionally produced audio record-
ings, but also the user-generated audio captures, since more and
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more devices (e.g., cameras, smart-phones and tablets) are provided
with several microphones. A straightforward and naive approach
to declip multichannel audio would consist in applying a single-
channel declipping algorithm to each channel independently. How-
ever, such a simple strategy would suffer from the following limita-
tions. First, even though the same algorithm is applied to each chan-
nel, this is done independently and the reconstruction errors might
be uncorrelated over channels, thus leading to spatial inconsistency
in the resulting declipped multichannel audio. Second, this approach
does not exploit possible correlations between channels, which are
usually strong, and thus leads to a suboptimal performance. Both is-
sues could be potentially addressed by an approach modeling and ex-
ploiting these correlations. Let us give a simple example. An audio
source within a stereo recording can be clipped only in the left chan-
nel and not in the right one. As such, it seems very beneficial to use
the right channel in order to reconstruct the clipped parts in the left
one. This is somehow in line with approaches proposed for image
desaturation (an equivalent problem in image processing) [10, 11],
where a non-clipped color channel is used to reconstruct a clipped
one.

To the best of the authors knowledge none of the existing audio
declipping approaches is suitably designed for multichannel audio,
i.e., none of them exploits the inter-channel correlation for an im-
proved and spatially consistent declipping result. In this paper we
propose such an approach for the first time. We model the multi-
channel audio to be declipped as a convolutive mixture of several
audio sources, which is a usual assumption in audio source separa-
tion [12, 13]. We model then (in the short-time Fourier transform
[STFT] domain) the source power spectra with an Itakura-Saito (IS)
nonnegative tensor factorization (NTF) model [14,15] and their con-
volutive mixing with full-rank covariance matrices [16]. This is
precisely the modeling used for informed source separation in [17],
though here we target a completely different application. The overall
modeling leads to a multivariate Gaussian distribution of the mixture
STFT, which is a linear transform. Both the Gaussian modeling and
the transform’s linearity make possible handling time domain losses
(due to the clipping) in an optimal way. The proposed approach
is essentially an extension of our previous work on single-channel
audio declipping using single-source NMF model [9] and on joint
single-channel audio declipping and source separation using multi-
source NTF model [18]. Note that in the single-channel case, in
order to perform audio declipping only, one does not need caring
about a possible multi-source nature of an audio recording [1–9], and
a multi-source assumption may be needed when the source separa-
tion is targeted as well [18]. However, in the multichannel case we
consider here, a multi-source assumption becomes essential even for
declipping only, since different sources may be clipped differently
in different channels due to their different mixing characteristics. As
a byproduct of this multi-source assumption, the proposed approach



may be used without any modification for joint multichannel audio
declipping and source separation. However, we do not investigate
this feature here and leave it for a further study.

The rest of the paper is organized as follows. The proposed
approach, including modeling, model estimation via a generalized
expectation-maximization (GEM) algorithm [19], and signal recon-
struction via Wiener filtering, is presented in Section 2. Section 3
is devoted to experiments, where the proposed multichannel declip-
ping algorithm is compared with an NMF-based single-channel de-
clipping algorithm [9] applied independently to each channel. In
Section 4 conclusions are drawn and some further research direc-
tions are given.

2. PROPOSED APPROACH

2.1. Initial assumptions

Let us consider a multichannel audio signal x′′it, where i = 1, . . . , I
and t = 1, . . . , T are channel and time indices, respectively.1 It is
assumed that the signal is clipped everywhere except on so-called
observation support (OS) Ξ′′ ⊂ {1, . . . , I} × {1, . . . , T}. In other
words, the values of x′′it are observed for (i, t) ∈ Ξ′′ and are clipped
and unknown for (i, t) ∈ Ξ

′′
, {1, . . . , I} × {1, . . . , T}\Ξ′′.

The goal of audio declipping is to recover the clipped samples x′′it,
(i, t) ∈ Ξ

′′
, given the observed ones.

2.2. Model

It is assumed that the multichannel audio signal is a mixture of J
audio sources as

x′′it =
∑J

j=1
y′′ijt, (1)

where y′′ijt are the samples of the source images, i.e., of the contri-
butions of sources into the mixture, and j = 1, . . . , J is the source
index. It is important to highlight that, while in audio source separa-
tion [12,13] the mixing equation (1) is always introduced within the
problem formulation, here it is a part of the modeling assumptions.

In the windowed time domain, the time domain signals are taken
in overlapping (usually non-rectangular) frames of length M . Mix-
ture and source images become {x′imn} and {y′ijmn} respectively,
with n = 1, . . . , N being the frame index and m = 1, . . . ,M
the sample location within the frame. The OS within the framed
representation corresponding to Ξ′′ in time domain is a set Ξ′ ⊂
{1, . . . , I} × {1, . . . ,M} × {1, . . . , N} whose restrictions to n-th
frame and to a couple of i-th channel and n-th frame read Ξ′n =
{(i,m)|(i,m, n) ∈ Ξ′} and Ξ′in = {m|(i,m, n) ∈ Ξ′}, respec-
tively. The Short-Time Fourier Transfrom (STFT) coefficients of the
time domain signals x′′it and y′′ijt can be obtained by applying the
complex-valued unitary Discrete Fourier Transform (DFT) matrix,
U ∈ CF×M , to the windowed time domain counterparts, yielding
xin = Ux′in and yijn = Uy′ijn where each vector represents the
samples within a frame, for example x′in = [x′imn]m=1···M and
xin = [xifn]f=1···F , with index f representing the frequency index
of the Fourier transform coefficients.

1Throughout this paper the time-domain signals will be represented by
letters with two primes, e.g., x′′, framed and windowed time-domain signals
will be denoted by letters with one prime, e.g., x′, and complex-valued short-
time Fourier transform (STFT) coefficients will be denoted by letters with no
primes, e.g., x.

With the above assumptions the time domain mixing equation
(1) can be rewritten in the STFT domain as

xfn =
∑J

j=1
yjfn, (2)

where xfn and yjfn are channel-wise vectors defined as xfn =
[xifn]i=1···I and yjfn = [yijfn]i=1···I .

It is then assumed that the latent source images are modeled as
in [17] with an IS-NTF spectral model [14,15] and a full-rank covari-
ance spatial model [16]. More precisely, each complex-valued vector
yjfn is assumed following a zero-mean circular complex Gaussian
distribution as

yjfn ∼ Nc(0,Rjfvjfn), (3)

where Rjf is a complex-valued positive definite Hermitian matrix
(the full-rank spatial model) and vjfn > 0 is a variance having the
following low-rank NTF structure

vjfn =
∑K

k=1
qjkwfkhnk, (4)

with Q = [qjk]j,k, W = [wfk]f,k and H = [hnk]n,k being, respec-
tively, J×K, F ×K and N ×K nonnegative matrices. The full set
of model parameters to be estimated is θ = {Q,W,H, [Rjf ]j,f}.

2.3. Model estimation and signal reconstruction

Let us first introduce few notations. Let x̄′in , [x′imn]m∈Ξ′
in

denote
the observed (non-clipped) windowed samples in the i-th channel
and the n-th frame. Let x̄′n , [x̄′T1n, x̄

′T
2n, . . . , x̄

′T
In]T denote the

concatenation over all channels of the observed samples in the n-th
frame.

2.3.1. Estimation of the signal

One can write the posterior distribution of each source image time-
frequency vector yjfn given the corresponding observed frame x̄′n
and model θ as yjfn|x̄′n;θ ∼ Nc(ŷjfn, Σ̂yjfnyjfn) with ŷjfn and
Σ̂yjfnyjfn being, respectively, posterior mean and posterior covari-
ance matrix, each of which can be computed by Wiener filtering [20]
as2

ŷjfn = ΣH
x̄′
nyjfn

Σ−1
x̄′
nx̄′

n
x̄′n, (5)

Σ̂yjfnyjfn = Σyjfnyjfn −ΣH
x̄′
nyjfn

Σ−1
x̄′
nx̄′

n
Σx̄′

nyjfn
, (6)

given the definitions

Σyjfnyjfn , Rjfvjfn, (7)

Σx̄′
nyjfn

, Ũ(Ξ′n)HΣyjnyjfn , (8)

Σx̄′
nx̄′

n
, Ũ(Ξ′n)H

∑
j
ΣyjnyjnŨ(Ξ′n), (9)

where

• Σyjnyjn ,

[
diag

(
[Rjf (k, l)vjfn]f

)
k,l

]
,

• Σyjnyjfn is an IF × I matrix formed by columns of
Σyjnyjn with index in {f, f+F, f+2F, . . . , f+(I−1)F},

• Ũ(Ξ′n) , diag
(
[U(Ξ′in)]i

)
is an IF × I|Ξ′n| matrix3, and

2aH represents the conjugate transpose of the vector (or matrix) a.
3diag ([Bi]i) with Bi (i = 1, . . . , I) being matrices represents the cor-

responding block diagonal matrix.



• U(Ξ′in) is the F × |Ξ′in| matrix formed by columns from U
with index in Ξ′in.

An estimate of declipped multichannel signal in the STFT do-
main can be reconstructed by summing up source image estimates
computed in (5), i.e., x̂fn =

∑
j ŷjfn. Note that if the source sep-

aration is needed as well, it can be immediately achieved by simply
keeping the source images estimates.

2.3.2. Model estimation

Model parameters are estimated via a GEM algorithm [19] that is
based on multiplicative update (MU) rules [21]. This is an iterative
procedure, where the expectation step consists in computing the con-
ditional expectations of empirical latent source image covariances
Ĉyjfnyjfn , E

[
yjfnyH

jfn |x̄′n;θ
]
, given the observations and the

model, as

Ĉyjfnyjfn = ŷjfnŷH
jfn + Σ̂yjfnyjfn , (10)

where ŷjfn and Σ̂yjfnyjfn are computed as in (5) and (6).
Model parameters are then updated during maximization step as

Rjf =
1

N

∑
n

1

vjfn
Ĉyjfnyjfn , (11)

p̂jfn =
1

I
tr
[
R−1

jf Ĉyjfnyjfn

]
, (12)

and

qjk ← qjk

(∑
f,n wfkhnkp̂jfnv

−2
jfn∑

f,n wfkhnkv
−1
jfn

)
, (13)

wfk ← wfk

(∑
j,n hnkqjkp̂jfnv

−2
jfn∑

j,n hnkqjkv
−1
jfn

)
, (14)

hnk ← hnk

(∑
j,f wfkqjkp̂jfnv

−2
jfn∑

j,f wfkqjkv
−1
jfn

)
, (15)

where equations (13) - (15) are MU rules minimizing the IS diver-
gence [21] between tensors P̂ = [p̂jfn]j,f,n and V = [vjfn]j,f,n as
in [14, 15].

2.4. Handling clipping constraint

In clipping, the original unknown signal is known to have its magni-
tude above clipping threshold outside the OS, and so should have the
reconstructed signal frames. However, this constraint is not straight-
forward to handle within the above-described modeling, since the
posterior distribution of source images (i.e., yjfn given x̄′n and θ) is
no longer Gaussian under this constraint. We have found in [9] that
the following approach (referred to as covariance projection in [9])
is quite efficient. The following is done for each frame n. If af-
ter Wiener filtering (5) at least one windowed time domain sample
in {x̂′imn}i,m does not satisfy the constraint, all the estimated sam-
ples not obeying the constraint are projected on the corresponding
clipped signal and start to be considered as observed, i.e., their in-
dices are added to the OS. Then, the Wiener filtering is recomputed
over and over by applying the same strategy. This iterative process
stops once all reconstructed samples obey the constraint. Once it is
done, the GEM algorithm goes its usual way. Note that the above
constraint handling process is re-started from the beginning at each
GEM iteration, i.e., the OS is reset to its initial state at the beginning
of each iteration. Here we apply exactly the same strategy, since its
adaptation to the multichannel case does not present any difficulty.

2.5. Generalizing single-channel approaches and blind source
separation

Note that the proposed multichannel framework including both
the modeling and the GEM algorithm generalizes single-channel
NMF/NTF-based frameworks [9,18] we previously proposed. More
precisely, for I = 1 and J = 1 the multichannel framework coin-
cides exactly with the NMF-based single-channel declipping [9] up
to some trivial component-wise scaling (1×K matrix Q) and some
trivial frequency-wise scaling (1 × 1 matrices R1f ). Moreover,
for I = 1 it coincides exactly with the NTF-based single-channel
joint declipping and source separation approach [18] up to a trivial
source and frequency-wise scaling (1× 1 matrices Rjf ). Finally, it
is interesting to remark that when there is no clipping, i.e., Ξ

′′
= ∅,

the proposed multichannel framework reduces to a blind source sep-
aration (BSS) approach that is quite similar to, though not exactly
coincides with, the BSS methods described in [22, 23].

3. EXPERIMENTS

3.1. Dataset

Since so far there is no available dataset for mutichannel declipping,
we have created a small one ourselves using four convolutive stereo
(I = 2) mixtures of three sources (J∗ = 3)4 from the dev1 de-
velopment dataset of the “Determined and over-determined speech
and music mixtures” task of the 2010 Signal Separation Evaluation
Campaign (SiSEC2010) [24]. To cover various cases we have cho-
sen both speech and music signals, live and synthetic convolutive
mixtures, different reverberation times (130 ms and 250 ms), and
different microphone spacings (1 m and 5 cm). More specifically,
we have chosen the following sequences (mixtures):

• Sequence 1: dev1_female3_liverec_130ms_1m

• Sequence 2: dev1_male3_synthconv_130ms_5cm

• Sequence 3: dev1_nodrums_synthconv_250ms_1m

• Sequence 4: dev1_wdrums_liverec_250ms_5cm

For each 10 sec length sequence sampled at 16 kHz we kept only
the first 5 sec length half. Then, following [6], each multichannel
signal was scaled to have maximum amplitude of 1 in time domain.
Finally, each signal was clipped at clipping thresholds 0.7 and 0.9,
which corresponds to a rather moderate clipping.5

3.2. Evaluation metric

To evaluate the performance we use the SNRm metric [6], i.e., the
signal to noise ratio (SNR) computed only on the clipped part. This
metric was used to evaluate single-channel declipping [6, 9], but it
extends very easily to the multichannel case as follows:

SNRm = 10 log10

∑I
i=1 ‖x

′′
i,orig(Ξ̄

′′
i )‖2∑I

i=1 ‖x′′i,orig(Ξ̄
′′
i )− x′′i,est(Ξ̄

′′)‖2
, (16)

4We denote the true number of sources in the mixture as J∗, since in this
work we make a distinction between the true number of sources J∗ and the
number of sources J in the model.

5The choice of keeping only 5 second length signals and considering only
moderate clipping is related to the fact that the computational load of the
proposed approach is quite heavy so far. In case of moderate clipping a quite
small portion of frames is really clipped, and for non-clipped frames our
approach may be very efficiently optimized.



Clipping level = 0.9 Clipping level = 0.7
Measure & Method Seq. 1 Seq. 2 Seq. 3 Seq. 4 Avg. Seq. 1 Seq. 2 Seq. 3 Seq. 4 Avg.

SNRm improvement (dB) J = 1 1.30 3.84 2.89 0.58 2.15 3.34 -3.60 0.23 4.77 1.18
for the proposed J = 2 3.12 9.20 2.70 -0.86 3.54 4.17 0.85 0.01 2.87 1.98
multichannel algorithm J = 3 3.80 2.43 2.81 -0.18 2.21 7.13 -4.68 1.83 1.86 1.53
over the single-channel J = 4 -0.89 -8.50 1.57 -0.28 -2.02 5.04 -3.77 -0.54 2.00 0.68
algorithm [9] J = 6 -6.16 -19.84 8.52 1.84 -3.90 3.34 0.20 -0.78 1.45 1.05
SNRm improvement (dB) for
the single-channel algorithm [9] 17.83 34.42 12.66 7.67 18.15 16.09 17.71 17.06 9.99 15.21
over the clipped signal

Table 1. SNRm improvement (dB) for the proposed multichannel algorithm (for J = 1, 2, 3, 4 and 6) over the single-channel NMF-based
algorithm [9] applied to each channel independently (top rows). SNRm improvement (dB) for the single-channel algorithm [9] over the
clipped signal (bottom row).

where x′′i,orig is the i-th channel of the original time domain signal,
x′′i,est is the i-th channel of the estimated signal, Ξ̄′′i = {1, . . . , T} \
Ξ′′i (with Ξ′′i = {t|(i, t) ∈ Ξ′′}) is the set of time indices where the
signal is lost due to clipping in the i-th channel, and ‖.‖ denotes the
`2 norm of a vector.

3.3. Parameters

For the proposed approach, the STFT is computed using a half-
overlapping sine window of 1024 samples (64 ms) and the proposed
GEM algorithm is run for 50 iterations. Following [9] the total
number of components, K, is set to 20 for music signals and 28
for speech signals. For comparison, declipping on each channel is
performed independently with the NMF based declipping algorithm
in [9] with the number of components, STFT parameters and number
of iterations being the same as the proposed approach. The proposed
multichannel declipping algorithm is used with number of sources
set to J = 1, 2, 3, 4, 6 in order to observe the change of performance
with respect to the number of sources within the model. Before run-
ning the GEM algorithms all the model parameters are initialized
with random values while assuring that the entries of Q, W and H
are all nonnegative and the covariance matrices Rjf are all positive
definite and Hermitian.

3.4. Simulation results

The declipping performance of the proposed algorithm for differ-
ent numbers of sources is presented in Table 1 along with the base-
line result of declipping each channel independently. The results
of the proposed algorithm is shown in terms of how much quality
(measured in SNRm) is increased with respect to the baseline re-
sult, hence positive values represent an improvement while negative
values represent a decrease in quality.

The first thing to observe from the results in Table 1 is that at
small J (1 or 2), the performance of the proposed approach is consis-
tently better in average than the baseline. This is expected since the
multichannel declipping algorithm exploits the correlation among
the two channels and therefore provides a better approximation. As
the number of sources increases however, the performance can be
seen to be unstable, worse than the baseline more frequently. This
is due to the fact that when performing multichannel declipping one
must approximate the spatial covariance matrices, {Rjf}jf , and as
the number of sources increases, the accurate estimation of correla-
tion matrices gets increasingly harder and more sensitive to initial-

ization. This is in line with the application of similar multichannel
models and algorithms to convolutive BSS [12], where it is observed
that the algorithms are very sensitive to initialization of parameters.
More surprisingly this even affects the case J = J∗, so when the
number of sources is correctly set in the algorithm, the performance
is not always necessarily better than the performance with smaller
J . However, the best average performance for both clipping levels
(0.9 and 0.7) is achieved with J = 2, which proves the importance
of considering a multi-source modeling for multichannel declipping.
Finally, whatever the value of J , there is always at least one test se-
quence in our simulations for which the performance of the proposed
multichannel algorithm is worth than that of its single-channel coun-
terpart. In our opinion this may be related to the above mentioned
sensitivity of the proposed multichannel algorithm to parameters ini-
tialisation. As such, we believe that initializing the model parame-
ters with a more hand-crafted (not random) initialization may lead
to a better declipping performance, as it is observed for convolutive
BSS [12].

4. CONCLUSION

In this paper we have presented an audio declipping algorithm that
can perform declipping on multichannel audio by exploiting the cor-
relations between the channels in addition to the low rank NTF struc-
ture of the power spectrum of the audio signals. The proposed algo-
rithm not only takes into account the correlations among the chan-
nels, but also the multi-source structure of the audio signals as well.
It is shown that the proposed algorithm performs better than simply
performing declipping on each channel when the number of sources
in the estimation model is kept small. It is seen that when a larger
number of sources is considered, the performance of the proposed
method may drop due to large number of parameters to be estimated.
Finally, while outperforming the baseline in average, the proposed
approach does not always show a consistent improvement for all test
sequences. We believe that this is due to its sensitivity to the param-
eters initialization.

Future work will include investigation of hand-crafted model pa-
rameters initialization strategies, investigation of the proposed ap-
proach in the context of joint declipping and convolutive BSS, as
well as a more efficient implementation to enable faster estimation.
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