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Furthermore, we provide a more detailed analysis on the complexity of computing the tree-breadth.
In particular, we show that graphs with tree-breadth one are in some sense the hardest instances
for the problem of computing the tree-breadth. We give new properties of graphs with tree-breadth
one. Then we use these properties in order to recognize in polynomial-time all graphs with tree-
breadth one that are planar or bipartite graphs. On the way, we relate tree-breadth with the notion
of k-good tree decompositions (for k = 1), that have been introduced in former work for routing.
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Sur la complexité du calcul de décompositions
arborescentes ou linéaires avec des contraintes sur les

distances dans les sacs

Résumé : Nous étudions la complexité du calcul de la tree-length et de la tree-breadth pour
tout graphe G, qui sont respectivement les meilleures bornes supérieures possibles sur le diamètre
et le rayon des sacs dans une décomposition arborescente de G. La path-length et la path-breadth
sont définies (et étudiées) de manière identique pour les décompositions linéaires. Il était connu
jusqu’‘à présent que le calcul de la tree-length est NP-difficile. Nous prouvons dans ce rapport
qu’il en va de même pour les paramètres tree-breadth, path-length et path-breadth. Par ailleurs,
nous analysons plus en détails la complexité du calcul de la tree-breadth. En particulier, nous
montrons que les graphes de tree-breadth 1 sont, en un sens que nous préciserons par la suite,
les instances les plus difficiles pour le problème du calcul de la tree-breadth. Nous démontrons
de nouvelles propriétés des graphes de tree-breadth 1. Puis nous utilisons ces propriétés afin de
reconnâıtre en temps polynomial si un graphe planaire ou biparti a sa tree-breadth égale à 1. En
chemin dans la preuve des résultats ci-dessus, nous établissons une relation entre la tree-breadth
d’un graphe et l’existence d’une décomposition arborescente “k-good” (avec k = 1), un problème
qui avait été introduit dans la littérature sur le routage compact. Comme conséquence directe
de cette relation, nous prouvons que décider de l’existence d’une décomposition arborescente
“k-good” est un problème NP-complet (même si k = 1). Nous répondons ainsi à des questions
ouvertes de la littérature.

Mots-clés : Tree-length; Tree-breadth; Path-length; Path-breadth; Décomposition k-good;
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1 Introduction

Context. It is a fundamental problem in metric graph theory [5] to embed a graph into a
simpler metric space while minimizing the (multiplicative) distortion of the distances in the
graph. In particular, minimum distortion embeddings of a graph into a tree or a path have
practical applications in computer vision [45], computational chemistry and biology [35] as well
as in network design and distributed protocols [33]. The two problems to embed a graph into
a tree or a path with minimum distortion are NP-hard [2, 6, 40]. However, there exists a nice
setting in order to approximate these two problems. More precisely, a series of graph parameters
has been introduced in recent work in order to measure how much the distance distribution of a
graph is close to a tree metric or a path metric [24, 26, 27]. We refer to [25, 27] for details about
the relationships between these parameters and the two above-mentioned embedding problems.
Here we study the complexity of computing these parameters, thereby solving open problems in
the literature.

The parameters that are considered in this note can be defined using the terminology of
Robertson and Seymour tree decompositions [43]. Informally, a tree decomposition is a dividing
of a graph G into “bags”: that are overlapping subgraphs that can be pieced together in a
tree-like manner (formal definitions will be given in the technical sections of the paper). The
shortest-path metric of G is “tree-like” when each bag of the tree decomposition has bounded
diameter and bounded radius, where the distance taken between two vertices in a same bag is
their distance in G. The tree-length [24] and the tree-breadth [26] of G are respectively the best
possible upper-bounds on the diameter and the radius of the bags in a tree decomposition of
G. Path-length [46] and path-breadth [27] are defined in the same fashion as tree-length and
tree-breadth for path decompositions. In this paper, we focus on the complexity of computing
the four parameters tree-length, tree-breadth, path-length and path-breadth.

Recent studies suggest that some classes of real-life networks – including biological networks
and social networks – have bounded tree-length and tree-breadth [1]. This metric tree-likeness can
be exploited in algorithms. For instance, bounded tree-length graphs admit compact distance
labeling scheme [23] as well as a PTAS for the well-known Traveling Salesman problem [38].
Furthermore, the diameter and the radius of bounded tree-length graphs can be approximated
up to an additive constant in linear-time [17]. In contrast to the above result, we emphasize that
under classical complexity assumptions the diameter of general graphs cannot be approximated
up to an additive constant in subquadratic-time, that is prohibitive for very large graphs [15].

Note that a large amount of the literature about tree decompositions rather seeks to minimize
the size of the bags than their diameter. The tree-width [43] of a graph G is the best possible
upper-bound on the size of the bags in a tree decomposition of G. However, tree-length and the
other parameters that are considered in this paper can differ arbitrarily from tree-width; we refer
to [20] for a global picture on the relations between tree-length and tree-width. Furthermore,
one aim of this paper is to complete the comparison between tree-width and path-width on one
side, and tree-length, tree-breadth, path-length and path-breadth on the other side, from the
complexity point of view. Let us remind that computing the tree-width (resp. the path-width) is
NP-hard [3, 36], however for every fixed k ≥ 1 there is a linear-time algorithm to decide whether
a graph has tree-width at most k (resp., path-width at most k) [8, 12].

Related work. The complexity of computing tree-length, tree-breadth, path-length and path-
breadth has been left open in several works [24, 26, 27]. So far, it has been solved only for
tree-length, that is NP-hard to compute.

Tree-length and tree-breadth. It is NP-complete to decide whether a graph has tree-length at
most k for every constant k ≥ 2 [39]. However, the reduction used for tree-length goes through
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4 Ducoffe,Legay,Nisse

weighted graphs and then goes back to unweighted graphs using rather elegant gadgets. It does
not seem to us these gadgets can be easily generalized in order to apply to the other parameters
that are considered in this note. On a more positive side, there exists a 3-approximation algorithm
for tree-length [24]. In this aspect, it looks natural to investigate on the complexity of computing
the tree-breadth, since any polynomial-time algorithm would imply an improved 2-approximation
algorithm for tree-length.

Path-length and path-breadth. There exist constant-factor approximation algorithms for path-
length and path-breadth [27]. Recently, the minimum eccentricity shortest-path problem – that
is close to the computation of path-length and path-breadth – has been proved NP-hard [28].
Let us point out that for every fixed k, it can be decided in polynomial-time whether a graph
admits a shortest-path with eccentricity at most k [28]. Our results will show the situation is
different for path-length and path-breadth than for the minimum eccentricity shortest-path.

Our contributions. On the negative side, we prove that tree-breadth, path-length and path-
breadth are NP-hard to compute. More precisely:

• recognizing graphs with tree-breadth one is NP-complete;

• recognizing graphs with path-length two is NP-complete;

• recognizing graphs with path-breadth one is NP-complete.

It is remarkable the last two results (for path-length and path-breadth) are obtained using the
same reduction. Our reductions have distant similarities with the reduction that was used for
tree-length. However, they do not need any detour through weighted graphs.

We next focus our work on tree-breadth (although part of the results may extend to the
three other parameters that are considered in this note). We give a more in-depth analysis
on the complexity of computing this parameter. In particular, we prove it is equally hard to
compute tree-breadth as to recognize graphs with tree-breadth one. Therefore, graphs with
tree-breadth one are in some sense the hardest instances for the problem of computing the
tree-breadth. The latter partly answers an open question from [26], where it was asked for a
characterization of graphs with tree-breadth one. We also prove a few properties of graphs with
tree-breadth one. In particular, graphs with tree-breadth one are exactly those graphs admitting
a 1-good tree decomposition, that is a tree decomposition whose each bag has a spanning star.
The more general notion of k-good tree decompositions was introduced in [37] to obtain new
compact routing schemes. Note that as a byproduct of the above relation between 1-good tree
decompositions and graphs with tree-breadth one, we obtain that deciding on the existence of a
k-good tree decomposition is an NP-complete problem even when k = 1.

Finally, on the algorithmic side, we show how to recognize in polynomial time all graphs of
tree-breadth one that are planar or bipartite. In particular, our recognition algorithm for planar
graphs of tree-breadth one relies upon deep structural properties of these graphs.

Definitions and useful notations are given in Section 2. All our results of NP-completeness
are listed and proved in Section 3. Sections 4 and 5 are devoted to the computation of tree-
breadth. In particular, in Section 5 we present and we prove correctness of an algorithm to
recognize planar graphs with tree-breadth one. Finally, we discuss about some open questions
in the conclusion (Section 6).

Inria
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2 Definitions and preliminary results

We refer to [22] for a survey on graph theory. Graphs in this study are finite, simple, connected
and unweighted. Let G = (V,E) be a graph. For any X ⊆ V , let G[X] denote the subgraph of
G induced by X. For any subgraph H of G, let NH(v) denote the set of neighbors of v ∈ V in
H, and let NH [v] = NH(v) ∪ {v}. The distance distH(u, v) between two vertices u, v ∈ V in H
is the minimum length (number of edges) of a path between u and v in a subgraph H of G. In
what follows, we will omit the subscript when no ambiguity occurs. A set S ⊆ V is a dominating
set of G if any vertex of V \ S has a neighbor in S. The dominating number γ(G) of a graph G
is the minimum size of a dominating set of G.

Tree decompositions and path decompositions of a graph. A tree decomposition (T,X )
of G is a pair consisting of a tree T and of a family X = (Xt)t∈V (T ) of subsets of V indexed by
the nodes of T and satisfying:

•
⋃

t∈V (T )Xt = V ;

• for any edge e = {u, v} ∈ E, there exists t ∈ V (T ) such that u, v ∈ Xt;

• for any v ∈ V , the set of nodes t ∈ V (T ) such that v ∈ Xt induces a subtree, denoted by
Tv, of T .

The sets Xt are called the bags of the decomposition. If no bag is contained into another one,
then the tree decomposition is called reduced. Starting from any tree decomposition, a reduced
tree decomposition can be obtained in polynomial-time by contracting any two adjacent bags
with one contained into the other until it is no more possible to do that.

In the following we will make use of the Helly property in our proofs:

Lemma 1 [4, Helly property] Let T be a tree and let T1, T2, . . . , Tk be a finite family of pairwise

intersecting subtrees. Then,
⋂k

i=1 Ti 6= ∅, or equivalently there is a node contained in all the k
subtrees.

Finally, let (T,X ) be a tree decomposition, it is called a path decomposition if T induces a
path.

Metric tree-likeness and path-likeness. All graph invariants that we consider in the paper
can be defined in terms of tree decompositions and path decompositions. Let (T,X ) be any tree
decomposition of a graph G. For any t ∈ V (T ),

• the diameter of bag Xt equals maxv,w∈Xt distG(v, w);

• the radius ρ(t) of a bag Xt equals minv∈V maxw∈Xt distG(v, w).

The length of (T,X ) is the maximum diameter of its bags, while the breadth of (T,X ) is the
maximum radius of its bags. The tree-length and the tree-breadth of G, respectively denoted by
tl(G) and tb(G), are the minimum length and breadth of its tree decomposition, respectively.

Let k be a positive integer, the tree decomposition (T,X ) is called k-good when each bag
contains a dominating induced path of length at most k − 1. It is proved in [37] every graph G
has a k-good tree decomposition for k = ch(G) − 1, with ch(G) denoting the size of a longest
induced cycle of G. Finally, path-length, path-breadth and k-good path decompositions are
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6 Ducoffe,Legay,Nisse

similarly defined and studied for the path decompositions as tree-length, tree-breadth and k-
good tree decompositions are defined and studied for the tree decompositions. The path-length
and path-breadth of G are respectively denoted by pl(G) and pb(G).

It has been observed in [26, 27] that the four parameters tree-length, tree-breadth and path-
length, path-breadth are contraction-closed invariants. We will use the latter property in our
proofs.

Lemma 2 ( [26, 27]) For every G = (V,E) and for any edge e ∈ E:

tl(G/e) ≤ tl(G), tb(G/e) ≤ tb(G) and pl(G/e) ≤ pl(G), pb(G/e) ≤ pb(G).

Furthermore, it can be observed that for any graph G, tb(G) ≤ tl(G) ≤ 2 · tb(G) and similarly
pb(G) ≤ pl(G) ≤ 2 · pb(G). Moreover, if a graph G admits a k-good tree decomposition, then
tb(G) ≤ bk/2c + 1 and tl(G) ≤ k + 1. Before we end this section, let us prove the stronger
equivalence, tb(G) = 1 if and only if G admits a 1-good tree decomposition. This result will
be of importance in the following. Since a tree decomposition is 1-good if and only if each bag
contains a spanning star, we will name the 1-good tree decompositions star-decompositions in
the following.

Definition 1 Let G = (V,E) be a connected graph, a star-decomposition is a tree decomposition
(T,X ) of G whose each bag induces a subgraph of dominating number one, i.e., for any t ∈ V (T ),
γ(G[Xt]) = 1.

Clearly, if a graph admits a star-decomposition, then it has tree-breadth at most one. Let us
prove that the converse also holds.

Lemma 3 For any graph G with tb(G) ≤ 1, every reduced tree decomposition of G of breadth
one is a star-decomposition. In particular:

• any tree decomposition of G of breadth one can be transformed into a star-decomposition
in polynomial-time;

• similarly, any path decomposition of G of breadth one can be transformed into a 1-good
path decomposition in polynomial-time.

Proof. Let (T,X ) be any reduced tree decomposition of G of breadth one. We will prove it
is a star-decomposition. To prove it, let Xt ∈ X be arbitrary and let v ∈ V be such that
maxw∈Xt

distG(v, w) = 1, which exists because Xt has radius one. We now show that v ∈ Xt.
Indeed, since the subtree Tv and the subtrees Tw, w ∈ Xt, pairwise intersect, then it comes by
the Helly Property (Lemma 1) that Tv ∩

(⋂
w∈Xt

Tw
)
6= ∅ i.e., there is some bag containing

{v}∪Xt. As a result, we have that v ∈ Xt because (T,X ) is a reduced tree decomposition, hence
γ(G[Xt]) = 1. The latter implies that (T,X ) is a star-decomposition because Xt is arbitrary.

Now let (T,X ) be any tree decomposition of G of breadth one. It can be transformed
in polynomial-time into a reduced tree decomposition (T ′,X ′) so that X ′ ⊆ X . Further-
more, (T ′,X ′) has breadth one because it is the case for (T,X ), therefore (T ′,X ′) is a star-
decomposition. In particular, if (T,X ) is a path decomposition then so is (T ′,X ′).

Corollary 1 For any graph G, tb(G) ≤ 1 if and only if G admits a star-decomposition.

Inria



On computing tree and path decompositions with metric constraints on the bags 7

3 Intractability results

3.1 Path-length and path-breadth

This section is devoted to the complexity of all path-like invariants that we consider in this paper.

Theorem 1 Deciding whether a graph has path-length at most k is NP-complete even if k = 2.

In contrast to Theorem 1, graphs with path-length one are exactly the interval graphs [27],
i.e., they can be recognized in linear-time.

Theorem 2 Deciding whether a graph has path-breadth at most k is NP-complete even if k = 1.

From the complexity result of Theorem 2, we will also prove the hardness of deciding on the
existence of k-good path decompositions.

Theorem 3 Deciding whether a graph admits a k-good path decomposition is NP-complete even
if k = 1.

Proof. The problem is in NP. By Lemma 3, a graph G admits a 1-good path decomposition if
and only if pb(G) ≤ 1, therefore it is NP-hard to decide whether a graph admits a 1-good path
decomposition by Theorem 2.

All of the NP-hardness proofs in this section will rely upon the same reduction from the
Betweenness problem, defined below. The Betweenness problem, sometimes called the Total
Ordering problem, is NP-complete [41]. In [31], it was used to show that the Interval Sandwich
problem is NP-complete. What we here prove is that the Interval Sandwich problem remains
NP-complete even if the second graph is a power of the first one, where the kth power Gk of any
graph G is obtained from G by adding an edge between every two distinct vertices that are at
distance at most k in G for every integer k ≥ 1. Indeed, a graph G has path-length at most k if
and only if there is an Interval Sandwich between G and Gk (we refer to [39] for the proof of a
similar equivalence between tree-length and the Chordal Sandwich problem).

Problem 1 (Betweenness)

Input: a set S of n elements, a set T of m ordered triples of elements in S.

Question: Is there a total ordering of S such that for every triple t = (si, sj , sk) ∈ T ,
either si < sj < sk or sk < sj < si ?

Now, given an instance (S, T ) of the Betweenness problem, we will construct from S and T
a graph GS,T as defined below. We will then prove that pl(GS,T ) ≤ 2 (resp. pb(GS,T ) ≤ 1) if
and only if (S, T ) is a yes-instance of the Betweenness problem.

Definition 2 Let S be a set of n elements, let T be a set of m ordered triples of elements in S.
The graph GS,T is constructed as follows:

• For every element si ∈ S, 1 ≤ i ≤ n, there are two adjacent vertices ui, vi in GS,T . The
vertices ui are pairwise adjacent i.e., the set U = {ui | 1 ≤ i ≤ n} is a clique.

• For every triple t = (si, sj , sk) ∈ T , let us add in GS,T the vivj-path (vi, at, bt, vj) of length
3, and the vjvk-path (vj , ct, dt, vk) of length 3.
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8 Ducoffe,Legay,Nisse

• Finally, for every triple t = (si, sj , sk) ∈ T let us make adjacent at, bt with every ul such
that l 6= k, similarly let us make adjacent ct, bt with every ul such that l 6= i.

It can be noticed from Definition 2 that for any 1 ≤ i ≤ n, the vertex ui is adjacent to any
vertex but those vj such that j 6= i, those at, bt such that si is the last element of triple t and those
ct, bt such that si is the first element of triple t. We refer to Figure 1 for an illustration (see also
Figure 2). Observe that GS,T has diameter 3 because the clique U dominates GS,T , therefore
pl(GS,T ) ≤ 3 and we will show that it is hard to distinguish graphs with path-length two from
graphs with path-length three. Similarly, the clique U dominates GS,T hence pb(GS,T ) ≤ 2,
thus we will show that it is hard to distinguish graphs with path-breadth one from graphs with
path-breadth two.
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Figure 1: The graph GS,T for S = [|1, 5|]
and T = {(i, i+ 1, i+ 2) | 1 ≤ i ≤ 4}. Each
colour corresponds to a given triple of T . For
ease of reading, the adjacency relations be-
tween the vertices ui and the colored vertices
at, bt, ct, dt are not drawn.
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Figure 2: Adjacency relations in GS,T for
one given triple t = (si, sj , sk).

Lemma 4 Let S be a set of n elements, let T be a set of m ordered triples of elements in S. If
(S, T ) is a yes-instance of the Betweenness problem then pb(GS,T ) ≤ 1 and pl(GS,T ) ≤ 2, where
GS,T is the graph that is defined in Definition 2.

Proof. Since pl(GS,T ) ≤ 2 · pb(GS,T ) then we only need to prove that pb(GS,T ) ≤ 1. For
convenience, let us reorder the elements of S so that for every triple (si, sj , sk) ∈ T either
i < j < k or k < j < i. It is possible to do that because by the hypothesis (S, T ) is a yes-
instance of the Betweenness problem. If furthermore k < j < i, let us also replace (si, sj , sk)
with the inverse triple (sk, sj , si). This way, we have a total ordering of S such that si < sj < sk
for every triple (si, sj , sk) ∈ T . Then, let us construct a path decomposition (P,X ) with n bags,
denoted X1, X2, . . . , Xn, as follows. For every 1 ≤ i ≤ n, U ⊆ Xi and vi ∈ Xi. For every
t = (si, sj , sk) ∈ T , we add both at, bt into the bags Xl with i ≤ l ≤ j, similarly we add both
ct, dt into the bags Xl with j ≤ l ≤ k. By construction, the clique U is contained in any bag of
P and for every triple t = (si, sj , sk) ∈ T we have at, bt, vi ∈ Xi and at, bt, ct, dt, vj ∈ Xj and
ct, dt, vk ∈ Xk, therefore (P,X ) is indeed a path decomposition of GS,T .

We claim that for every i, Xi ⊆ N [ui], that will prove the lemma. Indeed if it were not the case
for some i then by Definition 2 there should exist t ∈ T , j, k such that: either t = (si, sj , sk) ∈ T
and ct, dt ∈ Xi; or t = (sk, sj , si) ∈ T and at, bt ∈ Xi. But then by construction either at, bt

Inria



On computing tree and path decompositions with metric constraints on the bags 9

are only contained in the bags Xl for k ≤ l ≤ j, or ct, dt are only contained in the bags Xl for
j ≤ l ≤ k, thus contradicting the fact that either at, bt ∈ Xi or ct, dt ∈ Xi.

Lemma 5 Let S be a set of n elements, let T be a set of m ordered triples of elements in S. If
pb(GS,T ) ≤ 1 or pl(GS,T ) ≤ 2 then (S, T ) is a yes-instance of the Betweenness problem, where
GS,T is the graph that is defined in Definition 2.

Proof. Since pl(GS,T ) ≤ 2 · pb(GS,T ) then we only need to consider the case when pl(GS,T ) ≤ 2.
Let (P,X ) be a path decomposition of length two, that exists by the hypothesis. Since the vertices
vi are pairwise at distance 3 then the subpaths Pvi that are induced by the bags containing vertex
vi are pairwise disjoint. Therefore, starting from an arbitrary endpoint of P and considering each
vertex vi in the order that it appears in the path decomposition, this defines a total ordering over
S. Let us reorder the set S so that vertex vi is the ith vertex to appear in the path-decomposition.
We claim that for every triple t = (si, sj , sk) ∈ T , either i < j < k or k < j < i, that will prove
the lemma.

By way of contradiction, let t = (si, sj , sk) ∈ T such that either j < min{i, k} or j >
max{i, k}. By symmetry, we only need to consider the case when j < i < k. In such case by
construction the path between Pvj and Pvk in P contains Pvi . Let B ∈ Pvi , by the properties of a
tree decomposition it is a vjvk-separator, so it must contain one of ct, dt. However, vertex vi ∈ B
is at distance 3 from both vertices ct, dt, thus contradicting the fact that (P,X ) has length 2.

We are now able to prove Theorems 1 and 2.

Proof of Theorem 1. To prove that a graph G satisfies pl(G) ≤ k, it suffices to give as a certificate
a tree decomposition of G with length at most k. Indeed, the all-pairs-shortest-paths in G can
be computed in polynomial-time. Therefore, the problem of deciding whether a graph has path-
length at most k is in NP. Given an instance (S, T ) of the Betweenness problem, let GS,T be
as defined in Definition 2. We claim that pl(GS,T ) ≤ 2 if and only if the pair (S, T ) is a yes-
instance of the Betweenness problem. This will prove the NP-hardness because our reduction is
polynomial and the Betweenness problem is NP-complete. To prove the claim in one direction, if
(S, T ) is a yes-instance then by Lemma 4 pl(GS,T ) ≤ 2. Conversely, if pl(GS,T ) ≤ 2 then (S, T )
is a yes-instance by Lemma 5, that proves the claim in the other direction.

Proof of Theorem 2. To prove that a graph G satisfies pb(G) ≤ k, it suffices to give as a certificate
a tree decomposition of G with breadth at most k. Indeed, the all-pairs-shortest-paths in G can
be computed in polynomial-time. Therefore, the problem of deciding whether a graph has path-
breadth at most k is in NP. Given an instance (S, T ) of the Betweenness problem, let GS,T
be as defined in Definition 2. We claim that pb(GS,T ) ≤ 1 if and only if the pair (S, T ) is a
yes-instance of the Betweenness problem. This will prove the NP-hardness because our reduction
is polynomial and the Betweenness problem is NP-complete. To prove the claim in one direction,
if (S, T ) is a yes-instance then by Lemma 4 pb(GS,T ) ≤ 1. Conversely, if pb(GS,T ) ≤ 1 then
(S, T ) is a yes-instance by Lemma 5, that proves the claim in the other direction.

To conclude this section, we strenghten the above hardness results with two inapproximability
results. Indeed, it has to be noticed that for any graph parameter param, an α-approximation
algorithm for param with α < 1+ 1

k is enough to separate the graphs G such that param(G) ≤ k
from those such that param(G) ≥ k+ 1. Therefore, the two following corollaries follow from our
polynomial-time reduction.

Corollary 2 For every ε > 0, the path-length of a graph cannot be approximated within a factor
3
2 − ε unless P=NP.
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Proof. Let GS,T be the graph of the reduction in Theorem 1. By Definition 2, it has diameter
at most 3 and so pl(GS,T ) ≤ 3. Since it is NP-hard to decide whether pl(GS,T ) ≤ 2, therefore it
does not exist a

(
3
2 − ε

)
-approximation algorithm for path-length unless P=NP.

Corollary 3 For every ε > 0, the path-breadth of a graph cannot be approximated within a factor
2− ε unless P=NP.

Proof. Let GS,T be the graph of the reduction in Theorem 2. By Definition 2, the set U is a
dominating clique and so pb(GS,T ) ≤ 2. Since it is NP-hard to decide whether pb(GS,T ) ≤ 1,
therefore it does not exist a (2− ε)-approximation algorithm for path-breadth unless P=NP.

So far, there exists a 2-approximation algorithm for path-length and a 3-approximation al-
gorithm for path-breadth [27]. Therefore, we let open whether there exist 3

2 -approximation
algorithms for path-length and 2-approximation algorithms for path-breadth.

3.2 Tree-breadth

We prove next that computing the tree-breadth is NP-hard.

Theorem 4 Deciding whether a graph has tree-breadth at most k is NP-complete even if k = 1.

Theorem 5 Deciding whether a graph admits a k-good tree decomposition is NP-complete even
if k = 1.

Proof. The problem is in NP. By Corollary 1, a graph G admits a star-decomposition if and
only if tb(G) ≤ 1, therefore it is NP-hard to decide whether a graph admits a 1-good path
decomposition by Theorem 4.

In order to prove Theorem 4, we will reduce from the Chordal Sandwich problem (defined
below). In [39], the author also proposed a reduction from the Chordal Sandwich problem in
order to prove that computing tree-length is NP-hard. However, we will need different gadgets
than in [39], and we will need different arguments to prove correctness of the reduction.

Problem 2 (Chordal Sandwich)

Input: graphs G1 = (V,E1) and G2 = (V,E2) such that E1 ⊆ E2.

Question: Is there a chordal graph H = (V,E) such that E1 ⊆ E ⊆ E2 ?

The Chordal Sandwich problem is NP-complete even when the 2n = |V | vertices induce
a perfect matching in Ḡ2 (the complementary of G2) [11, 32]. Perhaps surprisingly, the later
constriction on the structure of Ḡ2 is a key element in our reduction. Indeed, we will need the
following technical lemma.

Lemma 6 Let G1 = (V,E1), G2 = (V,E2) such that E1 ⊆ E2 and Ḡ2 (the complementary
of G2) is a perfect matching. Suppose that 〈G1, G2〉 is a yes-instance of the Chordal Sandwich
problem.

Then, there exists a reduced tree decomposition (T,X ) of G1 such that for every forbidden
edge {u, v} /∈ E2: Tu ∩ Tv = ∅, Tu ∪ Tv = T , furthermore there are two adjacent bags Bu ∈ Tu
and Bv ∈ Tv such that Bu \ u = Bv \ v.

Inria



On computing tree and path decompositions with metric constraints on the bags 11

Proof. Let H = (V,E) be any chordal graph such that E1 ⊆ E ⊆ E2 (that exists because
〈G1, G2〉 is a yes-instance of the Chordal Sandwich problem by the hypothesis) and the number
|E| of edges is maximized. We will prove that any clique-tree (T,X ) of H satisfies the above
properties (given in the statement of the lemma). To prove it, let {u, v} /∈ E2 be arbitrary.
Observe that Tu ∩ Tv = ∅ (else, {u, v} ∈ E, that would contradict that E ⊆ E2).

Furthermore, let Bu ∈ Tu minimize the distance in T to the subtree Tv, let B be the unique
bag that is adjacent to Bu on a shortest-path between Bu and Tv in T . Note that B /∈ Tu by
the minimality of distT (Bu, Tv), however B may belong to Tv. Removing the edge {Bu, B} in
T yields two subtrees T1, T2 with Tu ⊆ T1 and Tv ⊆ T2. In addition, we have that for every
x ∈ V \ u such that Tx ∩ T1 6= ∅, {u, x} ∈ E2 since x 6= v and Ḡ2 is a perfect matching by the
hypothesis. Similarly, we have that for every y ∈ V \ v such that Ty ∩ T2 6= ∅, {v, y} ∈ E2.
Therefore, by maximality of the number |E| of edges, it follows that T1 = Tu and T2 = Tv, and
so, Tu ∪ Tv = T . In particular, B = Bv ∈ Tv.

Finally, let us prove that Bu \ u = Bv \ v. Indeed, assume for the sake of contradiction that
Bu \ u 6= Bv \ v. In particular, (Bu \ Bv) \ u 6= ∅ or (Bv \ Bu) \ v 6= ∅. Suppose w.l.o.g. that
(Bu \ Bv) \ u 6= ∅. Let H ′ = (V,E′) be obtained from H by adding an edge between vertex v
and every vertex of (Bu \Bv) \ u. By construction |E′| > |E|. Furthermore, H ′ is chordal since
a clique-tree of H ′ can be obtained from (T,X ) by adding a new bag (Bu \ u) ∪ {v} in-between
Bu and Bv. However, for every x ∈ (Bu \Bv) \u we have that {x, v} ∈ E2 since x 6= u and Ḡ2 is
a perfect matching by the hypothesis. As a result, E′ ⊆ E2, thus contradicting the maximality
of the number |E| of edges in H.

Proof of Theorem 4. The problem is in NP. To prove the NP-hardness,let 〈G1, G2〉 be any input of
the Chordal Sandwich problem such that Ḡ2 is a perfect matching. The graph G′ is constructed
from G1 as follows. First we add a clique V ′ of 2n = |V | vertices in G′. Vertices v ∈ V are in
one-to-one correspondance with vertices v′ ∈ V ′. Then, for every forbidden edge {u, v} /∈ E2,
vertices u, v are respectively made adjacent to all vertices in V ′ \ v′ and V ′ \ u′. Finally, we
add a distinct copy of the gadget Fuv in Figure 3, and we make adjacent suv and tuv to the
two vertices u′, v′ (see also Figure 4 for an illustration). We will prove tb(G′) = 1 if and only if
〈G1, G2〉 is a yes-instance of the Chordal Sandwich problem. This will prove the NP-hardness
because our reduction is polynomial and the Chordal Sandwich problem is NP-complete even
when the 2n = |V | vertices induce a perfect matching in Ḡ2 (the complementary of G2) [11, 32].

s t

x

y zw

c
uv uv

uv

uv uvuv

uv

u

v

Figure 3: The gadget Fuv.

In one direction, assume tb(G′) = 1, let (T,X ) be a star-decomposition of G′. Let H =
(V, {{u, v} | Tu∩Tv 6= ∅}), that is a chordal graph such that E1 ⊆ E(H). To prove that 〈G1, G2〉
is a yes-instance of the Chordal Sandwich problem, it suffices to prove that Tu∩Tv = ∅ for every
forbidden edge {u, v} /∈ E2. More precisely, we will prove that Tsuv

∩Ttuv
6= ∅, for we claim that
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12 Ducoffe,Legay,Nisse

the latter implies Tu∩Tv = ∅. Indeed, assume Tsuv ∩Ttuv 6= ∅ and Tu∩Tv 6= ∅. Since suv and tuv
are both adjacent to u and v, therefore the four subtrees Tu, Tv, Tsuv

, Ttuv
pairwise intersect. By

the Helly property (Lemma 1) Tu∩Tv∩Tsuv
∩Ttuv

6= ∅, hence there is a bag containing u, v, suv, tuv
but then it contradicts the fact that (T,X ) is a star-decomposition because no vertex dominates
the four vertices. Therefore, Tsuv∩Ttuv 6= ∅ implies Tu∩Tv = ∅. Let us prove that Tsuv∩Ttuv 6= ∅.
By contradiction, assume Tsuv∩Ttuv = ∅. Every bag B onto the path between Tsuv and Ttuv must
contain cuv, xuv, furthermore N [cuv]∩N [xuv] = {suv, tuv}. Since, (T,X ) is a star-decomposition,
the latter implies either suv ∈ B and B ⊆ N [suv] or tuv ∈ B and B ⊆ N [tuv]. Consequently,
there exist two adjacent bags Bs ∈ Tsuv

, Bt ∈ Ttuv
such that Bs ⊆ N [suv] and Bt ⊆ N [tuv].

Furthermore, Bs ∩ Bt is an suvtuv-separator by the properties of a tree decomposition. In
particular, Bs ∩ Bt must intersect the path (yuv, wuv, zuv) because yuv ∈ N(suv) and zuv ∈
N(tuv). However, Bs ⊆ N [suv], Bt ⊆ N [tuv] but N [suv] ∩ N [tuv] ∩ {yuv, wuv, zuv} = ∅, hence
Bs ∩ Bt ∩ {yuv, wuv, zuv} = ∅, that is a contradiction. As a result, Tsuv

∩ Ttuv
6= ∅ and so,

Tu ∩ Tv = ∅.

suv

tuv

cuvwuv

zuv

yuv

xuv

u v

u' v'

x

x'
V'

G1

Figure 4: The graph G′ (simplified view).

Conversely, assume that 〈G1, G2〉 is a yes-instance of the Chordal Sandwich problem. Since
Ḡ2 is a perfect matching by the hypothesis, by Lemma 6 there exists a reduced tree decomposition
(T,X ) of G1 such that for every forbidden edge {u, v} /∈ E2: Tu ∩ Tv = ∅, Tu ∪ Tv = T and there
are two adjacent bags Bu ∈ Tu, Bv ∈ Tv so that Bu \ u = Bv \ v. Let us modify (T,X ) in order
to obtain a star-decomposition of G′.

In order to achieve the result, we first claim that for every edge {t, t′} ∈ E(T ), the bags
Xt, Xt′ differ in exactly one vertex, that is, |Xt \Xt′ | = 1 and similarly |Xt′ \Xt| = 1. Indeed,
Xt \ Xt′ 6= ∅ because (T,X ) is reduced, so, let utt′ ∈ Xt \ Xt′ . Let vtt′ ∈ V be the unique
vertex satisfying {utt′ , vtt′} /∈ E2, that is well-defined because Ḡ2 is a perfect matching by the
hypothesis. Note that vtt′ ∈ Xt′ because utt′ /∈ Xt′ and Tutt′ ∪Tvtt′ = T . Furthermore, vtt′ /∈ Xt

because utt′ ∈ Xt and Tutt′ ∩ Tvtt′ = ∅. By construction of (T,X ), there are two adjacent
bags Butt′ ∈ Tutt′ , Bvtt′ ∈ Tvtt′ such that Butt′ \ utt′ = Bvtt′ \ vtt′ . Since utt′ ∈ Xt \ Xt′

and vtt′ ∈ Xt′ \ Xt, therefore, Xt = Butt′ and Xt′ = Bvtt′ , and so, Xt \ Xt′ = {utt′} and
Xt′ \ Xt = {vtt′}. In the following, we will keep the above notations utt′ , vtt′ for every edge
{t, t′} ∈ E(T ) (in particular, utt′ = vt′t and vtt′ = ut′t).

Let us construct the star-decomposition (T ′,X ′) of G′ as follows.

• For every node t ∈ V (T ), let St = Xt ∪ V ′ ∪ (
⋃

t′∈NT (t){sutt′vtt′ , tutt′vtt′}) (in particular,

|St| = 2n+ |Xt|+ 2 ·degT (t)). We will first construct a path decomposition of G′[St] whose
bags are the sets Ytt′ = Xt∪V ′∪{sutt′vtt′ , tutt′vtt′} for every edge {t, t′} ∈ E(T ) (note that
the bags can be linearly ordered in an arbitrary way in the path decomposition). Further-
more, for every edge {t, t′} ∈ E(T ), Ytt′ ⊆ N [u′tt′ ], where u′tt′ ∈ V ′ is the corresponding
vertex to utt′ ∈ V in the clique V ′ (see Figure 5 for an illustration). Therefore, the above
constructed path decomposition is a 1-good path decomposition.
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Figure 5: The 1-good path decomposition (right) obtained from the central bag with degree four
(left).

• Then, we will connect the 1-good path decompositions together. More precisely, let us add
an edge between the two bags Ytt′ and Yt′t for every edge {t, t′} ∈ E(T ) (see Figure 6 for
an illustration).

In so doing, we claim that one obtains a star-decomposition of G′[
⋃

t∈V (T ) St]. Indeed, it
is a tree decomposition since:

– the clique V ′ is contained in all bags;

– for every {t, t′} ∈ E(T ) the two vertices sutt′vtt′ , tutt′vtt′ are only contained in the two
adjacent bags Ytt′ and Yt′t, furthermore utt′ , u

′
tt′ , v

′
tt′ ∈ Ytt′ and vtt′ , u

′
tt′ , v

′
tt′ ∈ Yt′t;

– last, each vertex v ∈ V is contained in {Ytt′ | v ∈ Xt and t′ ∈ NT (t)} which induces a
subtree since (T,X ) is a tree decomposition of G1.

Since in addition every bag Ytt′ , with {t, t′} ∈ E(T ), is dominated by u′tt′ ∈ V ′, this proves
the claim that one obtains a star-decomposition.
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Figure 6: Connection of the 1-good path decomposition in Figure 5 to the neighbouring 1-good
path decompositions.

• In order to complete the construction, let us observe that for every forbidden edge {u, v} /∈
E2, there is a star-decomposition of Fuv\{u, v} with three leaf-bags {xuv, suv, tuv}, {yuv, suv, wuv}
and {zuv, suv, wuv} and one internal bag of degree three Buv = {cuv, suv, tuv, wuv}. For ev-
ery {t, t′} ∈ E(T ), we simply connect the above star-decomposition of Futt′vtt′ \ {utt′ , vtt′}
by making the internal bag Butt′vtt′ adjacent to one of Ytt′ or Yt′t (see Figure 7 for an
illustration).

By construction, the resulting tree decomposition (T ′,X ′) of G′ is a star-decomposition, hence
tb(G′) = 1.

Recall that we can use our reduction from Definition 2 in order to prove that computing
path-length and path-breadth is NP-hard. By contrast, our reduction from Theorem 4 cannot

RR n° 8842



14 Ducoffe,Legay,Nisse

V' V' V' V'

u u u u

C
1

2 3
4 u u u u

C
1

2 3
4 u u u u

C
1

2 3
4 u u u u

C
1

2 3
4

s

t
s

t

s

t

s

tu3

u1v1

u1v1

u2v2

u2v2

u4v4

u4v4

u3v3

v3

V'

v u u u

C
1

2 3
4

s

t

u1v1

u1v1

V'

u v u u

C
1

2 3
4

s

t

u2v2

u2v2

V'

u u v u

C
1

2 3
4

s

tu3

u3v3

v3

V'

u u u v

C
1

2 3
4

s

t

u4v4

u4v4

... ... ...

... ... ...

su1v1 tu1v1

cu1v1

wu1v1

su1v1

wu1v1

yu1v1

su1v1 tu1v1

xu1v1 tu1v1

wu1v1
zu1v1

su3v3 tu3v3

cu3v3

wu2v2

su3v3

wu3v3

yu3v3

su3v3 tu3v3

xu3v3 tu3v3

wu3v3
zu3v3

su2v2 tu2v2

cu2v2

wu2v2

su2v2

wu2v2

yu2v2

su2v2 tu2v2

xu2v2

tu2v2

wu2v2
zu2v2

su4v4

tu4v4
cu4v4

wu4v4

su4v4

wu4v4

yu4v4

su4v4

tu4v4xu4v4

tu4v4

wu4v4

zu4v4

Figure 7: The respective star-decompositions of the gadgets Fuivi are connected to the other
bags.

be used to prove that tree-length is NP-hard to compute (in fact, the graph G′ resulting from
the reduction has tree-length two).

Finally, as in the previous Section 3.1, let us strenghten Theorem 4 with an inapproximability
result.

Corollary 4 For every ε > 0, the tree-breadth of a graph cannot be approximated within a factor
2− ε unless P=NP.

4 General properties of graphs with tree-breadth one

In Section 3.2, we prove that computing the tree-breadth is NP-hard. In particular, the recogni-
tion of graphs with tree-breadth one is NP-complete. In light of this result, we focus on graphs
with tree-breadth one (in order to obtain a better understanding of what makes the problem
difficult)

Problem 3 (1-tree-breadth)

Input: a connected graph G = (V,E)

Question: tb(G) ≤ 1 ?

In Lemma 7, we show that the problem of recognizing graphs with tree-breadth at most one
is equivalent to the problem of computing tree-breadth. This further motivates our study of
these graphs. Then, we will prove necessary conditions for a graph to be of tree-breadth one.

• One is that all graphs with a star-decomposition have a domination elimination ordering
(see Section 4.1). We will outline a few implications of this property.

• Second, we will prove in Lemma 9 that if a graph G admits a star-decomposition then so
do all the blocks of G, where the blocks here denote a particular case of induced subgraphs
of G (e.g., see Definition 4).
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Finally, we will obtain from the latter result a polynomial-time algorithm to decide whether a
bipartite graph has tree-breadth at most one (e.g., see Section 4.3).

Definition 3 Let G be a graph with n vertices, denoted by v1, v2, . . . , vn, and let r be a positive
integer. The graph G′r is obtained from G by adding a clique with n vertices, denoted by U =
{u1, u2, . . . , un}, so that for every 1 ≤ i ≤ n, vertex ui is adjacent to BG(vi, r) = {x ∈ V (G) |
distG(vi, x) ≤ r}.

Lemma 7 For every graph G, for every positive integer r, let G′r be as defined in Definition 3,
tb(G) ≤ r if and only if tb(G′r) ≤ 1.

Proof. If tb(G) ≤ r then we claim that starting from any tree decomposition (T,X ) of G with
breadth at most r, one obtains a star-decomposition of G′r by adding the clique U in every
bag Xt, t ∈ V (T ). Indeed, in such case for every bag Xt, t ∈ V (T ), by the hypothesis there
is vi ∈ V (G) such that maxx∈Xt

distG(vi, x) ≤ r, whence Xt ∪ U ⊆ NG′
r
[ui]. Conversely, if

tb(G′r) ≤ 1 then we claim that starting from any tree decomposition (T ′,X ′) of G′r with breadth
at most one, one obtains a tree decomposition of G with breadth at most r by removing every
vertex of the clique U from every bag X ′t, t ∈ V (T ′). Indeed, in such case for every bag
X ′t, t ∈ V (T ′), by the hypothesis there is y ∈ V (G′r) such that X ′t ⊆ NG′

r
[y]. Furthermore,

y ∈ {ui, vi} for some 1 ≤ i ≤ n, and so, since NG′
r
[vi] ⊆ NG′

r
[ui] by construction, therefore

X ′t \ U ⊆ NG′
r
(ui) \ U = {x ∈ V (G) | distG(vi, x) ≤ r}.

4.1 Existence of specific elimination orderings

Independently from the remaining of the section, let us prove some interesting properties of
graphs with tree-breadth one in terms of elimination orderings. More precisely, a domina-
tion elimination ordering [21] of a graph G is a total ordering of its vertex-set, denoted by
v1, v2, . . . , vn, so that for every 1 ≤ i < n, there is j > i satisfying thatNG(vi)∩{vi+1, vi+2, . . . , vn} ⊆
NG[vj ]. The existence of domination elimination orderings in some graph classes and their al-
gorithmic applications has been studied in [16]. Let us prove that graphs with tree-breadth one
all admit a domination elimination ordering.

Lemma 8 Let G be such that tb(G) ≤ 1, G admits a domination elimination ordering.

Proof. Assume G has at least two vertices (or else, the lemma is trivial). To prove the lemma, it
suffices to prove the existence of u, v ∈ V (G) distinct such that N(v) ⊆ N [u] and tb(G \ v) ≤ 1
(then, the lemma follows by induction on the order of the graph).

If G admits a universal vertex u, then one can pick v ∈ V (G) \ u arbitrary, N(v) ⊆ N [u]
because u is universal in G, furthermore tb(G \ v) ≤ 1 because G \ v admits a universal vertex u.

Else, G does not admit any universal vertex, let (T,X ) be a reduced tree decomposition of
G of breadth one, that is a star-decomposition by Lemma 3. Let Xt, t ∈ V (T ) be a leaf. Since
the tree decomposition is reduced, there must be v ∈ Xt satisfying Tv = {Xt}. Now there are
two cases.

• Suppose there is u ∈ Xt \ v such that Xt ⊆ N [u]. Then, N(v) ⊆ Xt ⊆ N [u], and
tb(G \ v) ≤ 1 because G \ v can be obtained from G by contracting the edge {u, v} and
tree-breadth is contraction-closed by Lemma 2.

• Else, Xt ⊆ N [v], and for every x ∈ Xt \ v, Xt 6⊆ N [x]. Let t′ ∈ V (T ) be the unique
node adjacent to node t in T , that exists because G does not admit any universal vertex
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and so, T has at least two bags. Let us assume that for every x ∈ Xt \ v, x ∈ Xt ∩ Xt′

(for otherwise, N(x) ⊆ N [v] and tb(G \ x) ≤ 1 because G \ x can be obtained from G by
contracting the edge {v, x} to v and tree-breadth is contraction-closed by Lemma 2). In
particular, let u ∈ Xt′ satisfy Xt′ ⊆ N [u]. Then, N(v) = Xt ∩ Xt′ ⊆ N [u], furthermore
tb(G \ v) ≤ 1 because (T \ t,X \Xt) is a star-decomposition of G \ v.

Note that for a graph to have tree-breadth one, it must satisfy the necessary condition of
Lemma 8 and this can be checked in polynomial-time. However, the existence of some domination
elimination ordering is not a sufficient condition for the graph to have tree-breadth one. Indeed,
every grid has a domination elimination ordering but the tree-length of the n×m grid is at least
min{n,m} − 1 [24] (recall that tl(G) ≤ 2tb(G) for any graph G).

The existence of a domination elimination ordering has some interesting consequences about
the graph structure. Let us recall one such a consequence about the cop-number of the graph.

Corollary 5 For any graph G with tb(G) ≤ 1, G has cop-number ≤ 2 and the upper-bound is
sharp.

Proof. By Lemma 8, G admits a domination elimination ordering. Therefore, by [19, Theorem
4] G has cop-number ≤ 2. One can prove the sharpness of the upper-bound by setting G := C4,
the cycle with four vertices.

4.2 Properties of particular decompositions

In the following, it will be useful not only to constrain the properties of the star-decomposition
whose existence we are interested in, but also to further constrain the properties of the graph G
that we take as input. Let us first remind basic terminology about graph separators.

Definition 4 Let G = (V,E) be connected, a separator of G is any subset S ⊆ V such that
G \ S has at least two connected components.

In particular, a full component for S is any connected component C of G \ S satisfying
N(C) = S. A block is any induced subgraph G[C ∪ S] with S being a separator and C being a
full component for S.

Finally, a minimal separator is a separator with at least two full components.

Our objective is to prove that if a graph G has tree-breadth one then so do all its blocks. In
fact, we will prove a slightly more general result:

Lemma 9 Let G = (V,E) be a graph, S ⊆ V be a separator, and W ⊆ V \ S be the union of
some connected components of G \S. If tb(G) = 1 and W contains a full component for S, then
tb(G[W ∪ S]) = 1. More precisely if (T,X ) is a tree decomposition of G of breadth one, then
(T, {Xt ∩ (W ∪ S) | Xt ∈ X}) is a tree decomposition of G[W ∪ S] of breadth one.

Proof. Let (T,X ) be a tree decomposition of breadth one of G. Let us remove all vertices in
V \ (W ∪ S) from bags in (T,X ), which yields a tree decomposition (T ′,X ′) of the induced
subgraph G[W ∪S]. To prove the lemma, we are left to prove that (T ′,X ′) has breadth one. Let
Xt be a bag of (T ′,X ′). By construction, Xt is fully contained into some bag of (T,X ), so it has
radius one in G. Let v ∈ V be such that Xt ⊆ NG[v]. If v ∈W ∪S, then we are done. Else, since
for all x /∈ S∪W,N(x)∩(S∪W ) ⊆ S (because S is a separator by the hypothesis), we must have
that Xt ⊆ S. Let A ⊆ W be a full component for S, that exists by the hypothesis, and let TA
be the subtree that is induced by the bags intersecting the component. Since we have that the
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subtree TA and the subtrees Tx, x ∈ Xt pairwise intersect — because for all x ∈ Xt, x ∈ S and
so, x has a neighbour in A —, then by the Helly property (Lemma 1) TA ∩

(⋂
x∈Xt

Tx
)
6= ∅ i.e.,

there exists a bag in (T,X ) containing Xt and intersecting A. Moreover, any vertex dominating
this bag must be either in S or in A, so in particular there exists u ∈ A ∪ S dominating Xt,
which proves the lemma.

Lemma 9 implies that, under simple assumptions, a graph of tree-breadth one can be dis-
connected using any (minimal) separator, and the components must still induce subgraphs with
tree-breadth one. The converse does not hold in general, yet there are interesting cases when it
does.

Lemma 10 Let G = (V,E) be a graph, S ⊆ V be a clique-minimal-separator and A be a full
component for S. Then, tb(G) = 1 if and only if both tb(G[A ∪ S]) = 1 and tb(G[V \A]) = 1.

Proof. By the hypothesis V \(A∪S) contains a full component because S is a minimal separator.
Therefore, if G has tree-breadth one, then so do G[A∪S] and G[V \A] by Lemma 9. Conversely,
suppose that we have both tb(G[A ∪ S]) = 1 and tb(G[V \ A]) = 1. Let (T 1,X 1) be a tree
decomposition of G[A ∪ S] with breadth one, let (T 2,X 2) be a tree decomposition of G[V \ A]
with breadth one. Then for every i ∈ {1, 2} we have that since S is a clique the subtrees
T i
s , s ∈ S, pairwise intersect, so by the Helly Property (Lemma 1)

⋂
s∈S T

i
s 6= ∅ i.e., S is fully

contained into some bag of (T 1,X 1) and it is fully contained into some bag of (T 2,X 2). Moreover,
(A∪S)∩ (V \A) = S, therefore a tree decomposition of G with breadth one can be obtained by
adding an edge between some bag of (T 1,X 1) containing S and some bag of (T 2,X 2) containing
S.

Recall that computing the clique-minimal-decomposition of a graph G can be done in O(nm)-
time, where m denotes the number of edges [7]. By doing so, one replaces a graph G with the
maximal subgraphs of G that have no clique-separator, a.k.a. atoms. Therefore, we will assume
in the remaining of the proofs that there is no clique-separator in the graphs that we will study,
we will call them prime graphs.

4.3 Application to bipartite graphs

In this section, we describe an O(nm)-time algorithm so as to decide whether a prime bipartite
graph has tree-breadth one. This combined with Lemma 10 proves that it can be decided in
polynomial-time whether a bipartite graph has tree-breadth one.

We will first describe a more general problem and how to solve it in polynomial-time.

Tree decompositions with constrained set of bags. Our algorithm for bipartite graphs
makes use of the correspondance between tree decompositions and triangulations of a graph.
Indeed, recall that any reduced tree decomposition (T,X ) of a graph G is a clique-tree for some
chordal supergraph H of G whose maximal cliques are the bags of X . Conversely, for any
chordal supergraph H of G, every clique-tree of H is a tree decomposition of G whose bags are
the maximal cliques of H [30]. Therefore as shown below, the following subproblem can be solved
in polynomial-time:

Problem 4

Input: a graph G, a family X of subsets of V (G).

Question: Does there exist a tree T such that (T,X ) is a tree decomposition of G ?
RR n° 8842
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Let us assume w.l.o.g. that no subset of X is properly contained into another one. To solve
Problem 4.3, it suffices to make every subset X ∈ X a clique in G, then to verify whether the
resulting supergraph H of G is a chordal graph whose maximal cliques are exactly the sets in X .
Since chordal graphs can be recognized in linear-time, and so can be enumerated their maximal
cliques [29], therefore Problem 4.3 can be solved in polynomial-time.

The algorithm for bipartite graphs. Now, given a bipartite graph G, we aim to exhibit a
family X so that tb(G) = 1 if and only if there is a star-decomposition of G whose bags are X .
By doing so, we will reduce the recognition of bipartite graph with tree-breadth at most one to
the more general Problem 4.3.

Lemma 11 Let G = (V0∪V1, E) be a prime bipartite graph with tree-breadth one. There is (T,X )
a star-decomposition of G such that either X = {N [v0] | v0 ∈ V0}, or X = {N [v1] | v1 ∈ V1}.

Proof. Let (T,X ) be a star-decomposition of G, that exists by Lemma 3, minimizing the number
|X | of bags. Suppose there is some v0 ∈ V0, there is t ∈ V (T ) such that Xt ⊆ NG[v0] (the case
when there is some v1 ∈ V1, there is t ∈ V (T ) such that Xt ⊆ NG[v1] is symmetrical to this one).
We claim that for every t′ ∈ V (T ), there exists v′0 ∈ V0 satisfying Xt′ ⊆ NG[v′0]. By contradiction,
let v0 ∈ V0, v1 ∈ V1, let t, t′ ∈ V (T ) be such that Xt ⊆ NG[v0], Xt′ ⊆ NG[v1]. By connectivity of
the tree T we may assume w.l.o.g. that {t, t′} ∈ E(T ). Moreover, NG(v0)∩NG(v1) = ∅ because
G is bipartite. Therefore, Xt ∩Xt′ ⊆ {v0, v1}, and in particular if Xt ∩Xt′ = {v0, v1} then v0, v1
are adjacent in G. However, by the properties of a tree decomposition this implies that Xt ∩Xt′

is a clique-separator (either an edge or a single vertex), thus contradicting the fact that G is
prime.

Now, let v0 ∈ V0 be arbitrary. We claim that there is a unique bag Xt, t ∈ V (T ), containing
v0. Indeed, any such bag Xt must satisfy Xt ⊆ NG[v0], whence the subtree Tv0 can be contracted
into a single bag

⋃
t∈Tv0

Xt without violating the property for the tree decomposition to be a star-

decomposition. As a result, the unicity of the bag Xt follows from the minimality of |X |. Finally,
since Xt is unique and Xt ⊆ NG[v0], therefore Xt = NG[v0] and so, X = {N [v0] | v0 ∈ V0}.

We can easily deduce from Lemma 11 the following algorithm for deciding whether a prime
bipartite graph G has tree-breadth one. Let (V0, V1) be the (unique) bipartition of the vertex-set
of G into two stable sets. Let X0 = {N [v0] | v0 ∈ V0}, let X1 = {N [v1] | v1 ∈ V1}. By Lemma 11,
tb(G) = 1 if and only if one of (G,X0), (G,X1) is a yes-instance of Problem 4.3.

5 Algorithm for planar graphs

We are now ready to present our main result. In this section, we describe a quadratic-time
algorithm for deciding whether a prime planar graph has tree-breadth one. Overall, we claim
that it gives us a quadratic-time algorithm for deciding whether a general planar graph has
tree-breadth one. Indeed, the clique-decomposition of a planar graph takes O(n2)-time to be
computed, furthermore the disjoint union of the atoms has O(n + m) vertices [7], that is O(n)
for planar graphs.

Roughly, we will construct a star-decomposition of the graph by increments. The main prin-
ciple of the recursive algorithm is to find a particular vertex, called leaf-vertex. Informally, it
extracts a new bag of the star-decomposition from some ball around the leaf-vertex. Then, de-
pending on the case, either the leaf-vertex vertex is removed or some edge is added or contracted.
In both cases, the resulting graph remains prime and planar and has tree-breadth one if and only
if the initial one has tree-breadth one.
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We prove that each inductive step takes a linear time. Moreover, we prove that there are at
most a linear number of recursive iterations (Lemma 27).

There are three kinds of leaf-vertices (e.g., see Figure 8).

Definition 5 Let G = (V,E) be a graph. A vertex v is a leaf-vertex if one of the following
conditions hold.

Type 1. N(v) induces an avbv-path for some av, bv ∈ V \ {v}, denoted by Πv, of length at least
3 and there exists dv ∈ V \ {v} such that N(v) ⊆ N(dv), i.e., dv dominates Πv.

Type 2. N(v) induces a path, denoted by Πv = (av, bv, cv), of length 2.

Type 3. N(v) consists of two non adjacent vertices av and cv, and there exists bv ∈ (N(av) ∩
N(cv)) \ {v}.

av cv
dv

v

av cv
bv

v

av cv
bv

v

Type 1 Type 2 Type 3

Figure 8: The three kinds of leaf-vertices.

We are now ready to describe the algorithm.

5.1 Algorithm Leaf-BottomUp

Let G = (V,E) be prime planar graph. Assume G has at least 7 vertices (else, it is easy to
conclude).

Step 1 The first step is to find a leaf-vertex in G. In Section 5.4.1, we describe how to decide
whether G has a leaf-vertex in linear-time.

• if G has no leaf-vertex, then, by Theorem 7, no minimal separator of G induces a path
of length 2. Therefore, by Lemma 20, tb(G) = 1 only if G has a star-decomposition
with at most 2 bags. In that case, Algorithm Leaf-BottomUp checks whether it exists
a star-decomposition with at most 2 bags, which can be done in quadratic time (see
Lemma 26). If it exists, then tb(G) = 1. Otherwise, tb(G) > 1.

• otherwise, let v be a leaf-vertex of G and go to Step 2 if v is of Type 1 and go to Step
3 otherwise.

Step 2 Case v is of Type 1. Let Πv and dv be defined as in Definition 5. If V = N [v] ∪ {dv}
then trivially tb(G) = 1. Else by Theorem 8, G′ is prime and planar, where G′ is the graph
obtained from G\v by contracting the internal nodes of Πv to a single edge, and tb(G) = 1
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if and only if tb(G′) = 1. In that case, Algorithm Leaf-BottomUp is recursively applied on
G′.

Step 3 Case v is of Type 2 or 3. Let av, bv, cv be defined as in Definition 5.

In that case, Algorithm Leaf-BottomUp checks whether G \ v is prime. By Theorem 6,
for any clique minimal separator S of G \ v (if any), there exists uv ∈ V \ {av, bv, cv, v}
such that S = {bv, uv}. Therefore, this can be checked in linear time (by checking with a
Depth-First-Search whether there is a cut-vertex of G \ {av, bv, cv, v} in the neighbors of
bv). If G \ v is prime then go to Step 3.1, else go to Step 3.2.

Step 3.1 Case v is of Type 2 or 3 and G \ v is prime. There are 4 cases that can be
determined in linear-time.

(a) Case |N(av) ∩ N(cv)| ≥ 3 in G \ v, or there exists a minimal separator
S ⊆ (N(av) ∩N(cv)) ∪ {av, cv} in G \ v and {av, cv} ⊆ S.
By Theorem 9, tb(G) = 1 if and only if tb(G \ v) = 1. Since, moreover, G \ v is
planar and prime, then Algorithm Leaf-BottomUp is recursively applied on G\v.

(b) Case: |N(av) ∩ N(cv)| < 3 in G \ v and there is no minimal separator
S ⊆ (N(av) ∩N(cv)) ∪ {av, cv} in G \ v such that {av, cv} ⊆ S.

i Subcase: |N(av) ∩N(cv)| = 1 in G \ v. In that subcase, N(av) ∩N(cv) =
{v, bv} and, by Theorem 10, tb(G) = 1 if and only if G = C4, a cycle with
four vertices. Note that here it implies that tb(G) > 1 because G has at least
7 vertices.

ii Subcase: |N(av)∩N(cv)| = 2 in G\v. In that subcase, let N(av)∩N(cv) =
{v, bv, uv}. By Theorem 11, since G has more than 5 vertices, the graph G′

obtained from G by adding edges {v, uv} and {bv, v} is planar and prime,
and moreover tb(G) = 1 if and only if tb(G′) = 1. In that case, Algorithm
Leaf-BottomUp is recursively applied on G′.

Step 3.2 Case v is of Type 2 or 3 and G\v has a clique separator. As mentioned in Step
3, in that case, there exists uv ∈ V \{av, bv, cv, v} such that S = {bv, uv} is a minimal
clique separator of G \ v. Moreover, by Theorem 6, G \ {av, bv, cv, v} is connected.

By Theorem 12, tb(G) = 1 if and only if tb(G′) = 1 where G′ is obtained from G
by adding the edge {v, bv} (if it were not already there). Moreover, G′ is prime and
planar. Hence, we may assume that {v, bv} ∈ E (if not Algorithm Leaf-BottomUp

adds it).

Furthermore by Theorem 6, since G has more than 5 vertices, uv /∈ N(av) ∩ N(cv).
In the latter case, let us assume w.l.o.g. that uv /∈ N(av), that is either uv /∈ N(av)∪
N(cv) or uv ∈ N(cv) \N(av). There are several cases to be considered.

(a) Case uv /∈ N(av) ∪N(cv),
or (N(uv) ∩N(av)) ∪ {v, cv} does not separate uv and av in G.

By Theorem 13, G/vav is prime and planar, and tb(G) = 1 if and only if
tb(G/vav) = 1. In that case, Algorithm Leaf-BottomUp is recursively applied
on G/vav, the graph obtained from G by contracting the edge {v, av}.

(b) Case uv ∈ N(cv) \N(av),
and (N(uv) ∩N(av)) ∪ {v, cv} separates uv and av in G.
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In that case, recall thatG has at least 7 vertices. Again, Algorithm Leaf-BottomUp

distinguishes several subcases.

i Subcase N(bv) = {v, av, cv, uv}. In that subcase, by Theorem 14, we can find
in linear-time a vertex x ∈ (N(av)∩N(uv))\{bv} such that G′ is planar, where
G′ is obtained from G by adding the edge {bv, x}. Moreover, by Theorem 15,
G′/bvx (obtained by contracting {bv, x}) is prime and tb(G) = 1 if and only if
tb(G′/bvx) = 1. In that case, Algorithm Leaf-BottomUp is recursively applied
on G′/bvx.

ii Subcase {v, av, cv, uv} ⊂ N(bv) and N(bv) ∩ N(av) ∩ N(uv) 6= ∅. In that
subcase, |N(bv) ∩ N(av) ∩ N(uv)| = 1 by Lemma 23 and let x be this com-
mon neighbor. By Theorem 15, G/bvx (obtained by contracting {bv, x}) is
prime and tb(G) = 1 if and only if tb(G/bvx) = 1. In that case, Algorithm
Leaf-BottomUp is recursively applied on G/bvx.

iii Subcase {v, av, cv, uv} ⊂ N(b) and N(bv) ∩ N(av) ∩ N(uv) = ∅. In that
subcase, by Theorem 16, there must be a unique x ∈ (N(av) ∩N(uv)) \ {bv}
such that N(bv) ∩ N(x) is a bvx-separator of G and |N(bv) ∩ N(x)| ≥ 3 (or
else, tb(G) > 1).

• Suppose there is a leaf-vertex ` ∈ N(bv) ∩ N(x). By Lemma 24, ` is
of Type 1 or G \ ` is prime. In that case, go to Step 2 if ` is of Type 1,
and go to Step 3.1 if ` has Type 2 or 3 (in both cases, ` takes the role of
v). Note that we never go back to Step 3.2 in such case, so the algorithm
cannot loop.

• Otherwise, by Theorem 17, there exist y, z ∈ N(bv)∩N(x) two non-adjacent
vertices, such that G′ is prime and planar, and tb(G) = 1 if and only if
tb(G′) = 1, where G′ is obtained from G by adding the edge {x, y}. In that
case, Algorithm Leaf-BottomUp is recursively applied on G′.

5.2 Properties of prime planar graphs with tree-breadth one

5.2.1 General lemmas

We will first investigate on general properties of prime planar graphs. In particular, the following
properties do not depend on the existence of a star-decomposition, therefore we do not use tree
decompositions in our proofs. However, note that we refer to Definition 5 in Theorem 6. For
clarity, we will separate the properties that hold for every biconnected planar graph from those
that only hold for prime planar graphs.

Properties of biconnected planar graphs. In order to obtain these properties, we will
mostly rely on the notion of intermediate graphs, defined below.

Definition 6 [13, Definition 6] Let G = (V,E) be a planar graph. We fix a plane embedding
of G. Let F be the set of faces of this embedding. The intermediate graph GI = (V ∪ F,EI)
has vertex-set V ∪ F , furthermore E ⊆ EI and we add an edge in GI between an original vertex
v ∈ V and a face-vertex f ∈ F whenever the corresponding vertex and face are incident in G
(see Figure 9).

Note that an intermediate graph is planar. Furthermore, since a plane embedding can be
constructed in linear-time [34], therefore so can be an intermediate graph. This is important for
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Figure 9: A plane embedding of some planar graph (left) and the corresponding intermediate
graph (right). Face-vertices are coloured in red.

the quadratic-time complexity of Algorithm Leaf-BottomUp. To prove the correctness of Algo-
rithm Leaf-BottomUp in the following, we will rely upon the following property of intermediate
graphs.

Lemma 12 [13, Proposition 9] Let S be a minimal separator of some biconnected planar graph
G = (V,E) and let C be a full component of G \ S. We fix a plane embedding of G. Then
S corresponds to a cycle vS(C) of GI , of length 2|S| and with V ∩ vS(C) = S, and such that
GI \vS(C) has at least two connected components. Moreover, the original vertices of one of these
components are exactly the vertices of C.

In the following, we will rely upon two properties which both follow from Lemma 12. The
first one is the following structural property of minimal separators of planar graphs.

Corollary 6 Let S be a minimal separator of a biconnected planar graph G = (V,E). Then, S
either induces a cycle or a forest of paths.

Proof. Let us fix a plane embedding of G, let GI be the corresponding intermediate graph. Then,
let CS be a smallest cycle of GI such that V ∩ CS = S, that exists by Lemma 12. To prove
the corollary, it suffices to prove that CS is an induced cycle of GI . By contradiction, assume
the existence of a chord xy of CS . Note that x ∈ S or y ∈ S because face-vertices are pairwise
non-adjacent in GI . Therefore assume w.l.o.g. that x ∈ S. Let us divide CS in two cycles C1, C2

such that C1 ∩ C2 = {x, y}. By the minimality of CS , S intersects both C1 \ C2 and C2 \ C1.
Therefore, let z1, z2 ∈ S such that z1 ∈ C1 \ C2 and z2 ∈ C2 \ C1. Finally, let A,B be two
full components of G \ S. Observe that (A ∪ B) ∩ (C1 ∪ C2) = ∅ because V ∩ CS = S. Let us
contract C1, C2 in order to obtain the two triangles (z1, x, y) and (z2, x, y). In such case, there
is a K3,3-minor of GI with {A,B, y} and {x, z1, z2} being the respective sides of the bipartition,
thus contradicting the fact that GI is planar. Therefore, CS is an induced cycle of GI and so, S
induces a subgraph of a cycle in G, that is either a cycle or a forest of path.

On the algorithmic side, one can also deduce from Lemma 12 the following corollary.

Corollary 7 Let G be a biconnected planar graph, let S be a minimal separator of G. There is
a planar supergraph GS of G with same vertex-set so that S either induces an edge (if |S| = 2)
or a cycle of GS, and it can be constructed in linear-time.

Proof. Let us fix a plane embedding of G, let GI be the corresponding intermediate graph. For
every face-vertex f of GI , let us consider Sf = S∩NGI

(f). We first claim that |Sf | ≤ 2. Indeed,
let A,B be two full components of G \ S, let us contract them to any two vertices a ∈ A, b ∈ B.
Then, there is a K3,|Sf |-minor of GI with {a, b, f} and Sf being the respective parts of the
bipartition. Since GI is planar by construction, therefore, |Sf | ≤ 2.

Now, the graph GS is constructed from G as follows (we refer to Figure 10 for an illustration
of the proof). For every face-vertex f of GI , if Sf = (x, y) then we add the edge {x, y} in GS .
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Figure 10: Addition of edges in a planar graph G so as to make a minimal separator of G induce
a cycle.

Note that GS is a minor of GI and so, it is a planar graph. Moreover, by Lemma 12 there is
a cycle of GI whose original vertices are exactly S and so, S induces a connected subgraph of
GS . In particular if |S| = 2, then it must be an edge. Else, |S| > 2 and the connected subgraph
GS [S] contains a cycle by construction. Since S is a minimal separator of GS by construction
and GS [S] is not acyclic, it follows from Corollary 6 that S induces a cycle of GS .

We will often make use of the routine of Corollary 7 in order to prove the quadratic-time
complexity of Algorithm Leaf-BottomUp.

Properties of prime planar graphs. Unlike the above Corollaries 6 and 7 (which hold for
every biconnected planar graph), the following results only hold for prime planar graphs. We
will make use of the following structural properties of prime planar graphs in order to prove the
correctness of Algorithm Leaf-BottomUp.

Lemma 13 Let G = (V,E) be a prime graph that is K3,3-minor-free. Let v ∈ V , for every
minimal separator S ⊆ NG(v) of the subgraph G \ v, S consists of two non-adjacent vertices.

Proof. Let S ⊆ NG(v) be a minimal separator of G \ v. There must exist two full components A
and B of S in G \ (S ∪ {v}). Let us remove all nodes of the components of G \ (S ∪ {v}) but the
ones in A or B. Then, let us contract A (resp., B) in a single vertex a (resp., b). We get a K3,|S|
as a minor of G where {a, b, v} is one part of the bipartition, and so |S| ≤ 2. Finally, since S∪{v}
is also a separator of G, then |S| ≥ 2 because otherwise S ∪ {v} would be an edge-separator.
Therefore, |S| = 2 and it is a stable set because otherwise there would be a clique-separator of
size 3 in G.

Lemma 14 Let G be a prime planar graph, let the path Π = (a, b, c) be a separator of G, and
let C be a component of G \Π. Then, there is at most one common neighbour of a, b in C.

Proof. First note that Π is induced or else it would be a clique-separator of G. Furthermore,
a, c ∈ N(C ′) for every component C ′ of G \ (Π∪C) or else N(C ′) would be a clique-separator of
G (either a vertex-separator or an edge-separator). In particular, it is always possible to make
vertices a, c adjacent by contracting an arbitrary component of G \ (Π ∪ C).

By contradiction, let u, u′ ∈ N(a)∩N(b)∩C be distinct. We claim that there exists a uc-path
Q in C ∪ {c} that does not contain u′, because else the triangle a, b, u′ would separate u from
Π, that contradicts the fact that G is prime. By symmetry, there also exists a u′c-path Q′ in
C ∪ {c} that does not contain u. There are two cases.

• Q and Q′ are internally vertex-disjoint paths (see Figure 11 for an illustration). Let us
contract Q\c,Q′\c to the vertices u, u′, let us contract an arbitrary component of G\(Π∪C)
in order to make vertices a, c adjacent, then let us contract a path from Q to Q′ in C (that
exists, because C is connected by the hypothesis) in order to make vertices u, u′ adjacent.
Then one obtains from a, b, c, u, u′ a K5-minor, which contradicts the fact that G is planar.
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Figure 11: Case where the paths Q and Q′ are internally vertex-disjoint paths.
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Figure 12: Case where the paths Q and Q′ intersect.

• Q and Q′ intersect (see Figure 12 for an illustration). Let y ∈ (Q∩Q′) \ c be such that the
uy-subpath of Q does not intersect Q′. Let R be the yc-subpath of Q′. We may assume
w.l.o.g. that R ⊆ Q ∩ Q′ for the remaining of the proof, whence Q ∩ Q′ = R. Let us
contract Q \R,Q′ \R,R \ c in order to make vertices u, u′, c adjacent to vertex y, then let
us contract an arbitrary component of G \ (P ∪C) in order to make vertices a, c adjacent.
One obtains from a, b, c, u, u′, y a K3,3-minor with {a, b, y} being one side of the bipartition,
that contradicts the fact that G is planar.

Lemma 15 Let G be a prime planar graph, let the path Π = (a, b, c) be a separator of G, and
let C be a component of G \Π. Suppose there is some vertex v ∈ C that is a common neighbour
of a, b, c. Then, either C is reduced to v, or (a, v, c) is a separator of G. Furthermore, in the
latter case, the path (a, v, c) separates vertex b from C \ v.

Proof. Let us assume that C \ v 6= ∅. Let D be a connected component of G[C \ v]. Note that
v ∈ N(D) because C is a connected component of G\Π by the hypothesis. To prove the lemma,
it suffices to prove that b /∈ N(D). By contradiction, suppose that b ∈ N(D) (see Figure 13 for
an illustration). Since v, b, a and v, b, c are pairwise adjacent and G has no clique-separator by
the hypothesis, then necessarily N(D) = {a, b, c, v}.

Let us contract the component D to a single vertex x. Then, let C ′ be any component of
G \ (Π ∪ C). We have that a, c ∈ N(C ′) or else N(C ′) would be a clique-separator of G (either
a vertex-separator or an edge-separator). So, let us contract the component C ′ onto vertex a in
order to make a and c adjacent. One obtains from a, b, c, v, x a K5-minor, which contradicts the
fact that G is planar.

We recall that the gist of Algorithm Leaf-BottomUp is (informally) to try to remove a leaf-
vertex v from G then to apply recursively the algorithm on G \ v. Because the algorithm is
strongly dependent on the fact that G is prime, it is important to characterize the cases when
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G\C
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b
c

vD

Figure 13: Existence of a component D ⊆ C \ v that is adjacent to b.

G\v is also prime. Indeed, new clique-decompositions are needed when G\v is not prime, which
may provoke a combinatorial explosion of the number of subgraphs to be considered. Therefore,
before we conclude this section, let us characterize whenever there may be clique-separators in
G \ v with v being a leaf-vertex. This will first require the following lemma.

Lemma 16 Let G = (V,E) be a graph and let the path Π = (a, b, c) be a separator of G. Let C
be the union of some components of G \ Π and let S be a separator of G[C ∪ Π]. Then, S is a
separator in G or S separates a and c in G[C ∪Π].

Moreover, in the latter case, G[C ∪Π] \ S has exactly two components Ca and Cc containing
a and c respectively.

Proof. There are two cases.

• Suppose there exists a component D of G[C ∪ Π] \ S such that NG(D) ⊆ C ∪ Π. Since
D ∩ S = ∅, S 6= V \ D and NG(D) ⊆ S therefore S is a separator of G with D being a
component of G \ S.

• Else, every component D of G[C ∪ Π] \ S has a neighbour in V \ (C ∪ Π). The latter
implies that D ∩ Π 6= ∅ for every component D of G[C ∪ Π] \ S because C is a union
of components of G \ Π by the hypothesis. In particular, since there exist at least two
components of G[C ∪Π] \ S then there must be one containing an endpoint of Π. W.l.o.g.
assume there is a component Ca of G[C∪Π]\S such that a ∈ Ca. Let Cc be any component
of G[C ∪ Π] \ (S ∪ Ca). We have that Cc ∩ N [Ca] = ∅ because S separates Ca and Cc in
G[C ∪Π]. Therefore, a, b /∈ Cc and so, c ∈ Cc because Cc ∩Π 6= ∅. This finally proves that
G[C ∪Π] \ S has exactly two components Ca and Cc containing a and c respectively.

Theorem 6 Let G = (V,E) be a prime planar graph, let v be a leaf-vertex of Type either 2 or
3 and let Πv = (av, bv, cv) be as defined in Definition 5. Suppose that there exists a minimal
separator S in G \ v that is a clique. Then, S = {uv, bv}, uv /∈ Πv and the following hold:

• V \ (Πv ∪ {v}) is a full component of G \Πv.

• If uv ∈ N(av) (resp. uv ∈ N(cv)), then av (resp. cv) is simplicial in G \ v with neighbours
{uv, bv};

• Furthermore uv /∈ N(av) ∩N(cv) unless V = Πv ∪ {uv, v};

Proof. Note that the subgraph G \ v is planar and S is a minimal separator of G \ v by the
hypothesis, therefore by Corollary 6 either S induces a cycle or a forest of path. Since in
addition S is a clique by the hypothesis, it follows that S either induces a singleton, an edge
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Figure 14: Existence of a clique-separator in G \ v.

or a triangle. Since S is a clique and G is prime, S is not a separator of G, so by Lemma 16
with C = V \ (Πv ∪ {v}), S is an avcv-separator of G \ v. This both implies that bv ∈ S and
S′ := S ∪ {v} is a minimal avcv-separator of G. In particular, S being a strict subset of some
minimal separator of G it cannot induce a cycle (by Corollary 6), hence it must induce either
a singleton or an edge. Furthermore, still by Lemma 16 with C = V \ (Πv ∪ {v}) there exist
exactly two components Ca, Cc of G \ (S ∪ {v}), with av ∈ Ca, cv ∈ Cc. As a result, S \ bv 6= ∅,
or else {av, bv}, {bv, cv} would be edge-separators of G, thus contradicting the hypothesis. Let
S = {uv, bv}, uv /∈ Πv∪{v}. If uv ∈ N(av), then Ca \av = ∅ (and so, av is simplicial in G\v), for
otherwise (av, uv, bv) would be a clique-separator of G. Similarly, if uv ∈ N(cv) then Cc \ cv = ∅
(and so, cv is simplicial in G \ v). In particular if uv ∈ N(av) ∩ N(cv) then Πv ∪ {uv, v} = V .
Last, as there exists an avcv-path in every component C ′ of G \ (Πv ∪ {v}) because G has no
clique-separator by the hypothesis, therefore uv ∈ C ′. This implies that V \ (Πv ∪ {v}) is a full
component of G \Πv.

5.2.2 Constrained star-decompositions

In the following, it will be useful to impose additional structure on the star-decompositions. In
order to do that, we will prove properties on some pairs of vertices in the graph. Namely, we will
prove that when x, y ∈ V satisfy a few technical conditions, then it can be assumed that Tx ∪Ty
is a subtree of the star-decomposition (T,X ).

Lemma 17 Let G be a connected graph with tb(G) = 1, let x, y ∈ V (G) be non-adjacent (and
x 6= y).

Suppose the pair (x, y) satisfies that for every xy-separator S of G, if there is z /∈ {x, y} that
dominates S then z ∈ NG(x) ∩NG(y).

Then, there is a star-decomposition (T,X ) of G with Bx, By ∈ X , x ∈ Bx, y ∈ By and either
Bx = By or Bx, By are adjacent in T . Moreover, in the latter case, Bx ⊆ N [x], By ⊆ N [y].

Proof. Consider a star-decomposition (T,X ) of G, that exists by Lemma 3. If x and y are not in
a same bag, let Bx and By be the bags containing respectively x and y and as close as possible
in T . By the properties of a tree decomposition, N(x)∩N(y) ⊆ Bx ∩By. Hence, for any bag B
between Bx and By in T , N(x) ∩N(y) ⊆ B.

• Case 1: If Bx and By are not adjacent in T , let B be any bag in the path between Bx

and By in T . By the properties of a tree decomposition, B is an xy-separator. Moreover,
let z ∈ B dominate the bag, by the hypothesis z ∈ N(x) ∩ N(y) because x, y /∈ B. As a
result, adding x and y in each bag B between Bx and By achieves a star-decomposition of
G that has a bag containing both x, y.

• Case 2: Now, let us assume that Bx and By are adjacent in T . Note that, if Bx ⊆ N [z]
for some z ∈ N(x)∩N(y) (resp., if By ⊆ N [z] for some z ∈ N(x)∩N(y)) the result holds.
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Indeed, adding y in Bx (resp., x in By) achieves a star-decomposition of G that has a bag
containing both x, y.

So, let us consider the case when none of the two bags Bx, By is dominated by a vertex
of N(x) ∩ N(y). Then, Bx \ x and By \ y are xy-separators by the properties of a tree
decomposition. Let zx ∈ Bx, zy ∈ By satisfy Bx ⊆ N [zx] and By ⊆ N [zy]. By the
hypothesis, zx ∈ {x} ∪ (N(x) ∩N(y)) and zy ∈ {y} ∪ (N(x) ∩N(y)). Thus it follows that
zx = x and zy = y (or else, we are back to Case 1). Note that Bx ∩ By = N(x) ∩N(y) in
such a case.

We will mostly use the following two weaker versions of Lemma 17 in our proofs.

Corollary 8 Let G be a connected graph with tb(G) = 1, let x, y ∈ V (G) be non-adjacent (and
x 6= y).

Suppose there exists a minimal separator S ⊆ (N(x) ∩N(y)) ∪ {x, y} in G and {x, y} ⊆ S.
Then, there is a star-decomposition (T,X ) of G with Bx, By ∈ X , x ∈ Bx, y ∈ By and either

Bx = By or Bx, By are adjacent in T . Moreover, in the latter case, Bx ⊆ N [x], By ⊆ N [y].

Proof. We claim that for every xy-separator S′ of G, if there is z /∈ {x, y} such that S′ ⊆ N [z]
then z ∈ N(x)∩N(y). Observe that if the claim holds, then the corollary follows from Lemma 17.
To prove the claim, let S ⊆ (N(x) ∩ N(y)) ∪ {x, y} be a separator of G and {x, y} ⊆ S, that
exists by the hypothesis. Note that for any full component C of G \ S, the xy-separator S′

must contain some vertex in C. Since there are at least two full components of G \ S, then
z ∈ S \ (x, y) ⊆ N(x) ∩N(y), that finally proves the claim.

So far, the two above results in this section (Lemma 17 and Corollary 8) apply to general
graphs with tree-breadth one. However, we will need the fact that the graph is planar for the
following corollary.

Corollary 9 Let G be a connected graph with tb(G) = 1, let x, y ∈ V (G) be non-adjacent (and
x 6= y).

Suppose G is K3,3-minor-free and |NG(x) ∩NG(y)| ≥ 3.
Then, there is a star-decomposition (T,X ) of G with Bx, By ∈ X , x ∈ Bx, y ∈ By and either

Bx = By or Bx, By are adjacent in T . Moreover, in the latter case, Bx ⊆ N [x], By ⊆ N [y].

Proof. We claim that for every xy-separator S of G, if there is z /∈ {x, y} such that S ⊆ N [z] then
z ∈ N(x) ∩ N(y). Observe that if the claim holds, then the corollary follows from Lemma 17.
To prove the claim, first recall that |N(x) ∩ N(y)| ≥ 3. Since vertex z dominates S and S is
an xy-separator, therefore, z dominates N(x) ∩ N(y) because N(x) ∩ N(y) ⊆ S. In such case,
z ∈ N(x)∩N(y), or else, G admits a K3,|N(x)∩N(y)|-minor with {x, y, z} and N(x)∩N(y) being
the respective of the bipartition, which contradicts the hypothesis.

Before we conclude this section, let us emphasize a useful consequence of Corollary 8 regarding
minimal 2-separators.

Lemma 18 Let G = (V,E) with tb(G) = 1, let x, y ∈ V be non-adjacent such that S = {x, y}
is a minimal separator of G (x 6= y). For every full component C of G \ S, we have that
N(x) ∩N(y) ∩ C 6= ∅.

Proof. Let (T,X ) be a star-decomposition of G, that exists by Lemma 3, minimizing the distance
in T between the subtrees Tx and Ty (respectively induced by the bags containing x and y). There
are two cases.
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• First, suppose that Tx ∩ Ty 6= ∅. For any full component C of G \ S, let TC be the subtree
that is induced by all bags intersecting C. Because C is a full component, there must be an
edge between x and a vertex of C, and this edge is in a bag of Tx∩TC . Similarly, there must
be an edge between y and a vertex of C, and this edge is in a bag of Ty ∩ TC . As a result,
the subtrees Tx, Ty, TC are pairwise intersecting, and so by the Helly property (Lemma 1)
Tx ∩ Ty ∩ TC 6= ∅ i.e., there exists a bag Xt which contains S and it intersects C. Let
z ∈ Xt dominate the bag. Note that z ∈ C ∪S because it has to dominate some vertices in
C and so, it cannot be in V \ (C∪S). Furthermore, recall that x, y are non-adjacent by the
hypothesis. Therefore, z ∈ C ∩N(x) ∩N(y), and the result holds for any full component
C of G \ S.

• Else, since S = {x, y} is a minimal separator and we assume (T,X ) to minimize the
distance in T between Tx and Ty, by Corollary 8 there are two adjacent bags Bx, By such
that x ∈ Bx\By dominates Bx, y ∈ By\Bx dominates By. Since Bx∩By is an xy-separator
by the properties of a tree-decomposition, then Bx ∩By ∩ C 6= ∅ for every full component
C of G \ S, that is N(x) ∩N(y) ∩ C 6= ∅.

5.2.3 Bounded Treewidth

Independently from Algorithm Leaf-BottomUp, let us introduce in this section another property
of (not necessarily prime) planar graphs with tree-breadth one. More precisely, we prove these
graphs have bounded treewidth. To prove this property, we will use the same terminology as for
the previous subsections.

Lemma 19 Let G be planar with tb(G) ≤ 1. Then, tw(G) ≤ 4 and the upper-bound is sharp.

v

b

ax y

u

Figure 15: A planar graph G with tb(G) = 1 and tw(G) = 4.

Proof. The treewidth of G is the maximum treewidth of its atoms [10], so, let us assume G to be
a prime planar graph. Let (T,X ) be any star-decomposition of G, the graph H = (V, {{u, v} |
Tu ∩ Tv 6= ∅}) is chordal. Furthermore, if H ′ is a chordal graph with same vertex-set V and
such that E(G) ⊆ E(H ′) ⊆ E(H) then any clique-tree of H ′ is still a star-decomposition of G.
Therefore, we will assume w.l.o.g. that H is a minimal triangulation of G and (T,X ) is a clique-
tree of H (in particular, (T,X ) is reduced). Additional properties of (T,X ) will be deduced from
the latter assumption about H by using the results from [14]. Let us now prove the lemma by
induction on |V (G)| (the base-case of the graph with a single vertex is trivial).

• If |X | = 1, then G has some universal vertex u. Furthermore, since G is planar therefore,
G \ u is outerplanar [44]. Consequently, tw(G \ u) ≤ 2 [9], so, tw(G) ≤ 3.
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• Suppose |X | = 2. Let X = {B,B′}. Since (T,X ) is assumed to be a clique-tree of some
minimal triangulation H of G, therefore, B∩B′ is a minimal separator [14]. Let us remind
that by Corollary 7 there is a planar supergraph G′ of G with same vertex-set so that B∩B′
induces either an edge or a cycle of G′. Furthermore (T,X ) is also a star-decomposition
of G′, so, tb(G′) ≤ 1. In addition, tw(G) ≤ tw(G′). Recall that we can further assume G′

to be prime (or else, we apply the induction hypothesis on the atoms of G′), hence B ∩B′
induces a cycle of G′ of length at least four. Let B∆B′ = (B \ B′) ∪ (B′ \ B). Since H is
assumed to be a minimal triangulation and B,B′ are leaves of a clique-tree of H, therefore,
B \B′ is a (nonempty) dominating clique of the subgraph G[B], and similarly B′ \B is a
(nonempty) dominating clique of the subgraph G[B′] [14]. Thus, every vertex u ∈ B∆B′

satisfies B ∩B′ ∈ N(u). Since |B ∩B′| ≥ 4 because B ∩B′ induces a cycle of G′ of length
at least four, therefore, |B∆B′| ≤ 2 or else there would be a K3,3-minor of G′ with any
three vertices of B ∩B′ being one part of the bipartition. As a result, since B ∩B′ induces
a cycle, tw(G) ≤ tw(G′) ≤ 2 + |B∆B′| = 4.

• Finally, suppose |X | ≥ 3. Let t ∈ V (T ) be an internal node, by the properties of a tree
decomposition the bag Xt is a separator of G. Let b ∈ Xt satisfy Xt ⊆ NG[b]. Since G
is prime and so, biconnected, therefore Xt \ b is a separator of G \ b. In such case, let
us remind by Lemma 13 that there exist a, c ∈ Xt \ b non-adjacent such that {a, c} is a
minimal separator of G \ b. In particular, the path Π = (a, b, c) is a separator of G. Let
C1, C2, . . . , Cl be the components of G \ Π. For every 1 ≤ i ≤ l, let Gi be obtained from
G[Ci ∪ Π] by making the two endpoints a, c of Π adjacent. Note that Gi can be obtained
from G by edge-contractions (because G is prime and so, a, c ∈ N(Cj) for every 1 ≤ j ≤ l),
therefore, tb(Gi) ≤ 1 because tree-breadth is stable under edge-contractions (Lemma 2).
In addition, tw(G) ≤ maxi tw(Gi) because Π induces a triangle in every graph Gi by
construction. As a result, for every 1 ≤ i ≤ l, since |V (Gi)| < |V (G)| by construction,
therefore tw(Gi) ≤ 4 by the induction hypothesis, whence tw(G) ≤ 4.

Let G be constructed from the cycle (u, v, x, y) of length four by adding two vertices a, b such
that NG(a) = NG(b) = {u, x, v, y} (see Figure 15 for an illustration). Since there exists a star-
decomposition of G with two bags (respectively dominated by a, b), tb(G) ≤ 1. Moreover, G is
4-regular by construction, therefore tw(G) ≥ 4 [10]. This proves the sharpness of the upper-
bound.

Note that since it is well-known that many difficult problems can be solved on bounded-
treewidth graphs in linear-time, therefore, it may be the case that the recognition of planar
graphs with tree-breadth at most one can be simplified by using Lemma 19. However, we were
unable to find a way to use it in our proofs (actually, the star-decomposition that can be computed
using our algorithm may have unbounded width — because of leaf-vertices of Type 1).

5.3 Correctness of Algorithm Leaf-BottomUp

5.3.1 Existence of a P3-separator

As a first step to prove correctness of Algorithm Leaf-BottomUp, let us prove correctness of Step
1. That is, we will prove that for every planar graph G with tb(G) = 1, G contains a leaf-vertex
or G admits a star-decomposition with at most two bags.

To prove this step, we will prove additional properties of the minimal separators of prime
planar graphs with tree-breadth one. In the following, let P3(G) be the set of (not necessarily
minimal) separators of G that induce paths of length 2 (we will call them P3-separators since
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they have three vertices). We will distinguish the case when P3(G) 6= ∅ from the case when
P3(G) = ∅.

Theorem 7 Let G be a prime planar graph with tb(G) = 1. If P3(G) 6= ∅, then G has a
leaf-vertex.

Proof. Let Π = (a, b, c) ∈ P3(G) minimize the size of a smallest component of G \ Π. We recall
that {a, c} /∈ E(G) because G is assumed to be prime by the hypothesis (the latter fact will be
used in the following). Let C be any component of G \Π of minimum size. Our aim is to prove
the existence of some leaf-vertex v ∈ C (the latter dominating the component C), that will prove
Theorem 7.

Claim 1 There do not exist Π′ ⊆ Π ∪ C, C ′ ⊂ C such that Π′ ∈ P3(G) and C ′ is a component
of G \Π′.

Proof. The claim follows from the minimality of C. �

We will often use Claim 1 in the remaining of the proof.
Let (T,X ) be a star-decomposition of G, that exists by Lemma 3. In particular, let Ta, Tc be

the subtrees that are respectively induced by the bags containing a or c. Assume w.l.o.g. that
(T,X ) minimizes the distance in T between the subtrees Ta and Tc. We will distinguish the case
Ta ∩ Tc 6= ∅ from the case Ta ∩ Tc = ∅.

Case Ta ∩ Tc 6= ∅. In such case, the subtrees Ta, Tb, Tc are pairwise intersecting and so, by the
Helly property (Lemma 1) Ta ∩ Tb ∩ Tc 6= ∅. Let us remove all vertices in V \ (Π∪C) from bags
in (T,X ). Let us call (T,XC) the resulting tree decomposition of G[Π ∪ C].

Claim 2 (T,XC) has breadth one.

Proof. There are two cases to be considered.

• If b has some neighbour in C, then C must be a full component of G \ Π, or else one of
{a, b}, {b, c} should be a clique-separator thus contradicting the fact that G is prime by the
hypothesis. In such case, the claim follows from Lemma 9.

• Else, b has no neighbour in C, and let D be the connected component of b in G \ (a, c).
Let H be obtained from G by contracting D to b. By Lemma 2, tb(H) = 1. Let (T,XH)
be the tree decomposition of breadth one of H where for every t ∈ V (T ), XH

t = Xt

if Xt ∩ D = ∅, XH
t = (Xt \ D) ∪ {b} else. Moreover, since b has no neighbour in C,

D ∩ NG[C] = ∅ and so, H[C ∪ Π] = G[C ∪ Π] by construction. Finally, since {b} is a
full component of H \ (a, c), therefore, by Lemma 9 applied to H, the tree decomposition
(T,XC) is indeed a tree decomposition of breadth one of G[C ∪Π].

�

Let (T ′,X ′) be any reduced tree decomposition obtained from (T,XC). We point out that
T ′a ∩ T ′b ∩ T ′c 6= ∅ by construction (because Ta ∩ Tb ∩ Tc 6= ∅). Furthermore, since by Claim 2
(T,XC) has breadth one, therefore (T ′,X ′) is a star-decomposition of G[C ∪Π] by Lemma 3.

We will prove that C contains a leaf-vertex by contradiction. Informally, we will show, using
the properties of the star-decomposition (T ′,X ′), that if it is not the case that C contains a
leaf-vertex, then P3(G[C ∪Π]) ∩ P3(G) 6= ∅ and the latter contradicts Claim 1.
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In order to prove this, first note that a has at least one neighbour in C because G is prime by
the hypothesis (indeed, (b, c) cannot be an edge-separator of G). We now distinguish between
several subcases.

• Case 1. There is u ∈ C such that u ∈ N(a) ∩ N(b) ∩ N(c) (e.g., see Figure 16). By
Lemma 15, either C is reduced to u or there exist Π′ = (a, u, c) ∈ P3(G), C ′ ⊆ C \ u and
C ′ is a component of G \ Π′. The latter case contradicts Claim 1, therefore, C is reduced
to u and so u is a leaf-vertex of Type 2.

a c

u

b

G  C\

C 

Figure 16: Case 1

Thus, from now on let us assume that no such vertex u exists.

• Case 2. By contradiction, assume N(a)∩C ⊆ N(b)∩C. By Lemma 14, |N(a)∩N(b)∩C| ≤
1, so, |N(a) ∩ C| = 1. Let u ∈ N(a) ∩ N(b) ∩ C be the unique neighbour of vertex a in
C (see Figure 17). Since in such case we can assume that u /∈ N(c) (for otherwise, we
are back to Case 1), and vertex c has some neighbour in C because G is prime (and so,
(a, b) cannot be an edge-separator of G), therefore, C is not reduced to vertex u. Then,
Π′ = (u, b, c) ∈ P3(G) because it separates a from C \ u, and so there is at least one
component of G \ Π′ that is strictly contained into C by construction. This contradicts
Claim 1, so, Case 2 cannot occur.

a c

u

b

G \C 

C 

Figure 17: Case 2

• Case 3. There is u ∈ C satisfying u ∈ N(a) \N(b). By the properties of a tree decompo-
sition, there is some bag B′ ∈ T ′a ∩ T ′u. Let v ∈ B′ dominate the bag B′. By construction,
v 6= b because u ∈ B′ \ N(b), similarly v 6= c because a ∈ B′ \ N(c). We will also prove
later that v 6= a. Moreover, Π\N [v] 6= ∅ (or else, we are back to Case 1), hence Π\B′ 6= ∅.
So let B be the bag adjacent to B′ onto the unique path in T ′ from B′ to T ′a ∩ T ′b ∩ T ′c (we
remind that the latter subtree is nonempty by construction). By the properties of the tree
decomposition (T ′,X ′), B ∩B′ is a separator of G[C ∪Π]. Furthermore, a ∈ B ∩B′. More
generally Π ∩ B′ ⊆ B ∩ B′ by construction, therefore B ∩ B′ is also a separator of G by
Lemma 16. Let w ∈ B dominate this bag. Observe that w 6= c because a ∈ B ∩B′.
We will prove that v ∈ C and v is a leaf-vertex. In order to prove these two results, we will
need to prove that C ∪ Π is fully contained into the two adjacent bags B,B′ (Claim 7).
The latter will require intermediate claims.

Claim 3 c ∈ B ∩B′.
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Proof. Assume for the sake of contradiction that c /∈ B ∩B′ (see Figure 18). Then, c /∈ B′
because Π∩B′ ⊆ B∩B′ by construction. We will prove that the latter contradicts Claim 1.

Indeed, first observe that G \ w is connected because G is prime and so, biconnected, by
the hypothesis. In addition (B ∩B′) \ w is a (not necessarily minimal) separator of G \ w
because it separates B′ \B from c. Let S ⊆ (B ∩B′) \w be a minimal separator of G \w.
By Lemma 13, there exist x, y ∈ (B ∩ B′) \ w non-adjacent such that S = {x, y}, and so,
Π′ = (x,w, y) ∈ P3(G). Note that Π′ 6= Π, because we assume that c /∈ B ∩ B′ and so
c /∈ {x, y}. Moreover, since (T ′,X ′) is a star-decomposition of G[C ∪Π] by construction we
have that Π′ ⊆ Π ∪ C, therefore x ∈ C or y ∈ C, because c /∈ {x, y} and a, b are adjacent
whereas x, y are non-adjacent. W.l.o.g. let x ∈ C.

B' B

v w

x
u

a

y

... 

cb

Figure 18: Case c /∈ B ∩B′

Subclaim 3.1 Π′ is not an ac-separator.

Proof. We refer to Figure 19 for an illustration of the proof. Let C ′ be any component of
G \ (Π∪C). Observe that C ′ is fully contained into some component D of G \Π′, because
Π′ ⊆ Π ∪ C. In addition, a, c ∈ N(C ′) because G is prime by the hypothesis (and so,
neither a nor b nor c nor (a, b) nor (b, c) can be a separator of G). In particular, since we
assume c /∈ B ∩B′ and so, c /∈ Π′, therefore, c ∈ D. As a result, either a ∈ Π′ or a, c ∈ D,
that finally proves the subclaim. ◦

B'

C'
D

a

b c

w

y
u

v

Π
Π'

Figure 19: Π′ is not an ac-separator.

Let D be the component of G\Π′ such that c ∈ D, that exists because we assume c /∈ B∩B′
and so, c /∈ Π′. Since b, c are adjacent and Π′ is not an ac-separator by Claim 3.1, therefore,
Π ⊆ Π′ ∪D.

Moreover, let us show that Claim 3.1 implies the existence of some D′ ⊂ C being a
component of G \ Π′, thus contradicting Claim 1. Indeed, let D′ be any component of
G \ (Π′ ∪ D). Since G is prime by the hypothesis, x has some neighbour in D′ and so,
D′ ∩ C 6= ∅ because x ∈ C and Π ∩D′ = ∅ by construction. But then, D′ ⊆ C \ x, for the
existence of some z ∈ D′ \ C would imply that D′ ∩Π 6= ∅.
To sum up, we conclude that it must be the case that c ∈ B ∩B′. �

We will use Claim 3 to prove that v ∈ C, as follows:

Inria



On computing tree and path decompositions with metric constraints on the bags 33

Claim 4 v ∈ C. Furthermore, the two vertices b, v are non-adjacent.

Proof. Recall that v ∈ C ∪ Π because (T ′,X ′) is a star-decomposition of G[C ∪ Π] by
construction. So we will only need to prove that v /∈ Π. First, since a ∈ B ∩ B′ by
construction and c ∈ B ∩ B′ by Claim 3, therefore, a, c ∈ B′ ⊆ N [v]. The latter implies
that v /∈ {a, c} because a, c ∈ N [v] whereas a, c are non-adjacent. Furthermore, this implies
b /∈ N [v] because we assume that Π 6⊆ N [v] (for otherwise, we are back to Case 1). As a
result, v /∈ Π, whence v ∈ C. �

Then, we will need the following technical claim in order to prove that w = b (Claim 6).

Claim 5 G[C ∪Π] is prime.

Proof. Suppose by contradiction there exists a clique-separator S ofG[C∪Π]. Then, S could
not be a separator of G because G is prime by the hypothesis. By Lemma 16, the latter
implies that S is an ac-separator of G[C∪Π]. Therefore, the two vertices b, v ∈ N(a)∩N(c)
must be in S, and so, since b, v are non-adjacent by Claim 4, the latter contradicts the fact
that S is a clique. �

Claim 6 w = b.

Proof. Assume for the sake of contradiction w 6= b (see Figure 20). We will prove that it
contradicts Claim 1.

Indeed, the graph G[C ∪Π] \w is connected because G[C ∪Π] is prime by Claim 5 and so,
biconnected. In addition, (B∩B′)\w is a (not necessarily minimal) separator of G[C∪Π]\w
because it separates b from B′ \ B (recall that b, v are non-adjacent by Claim 3, and so,
b /∈ B′ ⊆ N [v]). Let S ⊆ (B ∩ B′) \ w be a minimal separator of G[C ∪ Π] \ w. By
Lemma 13, there exist x, y ∈ (B ∩ B′) \ w non-adjacent such that S = {x, y}, and so,
Π′ = (x,w, y) ∈ P3(G[C ∪ Π]). Furthermore, b /∈ Π′ ⊆ (B ∩ B′) ∪ {w} ⊆ N [v] ∪ {w} and
so, Π′ cannot be an ac-separator of G[C ∪Π], whence by Lemma 16 Π′ is a separator of G,
and so, Π′ ∈ P3(G).

B' B 

bv w

a=x

u

c=y

... 

Figure 20: Case c ∈ B ∩B′ and w 6= b.

Let D ⊆ C∪Π be the component of G[C∪Π]\Π′ containing vertex b. Note that Π ⊆ D∪Π′

because Π′ is not an ac-separator ofG[C∪Π]. LetD′ be any component ofG[C∪Π]\(Π′∪D),
that exists because Π′ ∈ P3(G[C ∪Π]). Since N(D′) ⊆ C ∪Π by construction, D′ ∩Π = ∅
by construction and D′ is a component of G[C ∪Π] \Π′, therefore, D′ is also a component
of G \Π′. The latter contradicts Claim 1 because D′ ⊂ C. �

Let S = {v, b} ∪ (B ∩ B′). We are now able to prove that S = C ∪ Π (Claim 7). That is,
C ∪Π is fully contained in the two adjacent bags B,B′ (respectively dominated by b, v).

Claim 7 S = C ∪Π.
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Proof. Assume by contradiction S 6= C ∪ Π, let D be a component of G[C ∪ Π] \ S (see
Figure 21). Note that D ⊂ C because Π ⊂ S by construction. Furthermore, v, b /∈ B ∩B′
because w = b by Claim 6 and b /∈ N(v) by Claim 3, so, B ∩B′ is a (minimal) vb-separator
of G[C ∪ Π]. The latter implies v /∈ N(D) or b /∈ N(D) because D induces a connected
subgraph, D ∩B ∩B′ = ∅ by construction, and B ∩B′ is a bv-separator of G[C ∪Π]. As a
result, there exists z ∈ {v, b} such that N(D) \ z ⊆ B ∩B′.

B' B 

v b

x

a

... 

D 

c

y

Figure 21: Case z = v.

Moreover let {z, z′} = {v, b}. G[C ∪ Π] \ z is connected because G|C ∪ Π] is prime by
Claim 5, and so, biconnected. In addition, N(D) \ z is a minimal separator of G[C ∪Π] \ z
because it separates D from z′ and N(D) \ z ⊆ B ∩ B′ ⊆ N(z′) by construction. By
Lemma 13, one obtains the existence of two non-adjacent vertices x, y ∈ B ∩B′ such that
N(D)\ z = {x, y}, whence N(D) ⊆ {x, y, z}. Then, by construction Π′ = (x, z, y) ∈ P3(G)
with D ⊂ C being a component of G \Π′, that contradicts Claim 1. �

By Claim 7, C ∪ Π = S (see Figure 22). Note that it implies that C ⊆ N [v] because
C \ v = (B ∩B′) \ (a, c). In order to conclude that v is a leaf-vertex, we will finally prove
in Claim 8 that either B ∩B′ = {a, c} or B ∩B′ induces a path.

v b

a

c

G C\

Figure 22: Case c ∈ B ∩B′, w = b and C ∪Π = {v, b} ∪ (B ∩B′).

Claim 8 If B ∩B′ 6= {a, c}, then G[B ∩B′] is a path.

Proof. Recall that b, v /∈ B ∩ B′ because w = b by Claim 6 and b /∈ N(v) by Claim 3.
Hence by the properties of a tree decomposition, B ∩ B′ is a bv-separator of G[C ∪ Π].
Since v ∈ C by Claim 4, a ∈ B ∩B′ by construction and c ∈ B ∩B′ by Claim 3, therefore
B ∩ B′ is also a vb-separator of G. In particular, B ∩ B′ is a minimal bv-separator of G
because B ∩B′ ⊆ N(v)∩N(w) = N(v)∩N(b) (indeed, recall that w = b by Claim 6). By
Corollary 6, B ∩B′ either induces a cycle or it induces a forest of paths.

Subclaim 8.1 B ∩B′ does not induce a cycle.

Proof. By contradiction, let B ∩B′ induce a cycle. Recall that B ∩B′ contains the pair of
non-adjacent vertices a, c (because a ∈ B∩B′ by construction and c ∈ B∩B′ by Claim 3).
Therefore, one can contract B∩B′ until one obtains an induced quadrangle (a, x, c, y). Let
us contract an arbitrary component of G \ (Π ∪ C) so as to obtain a vertex z. Note that
a, c ∈ N(z) because G is prime by the hypothesis (indeed, neither a nor b nor c nor (a, b)
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nor (a, c) can be a separator of G). Then, let us contract the edge {a, z} to a. By doing
so, one obtains a K3,3-minor with {a, b, v} being one part of the bipartition and {x, y, c}
being the other part. This contradicts the fact that G is planar by the hypothesis, therefore
B ∩B′ does not induce a cycle. ◦

It follows from Claim 8.1 that B ∩ B′ induces a forest of paths. Suppose for the sake
of contradiction that B ∩ B′ induces a forest of at least two paths. Let x /∈ {a, c} be
the endpoint of some path in the forest, that exists because we assume that B 6= {a, c}.
Observe that |N(x)| ≥ 2 because b, v ∈ N(x), and |N(x)| = |N(x) ∩ (C ∪ Π)| ≤ 3 because
x is the endpoint of some path of B∩B′ and x ∈ C. Furthermore, N(x)\ (b, v) ⊆ B∩B′ ⊆
N(b)∩N(v), and so, if |N(x)| = 3 then N(x) induces a path. Let Π′ = N(x) if |N(x)| = 3,
else Π′ = (b, a, v). By construction, Π′ ⊆ Π ∪ C is a separator of G with {x} ⊂ C being a
component of G \Π′, thus contradicting Claim 1. Consequently, B ∩B′ induces a path. �

By Claim 8, either B ∩B′ = {a, c} or B ∩B′ induces a path. Furthermore, B ∩B′ = N(v)
because v ∈ C (Claim 4) and C ∪ Π = {v, b} ∪ (B ∩ B′) (Claim 7). In particular, if
B ∩ B′ = {a, c} then v is a leaf-vertex of Type 3. Else, B ∩ B′ induces a path and the
latter implies that |B ∩B′| ≥ 4 or else the path B ∩B′ would be a separator of G with {v}
being a component of G \ (B ∩B′), thus contradicting Claim 1. As a result, since we also
have that B ∩B′ ⊆ N(b) and b, v are non-adjacent by Claim 4, therefore, v is a leaf-vertex
of Type 1.

Case Ta ∩ Tc = ∅. Since Π is a separator of G and G is prime by the hypothesis, one of Π
or Π \ b must be a minimal separator of G. Therefore, since (T,X ) is assumed to minimize the
distance in T between Ta and Tc, by Corollary 8 there exist two bags Ba, Bc that are adjacent in
T and such that a ∈ Ba \Bc and c ∈ Bc \Ba. Furthermore, a dominates Ba while c dominates
Bc. Note that Ba ∩Bc = N(a)∩N(c), so, b ∈ Ba ∩Bc. In particular, by the properties of a tree
decomposition this implies that S = N(a) ∩N(c) is a minimal ac-separator of G.

We will prove that C is reduced to a vertex (Claim 10), the latter being a leaf-vertex.

Claim 9 C ⊆ S.

Proof. Assume for the sake of contradiction that C 6⊆ B ∩ B′. By the properties of a tree
decomposition it comes that some vertex y ∈ C is separated from a or c by the set S = B∩B′ =
N(a) ∩ N(c). Say w.l.o.g. that S is an yc-separator. Let C ′ ⊂ C be the connected component
containing y in G \ (S ∪ {a}). Since we have that G \ a is connected because G is prime by the
hypothesis (and so, biconnected), that c /∈ C ′ and N(C ′) \ a ⊆ S ∩ (C ∪ Π) ⊆ N(c) ∩ (C ∪ Π),
then it comes that N(C ′) \ a is a minimal yc-separator of G \ a. So, by Lemma 13 there exist
x′, y′ ∈ S such that N(C ′) \ a = {x′, y′}. Therefore, Π′ = (x′, a, y′) ∈ P3(G) and C ′ ⊂ C is a
component of G \Π′, that contradicts Claim 1. �

By Claim 9, C ⊆ S (see Figure 23 for an illustration). Since S is an ac-separator and for any
component C ′ of G \ (Π ∪ C), a, c ∈ N(C ′) because G is prime, therefore S ∩ C ′ 6= ∅. One thus
obtains the following chain of strict subset containment relations C ⊂ C∪{b} ⊂ S. Furthermore,
by Corollary 6, S either induces a cycle or a forest of paths, so, C being a strict connected subset
of S, it must induce a path. In particular, C∪{b} also being a strict subset of S, either it induces
a path or it is the union of the path induced by C with the isolated vertex b.

Claim 10 |C| = 1.
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...

a
b

c

C

B Ba c

Figure 23: Case Ta ∩ Tc = ∅.

Proof. Assume for the sake of contradiction that |C| ≥ 2. Since C induces a path, let us pick an
endpoint v ∈ C that is not adjacent to vertex b (recall that C ∪ {b} being a strict subset of S,
it does not induce a cycle). In such a case, N(v) induces a path Π′ ∈ P3(G), with a, c ∈ Π′ and
{v} ⊂ C is a component of G \Π′, thus contradicting Claim 1. �

By Claim 10, C is reduced to a vertex v, that is either a leaf-vertex of Type 2 (if v ∈ N(b))
or of Type 3 (if v /∈ N(b)).

Note that in some cases, there may only exist leaf-vertices of only one Type (i.e., see respec-
tively Figure 24, 25 and 26 for Types 1,2 and 3). Therefore, there is none of the three Types of
leaf-vertices that can be avoided in our algorithm.

d

v

v

v

v

1

2

3

4

Figure 24: A planar graph G
with tb(G) = 1 and all of its
four leaf-vertices v1, v2, v3, v4
of Type 1.
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Figure 25: A planar graph G
with tb(G) = 1 and all of its
four leaf-vertices v1, v2, v3, v4
of Type 2.
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Figure 26: A planar graph G
with tb(G) = 1 and all of its
four leaf-vertices v1, v2, v3, v4
of Type 3.

Examples of planar graphs G with tb(G) = 1 and P3(G) = ∅ include C4, the cycle with four
vertices. To prove correctness of Step 1, it now suffices to prove that all these graphs (with
P3(G) = ∅) admit a star-decomposition with at most two bags.

Lemma 20 For any prime planar graph G, if tb(G) = 1 and P3(G) = ∅, then G admits a
star-decomposition with at most 2 bags.

Proof. By contradiction, let (T,X ) be a star-decomposition of G with at least three bags. Let
t ∈ V (T ) be an internal node, by the properties of a tree decomposition the bag Xt is a separator
of G. Let u ∈ Xt satisfy Xt ⊆ NG[u]. Since G is biconnected, therefore Xt \ u is a separator
of G \ u. By Lemma 13, there exist x, y ∈ Xt \ u non-adjacent such that {x, y} is a minimal
separator of G \u. In such case, (x, u, y) ∈ P3(G), which contradicts the fact that P3(G) = ∅.

5.3.2 Case of leaf-vertex v of Type 1

Lemma 21 Let G be a prime planar graph and v be a leaf-vertex of Type 1. Let Πv be the path
induced by N(v) and let av, cv be the ends of Πv. Suppose V (G) 6= N [v] ∪ {dv}.

Then Π′ = (av, dv, cv) ∈ P3(G) and N [v] \ {av, cv} is a component of G \Π′.
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Proof. Let C be a component of G\(N [v]∪{dv}), that exists by the hypothesis. By construction,
v /∈ N [C], so, N(C) ⊆ N(v) ∪ {dv} separates v from C. Furthermore, since G is prime by the
hypothesis, there exist x, y ∈ N(C) non-adjacent. Note that dv /∈ {x, y} because N(v) ⊆ N(dv)
by the hypothesis, hence x, y ∈ N(v).

We claim that {x, y} = {av, cv}. By contradiction, suppose x /∈ {av, cv}. Let us write
Πv = (P, x,Q, y,R) with P,Q non-empty subpaths of Πv and R a (possibly empty) subpath of
Πv. In such a case, the connected subsets S1 := {v} ∪ P, S2 := {dv}, S3 := {x}, S4 := Q
and S5 := {y} ∪ C induce a K5-minor of G, that contradicts the hypothesis that G is planar.
Therefore, the claim is proved, that is, {x, y} = {av, cv}.

To prove the lemma, it now suffices to prove that N(C) ∩ N(v) = {av, cv} for in such a
case the result will hold for any component C ′ of G \ (N [v] ∪ {dv}). By contradiction, let
x′ ∈ (N(C) ∩ N(v)) \ (av, cv). Since |N(v)| ≥ 4 because v is a leaf-vertex of Type 1 by the
hypothesis, therefore, x′ and av are non-adjacent or x′ and cv are non-adjacent. Let y′ ∈ {av, cv}
be non-adjacent to x′. Since x′, y′ ∈ N(C) ∩ N(v) are non-adjacent, therefore, by the same
proof as for the above claim {x′, y′} = {av, cv}, that would contradict the assumption that
x′ /∈ {av, cv}. As a result, N(C) ⊆ (av, dv, cv) and so, since the result holds for any component
C ′ of G \ (N [v] ∪ {dv}), Π′ = (av, dv, cv) ∈ P3(G) with N [v] \ {av, cv} being a full component of
G \Π′.

Theorem 8 Let G be a prime planar graph and v be a leaf-vertex of Type 1. Let Πv be the path
induced by N(v) and let av, cv be the ends of Πv. Suppose V (G) 6= N [v] ∪ {dv}.

Then, the graph G′, obtained from G \ v by contracting the internal vertices of Πv to a single
edge, is prime and planar, and tb(G) = 1 if and only if tb(G′) = 1.

v

vd
av cv

vd
av cv

x y

Figure 27: Contraction of the internal vertices of Πv to a single edge and removal of v.

Proof. For the remaining of the proof, let Π′v = (av, x, y, cv) be the path resulting from the
contraction of the internal vertices of Πv to the edge {x, y} in G′. By Lemma 21 (av, dv, cv) ∈
P3(G) with (N [v] \ (av, cv)) being a full component of G \ (av, dv, cv). Consequently, NG′(x) =
{av, dv, y} and NG′(y) = {cv, dv, x}.

The graph G′ is a minor of G, that is a planar graph by the hypothesis, so, G′ is also planar.
In order to prove that G′ is prime, by contradiction, let S be a minimal clique-separator of G′.
There are two cases to be considered.

• Suppose x ∈ S or y ∈ S. In such case, S ⊆ (av, x, dv), or S ⊆ (x, dv, y), or S ⊆ (y, dv, cv).
By Lemma 21 (av, dv, cv) ∈ P3(G) with(N [v] \ (av, cv)) being a full component of G \
(av, dv, cv), and so, for every component C of G′ \ (Π′v ∪ {dv}) = G \ (N [v]∪ {dv}) av, cv ∈
N(C) because G is prime by the hypothesis. In such case, since av /∈ S or cv /∈ S, therefore,
G′ \ S is connected, that contradicts the assumption that S is a clique-separator of G′.

• Else, x, y /∈ S. Since av /∈ S or cv /∈ S because av and cv are non-adjacent in G′, therefore,
S must be a separator of G′ \ (x, y) or else G′ \ S would be connected because Π′v induces
a path of G′ (thus contradicting the assumption that S is a separator of G′). In such a
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case, since by Lemma 21 (av, dv, cv) ∈ P3(G) with(N [v] \ (av, cv)) being a full component
of G \ (av, dv, cv), since S is a separator of G′ \ (x, y) = G \ (N [v] \ (av, cv)) and since S is
not a separator of G because G is prime by the hypothesis, therefore, by Lemma 16 there
are exactly two components Ca, Cc in G′ \ (S∪{x, y}) with av ∈ Ca and cv ∈ Cc. However,
Π′v is an avcv-path of G′ \S, thus contradicting the assumption that S is a separator of G′.

As a result, G′ is a prime planar graph.

Finally, let us prove tb(G) = 1 if and only if tb(G′) = 1.

• If tb(G) = 1 then tb(G\v) = 1 because N(v) ⊆ N(dv) by the hypothesis, and so, tb(G′) = 1
because G′ is obtained from G \ v by edge-contractions and tree-breadth is contraction-
closed (Lemma 2).

• Conversely, let us prove that tb(G) = 1 if tb(G′) = 1. To prove this, let (T ′,X ′) be a
reduced star-decomposition of G′, that exists by Lemma 3, minimizing the distance in T ′

between the two subtrees T ′av
and T ′cv . In order to prove tb(G) = 1, it suffices to show how

to construct a star-decomposition of G from (T ′,X ′).
We will prove as an intermediate claim that T ′av

∩ T ′cv 6= ∅. By contradiction, suppose
T ′av
∩ T ′cv = ∅. Since by Lemma 21 (av, dv, cv) ∈ P3(G) with (N [v] \ (av, cv)) being a

full component of G \ (av, dv, cv), therefore, (av, dv, cv) ∈ P3(G′) with {x, y} being a full
component of G′\(av, dv, cv). Since we proved that G′ is prime, it follows that one of (av, cv)
or (av, dv, cv) is a minimal separator of G′. In such a situation, since (T ′,X ′) is assumed to
minimize the distance in T ′ between T ′av

and T ′cv , therefore, by Corollary 8 there are two
adjacent bags B′av

, B′cv such that av ∈ B′av
\B′cv and cv ∈ B′cv \B

′
av

respectively dominate
B′av

and B′cv in G′. However by the properties of a tree decomposition this implies that
B′av
∩B′cv = N(av) ∩N(cv) is an avcv-separator of G′, thus contradicting the existence of

the avcv-path Π′v. Therefore, the claim is proved and T ′av
∩ T ′cv 6= ∅.

Recall that T ′av
∩ T ′dv

6= ∅ and similarly T ′cv ∩ T
′
dv
6= ∅ by the properties of a tree decom-

position. Hence, the subtrees T ′av
, T ′cv , T

′
dv

are pairwise intersecting, and so, by the Helly
property (Lemma 1), T ′av

∩ T ′dv
∩ T ′cv 6= ∅. Let us now proceed as follows so as to obtain a

star-decomposition of G. Let us remove x, y from all bags in X ′, that keeps the property for
(T ′,X ′) to be a star-decomposition because x and y are dominated by dv in G′. Then, let
us add two new bags B1 = N [v], B2 = N(v)∪{dv}, and finally let us make B1, B2 pairwise
adjacent and let us make B2 adjacent to some bag of T ′av

∩T ′dv
∩T ′cv . By construction, the

resulting tree decomposition is indeed a star-decomposition of G, whence tb(G) = 1.

5.3.3 Proof of Step 3.1 (a)

In the following three subsections ( 5.3.3, 5.3.4 and 5.3.5) we will prove correctness of the algo-
rithm for the case of a leaf-vertex v of Type 2 or 3 and G \ v is prime ( Step 3.1). Our proofs in
these subsections will mostly rely on Lemma 17.

Let us first show how we can use Lemma 17 in order to prove correctness of Step 3.1 (a).
Note that since we are in the case when G \ v is prime, we needn’t prove it in the following
Theorem 9.

Theorem 9 Let G = (V,E) be a prime planar graph, let v be a leaf-vertex of Type 2 or 3, and
let Πv = (av, bv, cv) be as in Definition 5.
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Suppose that |N(av)∩N(cv)| ≥ 3 in G \ v, or there exists a minimal separator S ⊆ (N(av)∩
N(cv)) ∪ {av, cv} in G \ v and {av, cv} ⊆ S.

Then, tb(G) = 1 if and only if tb(G \ v) = 1.

Proof. First we prove that tb(G) = 1 implies that tb(G \ v) = 1, that is the easy part of the
result. Let (T,X ) be a tree decomposition of G of breadth one, let (T,X ′) be such that for every
node t ∈ V (T ), X ′t = Xt \ v. Observe that (T,X ′) is a tree decomposition of G \ v. Furthermore,
we claim that it has breadth one, indeed, for every t ∈ V (T ) such that Xt ⊆ NG[v], X ′t ⊆ NG[bv]
because NG(v) ⊆ NG[bv]. As a result, tb(G \ v) = 1.

Conversely, we prove that tb(G \ v) = 1 implies that tb(G) = 1. Let (T ′,X ′) be a star-
decomposition of G \ v minimizing the distance in T ′ between the subtrees T ′av

and T ′cv . There
are two cases. If T ′av

∩T ′cv 6= ∅, then the subtrees T ′av
, T ′bv , T

′
cv are pairwise intersecting, hence by

the Helly property (Lemma 1) T ′av
∩T ′bv ∩T

′
cv 6= ∅, and so it suffices to make adjacent to any bag

of T ′av
∩ T ′bv ∩ T

′
cv the new bag NG[v] ⊆ {av, bv, cv, v} so as to obtain a star-decomposition of G.

Else T ′av
∩ T ′cv = ∅ and so, by Corollary 9 if |N(av) ∩N(cv)| ≥ 3 in G \ v or by Corollary 8 else,

there are two adjacent bags B′av
, B′cv such that av ∈ B′av

\B′cv , bv ∈ B
′
av
∩B′cv ⊆ N(av) ∩N(cv)

and cv ∈ B′cv \ B
′
av

. Furthermore, av dominates B′av
while cv dominates B′cv . One obtains a

star-decomposition of G simply by adding vertex v into bags B′av
and B′cv .

5.3.4 Proof of Step 3.1 (b) i

The proof of this step is more involved than the proof of previous Step 3.1 (a). We will need the
following intermediate lemma.

Lemma 22 Let G = (V,E) be a prime graph with tb(G) = 1, let v be a leaf-vertex of Type 2
or 3 and let Πv = (av, bv, cv) be as in Definition 5. Suppose that N(av) ∩ N(cv) = {v, bv} and
V 6= Πv ∪ {v}. Then, NG[bv] \ (av, cv, v) is an avcv-separator of G \ v.

Proof. Let (T,X ) be a star-decomposition of G, that exists by Lemma 3, minimizing the distance
in T between the subtrees Tav

and Tcv . We claim that Tav
∩Tcv 6= ∅, i.e., av, cv are in a same bag of

the decomposition. By contradiction, let Tav
∩Tcv = ∅. Since G is prime and Πv is a separator of

G, therefore, one of Πv or Πv\bv is a minimal separator of G. Since (T,X ) minimizes the distance
in T between Tav and Tcv , therefore, by Corollary 8 there exist two adjacent bags Bav , Bcv such
that av ∈ Bav \Bcv and cv ∈ Bcv \Bav . Furthermore, vertices av and cv respectively dominate
the bags Bav

and Bcv . This implies Bav
∩ Bcv = NG(av) ∩NG(cv) and so, NG(av) ∩NG(cv) is

a minimal avcv-separator of G by the properties of the tree decomposition. However, let C be
any component of G \ (Πv ∪ {v}), that exists because V 6= Πv ∪ {v} by the hypothesis. Since G
is prime, therefore, av, cv ∈ N(C) (or else, one of the cliques av or bv or cv or (av, bv) or (bv, cv)
would be a clique-separator of G, thus contradicting the assumption that G is prime). Then, the
avcv-separator NG(av)∩NG(cv) must contain some vertex of C, which contradicts the fact that
NG(av) ∩NG(cv) = {v, bv} by the hypothesis. As a result, we proved that Tav

∩ Tcv 6= ∅.
Let H be the chordal supergraph of G such that (T,X ) is a clique-tree of H. Equivalently,

every two vertices x, y ∈ V are adjacent in H if and only if they are in a same bag of X .
In particular, av, cv are adjacent in H. Let S := NH(av) ∩ NH(cv). We claim that S is an
avcv-separator of G. By contradiction, if it is not an avcv-separator of G, then there exists an
avcv-path Pavcv of G which does not intersect S. Furthermore, Pavcv is a path of H because H
is a supergraph of G, and it has length at least two because av, cv are non-adjacent in G. So, let
Qavcv be taken of minimum length amongst all avcv-paths of length at least two in H that do
not intersect S (the existence of such a path follows from the existence of Pavcv ). Observe that
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Qavcv may be not a path in G. By minimality of Qavcv , the vertices of Qavcv induce a cycle of H
because av, cv are adjacent in H. Therefore, the vertices of Qavcv induce a triangle because H is
chordal. However, this contradicts the fact that Qavcv does not intersect S = NH(av)∩NH(cv),
so, the claim is proved.

Finally, let us prove that S \ v ⊆ NG[bv] \ (av, cv, v), that will conclude the proof that
NG[bv]\(av, cv, v) is an avcv-separator of G\v. For every vertex x ∈ S \v, x ∈ NH(av)∩NH(cv),
therefore, Tav ∩Tx 6= ∅ and Tcv ∩Tx 6= ∅ by construction of H. Since the subtrees Tav , Tcv , Tx are
pairwise intersecting, by the Helly property (Lemma 1) Tav

∩ Tcv ∩ Tx 6= ∅, or equivalently there
is some bag B ∈ Tav

∩ Tcv ∩ Tx. Let z ∈ B dominate the bag. Clearly, x ∈ NG[z]. Furthermore,
z ∈ NG(av) ∩NG(cv) because av, cv are non-adjacent in G. As a result, either z = bv or z = v.
Since x 6= v and NG(v) ⊆ NG[bv], we have that x ∈ NG[bv] in both cases.

Theorem 10 Let G = (V,E) be a prime planar graph with tb(G) = 1, v be a leaf-vertex of Type
2 or 3, and let Πv = (av, bv, cv) be as in Definition 5. Suppose N(av) ∩ N(cv) = {bv, v}, and
G \ v is prime, and there is no minimal separator S ⊆ (N(av) ∩N(cv)) ∪ {av, cv} in G \ v such
that {av, cv} ⊆ S. Then, G = C4, a cycle with four vertices.

Proof. By contradiction, assume G 6= C4. Since G is prime by the hypothesis, G has at least
five vertices (the single other graph with four vertices and a leaf-vertex of Type 2 or 3 is the
diamond, which is not prime). Equivalently, V 6= Πv ∪ {v}. By Lemma 22, this implies that
N [bv] \ (av, cv, v) is an avcv-separator of G \ v. Since G \ v is prime by the hypothesis, and so,
biconnected, therefore, G\(bv, v) is connected, and so, N(bv)\(av, cv, v) 6= ∅ is an avcv-separator
of G \ (bv, v). In particular, av, bv, cv ∈ N(V \ (Πv ∪ {v})).

Moreover, we claim that V \ (Πv ∪ {v}) induces a connected subgraph (note that the latter
implies that V \(Πv∪{v}) is a full component of G\Πv). By contradiction, let C1, C2 be distinct
components of V \ (Πv ∪ {v}). Since G is prime, av, cv ∈ NG(C1) ∩NG(C2) (or else, one of the
cliques av or bv or cv or (av, bv) or (bv, cv) would be a clique-separator of G, thus contradicting
the assumption that G is prime). Therefore, bv ∈ NG(C1)∩NG(C2) because N [bv] \ (av, cv, v) is
an avcv-separator of G \ v. It follows that Πv is a minimal separator of G \ v, that contradicts
the hypothesis that there is no minimal separator S ⊆ (N(av) ∩N(cv)) ∪ {av, cv} in G \ v and
{av, cv} ⊆ S. Consequently, V \ (Πv ∪ {v}) induces a connected subgraph.

Let S′ ⊆ N(bv) \ (av, cv, v) be a minimal avcv-separator of G \ (bv, v). By Lemma 13, there
exist x, y ∈ N(bv) \ (av, cv, v) non-adjacent such that S′ = {x, y}. Finally, let Π′ = (x, bv, y) and
let A,C be the respective components of av, cv in G \ (Π′ ∪ {v}). Note that x, y ∈ N(A)∩N(C)
because G \ v is prime by the hypothesis (indeed, neither x nor bv nor y nor (bv, x) nor (bv, y)
can be a separator of G \ v). Let P be an xy-path of V \ (Πv ∪ {v}), that exists because
V \ (Πv ∪ {v}) is connected. Also, let A′ ⊆ A and C ′ ⊆ C be the respective components of
av, cv in G \ (P ∪ Π′ ∪ {v}). Note that the subpath P \ (x, y) lies onto a unique component of
G \ (Π′ ∪ {v}) because it does not intersect Πv ∪ {v} by construction, so, A′ = A or C ′ = C. By
symmetry, assume that C ′ = C. There are two cases to consider.

• Assume A′ = A (see Figure 28 for an illustration). Let us contract the internal vertices of P
so as to make vertices x, y adjacent. Then, let us contract the components A,C to the two
vertices av, cv, respectively. Finally, let us contract v to either av or cv. By construction,
the five vertices av, bv, cv, x, y now induce a K5, that contradicts the fact that G is planar
by the hypothesis.

• Else, A′ 6= A. Equivalently, P ⊆ A ∪ {x, y} (see Figure 29 for an illustration). Since A is
connected, N(A′)∩(P \(x, y)) 6= ∅. Let z ∈ N(A′)∩P . Let us contract the internal vertices
of P to vertex z. Then, let us contract the components A′ and C ′ = C to the two vertices
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Figure 28: Case A′ = A (left). A K5-minor is drawn (right), with edges resulting from contrac-
tions labeled in red.

av, cv, respectively. Finally let us contract v to either av or cv. By construction, there is
a K3,3-minor whose sides of the bipartition are {av, x, y} and {bv, cv, z}, respectively, that
contradicts the fact that G is planar by the hypothesis.

v

b

a cv v

v

x yA

C

\A'

A'

P

z

b

a cv v

v

x y

C

A'

P[x,z]
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Figure 29: Case A′ 6= A (left). A K3,3-minor is drawn (right), with each side of the bipartition
being coloured differently. Edges resulting from contractions are labeled in red.

Since both cases contradict the hypothesis that G is planar, therefore, G = C4.

5.3.5 Proof of Step 3.1 (b) ii

Theorem 11 Let G = (V,E) be a prime planar graph, let v be a leaf-vertex of Type 2 or 3, and
let Πv = (av, bv, cv) be as in Definition 5.

Suppose that all of the following statements hold:

• N(av) ∩N(cv) = {v, bv, uv} with uv /∈ {v} ∪Πv;

• V 6= {av, bv, cv, uv, v};

• there is no minimal separator S ⊆ (N(av) ∩N(cv)) ∪ {av, cv} in G \ v and {av, cv} ⊆ S.

Let G′ be the graph obtained from G by adding edges {v, uv} and {bv, v}, then tb(G) = 1 if
and only if tb(G′) = 1. Moreover, G′ is planar and prime.

Proof. We will first prove that G \ v is prime. By contradiction, let S′ be a minimal clique-
separator of G \ v. By Theorem 6, there is wv 6= v such that S′ = {bv, wv}, and by Lemma 16,
S′ must be an avcv-separator of G \ v. Then, it follows that wv = uv ∈ N(av) ∩N(cv), whence
V = {av, bv, cv, uv, v} by Theorem 6, that contradicts the hypothesis. Therefore, G \ v is prime.

Let us prove that tb(G) = 1 implies that tb(G′) = 1. Let (T,X ) be a star-decomposition of G,
which exists by Lemma 3, minimizing the distance in T between the subtrees Tav

and Tcv . Since
NG(v) ⊆ NG[bv] then removing v from all bags leaves a tree decomposition of G \ v of breadth

RR n° 8842



42 Ducoffe,Legay,Nisse
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Figure 30: Case of a leaf-vertex v of Type 3 with G \ v is prime and N(av)∩N(cv) = {uv, bv, v}.
Red edges are those added by Algorithm Leaf-BottomUp.

one. Up to reducing the tree decomposition, let (T ′,X ′) be any reduced tree decomposition of
G \ v that is obtained from (T,X ) by first removing v from the bags. Note that (T ′,X ′) is a
star-decomposition of G \ v by Lemma 3. Now, there are two cases.

• Suppose T ′av
∩T ′cv 6= ∅. We will need to prove in this case that the two subtrees T ′av

∩T ′bv∩T
′
cv

and T ′av
∩ T ′uv

∩ T ′cv are nonempty and disjoint.

Claim 11 bv, uv are non-adjacent in G.

Proof. By contradiction, if it were the case that bv, uv are adjacent, then by Lemma 15,
either uv is an isolated vertex of G\(Πv∪{v}) — in which case, Πv ∈ P3(G\v) because we
assume V 6= {av, bv, cv, uv, v} by the hypothesis —, or (av, uv, bv) ∈ P3(G \ v). Since G \ v
is prime, it follows that one of Πv or Πv \ bv must be a minimal separator of G\v, similarly
one of (av, uv, cv) or (av, cv) must be a minimal separator of G \ v. Therefore, both cases
contradict the hypothesis that there is no minimal separator S ⊆ (N(av)∩N(cv))∪{av, cv}
in G \ v and {av, cv} ⊆ S, which proves that bv, uv are non-adjacent. �

Recall that we are in the case when T ′av
∩ T ′cv 6= ∅. The subtrees T ′av

, T ′cv , T
′
uv

are pairwise
intersecting, similarly the subtrees T ′av

, T ′cv , T
′
bv

are pairwise intersecting. Therefore, by
the Helly property (Lemma 1) T ′av

∩ T ′bv ∩ T
′
cv 6= ∅ and T ′av

∩ T ′uv
∩ T ′cv 6= ∅. Furthermore,

Tav ∩ Tbv ∩ Tcv ∩ Tuv = ∅, because since bv, uv are non-adjacent by Claim 11 no vertex
dominates all of {av, bv, cv, uv} in G, and so, T ′av

∩ T ′bv ∩ T
′
cv ∩ T

′
uv

= ∅.

Claim 12 The subtrees T ′av
∩ T ′bv ∩ T

′
cv and T ′av

∩ T ′uv
∩ T ′cv are adjacent in T ′.

Proof. By contradiction, let B be an internal bag onto the path between both subtrees
in T ′, let z ∈ B dominate the bag. Note that av, cv ∈ B by the properties of the tree
decomposition, z /∈ {av, cv} because av, cv are non-adjacent, and so, z ∈ N(av)∩N(cv)\v =
{uv, bv}. This contradicts the fact that B /∈ T ′av

∩T ′bv∩T
′
cv and B /∈ T ′av

∩T ′uv
∩T ′cv , therefore,

the subtrees T ′av
∩ T ′bv ∩ T

′
cv and T ′av

∩ T ′uv
∩ T ′cv are adjacent in T ′. �

Finally, let B ∈ T ′av
∩ T ′bv ∩ T

′
cv , B

′ ∈ T ′av
∩ T ′uv

∩ T ′cv be adjacent, that exist by Claim 12.
Observe that bv dominates B, uv dominates B′. To obtain a star-decomposition of G′ from
(T ′,X ′), it now suffices to add vertex v in B and B′, whence tb(G′) = 1.

• Else, T ′av
∩ T ′cv = ∅. This implies Tav

∩ Tcv = ∅. Since the tree decomposition (T,X )
minimizes the distance in T between Tav and Tcv , G is planar and |N(av) ∩ N(cv)| ≥ 3,
therefore by Corollary 9, the subtrees Tav and Tcv are adjacent in T , whence the subtrees
T ′av

, T ′cv are also adjacent in T ′. In particular, by Corollary 9 there exist two adjacent bags
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B′av
, B′cv ∈ X

′ such that av ∈ B′av
\B′cv , B

′
av
∩B′cv = NG(av) ∩NG(cv) \ v = {uv, bv}, cv ∈

B′cv \B
′
av

. Furthermore, av dominates B′av
while cv dominates B′cv . Therefore, in order to

obtain a star-decomposition of G′ from (T ′,X ′), it now suffices to add vertex v in B′av
and

B′cv – that yields exactly (T,X ) –, whence tb(G′) = 1.

Before we can prove the equivalence, i.e., tb(G) = 1 if and only if tb(G′) = 1, we need to
prove first that G′ is prime and planar.

Claim 13 G′ is prime.

Proof. Let S′ be a clique-separator of G′. Note that v ∈ S′ by construction of G′. Therefore,
S′ \ v is a clique-separator of G \ v, that contradicts the fact that G \ v is prime. Consequently,
G′ is prime. �

Claim 14 G′ is planar.

Proof. Let us fix a plane embedding ofG. By Jordan Theorem, the cycle induced by (av, bv, cv, uv)
separates the plane into two regions. Let G1, G2 be respectively the subgraphs of G that are
induced by all the vertices in each region.

b

a c

u

v v

v

v

c c
1 2

Figure 31: Proof that the graph G′ of Theorem 11 is planar.

We claim that either V \ (av, bv, cv, uv, v) ⊆ V (G1), or V \ (av, bv, cv, uv, v) ⊆ V (G2). Note
that it will prove that G′ is planar, because then drawing vertex v onto the region that does
not contain the set V \ (av, bv, cv, uv, v) yields a planar embedding of G′. By contradiction,
let C1 ⊆ V (G1), C2 ⊆ V (G2) be connected components of V \ (av, bv, cv, uv, v). Let Π′v =
(av, uv, cv). If one of Πv or Π′v belongs to P3(G \ v), then, there exists a minimal separator
S ⊆ (N(av)∩N(cv))∪{av, cv} inG\v and sinceG\v is prime, {av, cv} ⊆ S. This would contradict
the hypothesis, so, Πv,Π

′
v /∈ P3(G \ v). As a result, since (av, bv, cv, uv) = Πv ∪Π′v separates C1

from C2, therefore, uv, bv ∈ N(C1) ∩N(C2) (or else, Πv ∈ P3(G \ v) or Π′v ∈ P3(G \ v)). Let us
remove all other components of V \ (av, bv, cv, uv, v) but C1 and C2, and let us remove all edges
between {av, cv} and C1 ∪ C2 if any (see Figure 31). Finally, let us contract C1, C2 to the two
vertices x1, x2. The cycle induced by (uv, x1, bv, x2) separates the plane into two regions with
av, cv being into different regions by construction. Vertex v must belong to one of the regions,
but then it is a contradiction because v ∈ N(av) ∩N(cv) by the hypothesis. �

To conclude the proof, let us prove that conversely, tb(G′) = 1 implies that tb(G) = 1. Let
(T ′,X ′) be a star-decomposition of G′ minimizing the distance in T ′ between the subtrees T ′av

and T ′cv . As an intermediate step, we claim that if removing vertex v from all bags of X ′ leaves
a tree decomposition of G \ v of breadth one, then it implies that tb(G) = 1. To prove the claim,
there are two cases to be considered.
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• If T ′av
∩T ′cv 6= ∅, then the subtrees T ′av

, T ′bv , T
′
cv are pairwise intersecting, hence by the Helly

property (Lemma 1) T ′av
∩ T ′bv ∩ T

′
cv 6= ∅. Equivalently there is bag containing Πv, and so

it suffices to remove v from all bags and then to make any bag containing Πv adjacent to
the new bag NG[v] in order to obtain a tree decomposition of G of breadth one.

• Else, T ′av
∩ T ′cv = ∅. Since (T ′,X ′) minimizes the distance in T ′ between the subtrees

T ′av
and T ′cv , G′ is planar by Claim 14 and av, cv have three common neighbours in G′,

therefore, by Corollary 9 there must exist two adjacents bags B′av
, B′cv such that av ∈

B′av
\ B′cv , B

′
av
∩ B′cv = N(av) ∩ N(cv) and cv ∈ B′cv \ B

′
av

. Furthermore, vertex av
dominates the bag B′av

, while vertex cv dominates the bag B′cv . As a result, removing
vertex v from all bags but B′av

, B′cv leads to a tree decomposition of G of breadth one.

Consequently, we are left to modify the tree decomposition (T ′,X ′) so as to ensure that none
of the bags is only dominated by vertex v in G′, for if it is the case then removing v from all
bags does leave a tree decomposition of G \ v of breadth one. We will call the latter property
the removal property. Observe that if it is the case that (T ′,X ′) does not satisfy the removal
property, then there must be a bag B fully containing NG′(v) because any strict subset of NG′(v)
is dominated by some vertex of G\v. In particular, B = NG′ [v] because only vertex v dominates
NG′(v) in G′, and so we can further assume that T ′v = {B} without violating the property for
(T ′,X ′) to be a tree decomposition of G′ of breadth one. Therefore in the following, assume that
(T ′,X ′) is a reduced star-decomposition of G′ and T ′v = {B}, that is always possible to achieve
by Lemma 3 and above remarks.

Since V 6= {av, bv, cv, uv, v} = NG′ [v] by the hypothesis, therefore, X ′ \ B 6= ∅. Let B′ be
adjacent to B in T ′. Note that B∩B′ 6= {av, bv, cv, uv} because no other vertex than v dominates
the subset {av, bv, cv, uv} in G′. By the properties of a tree decomposition, B ∩B′ is a separator
of G′. Consequently, B ∩ B′ is not a clique because G′ is prime by Claim 13. Furthermore,
since B ∩ B′ 6= {av, bv, cv, uv} it holds that B \ (B′ ∪ {v}) 6= ∅, consequently B ∩ B′ is also a
separator of G \ v. Since G \ v is prime, B ∩ B′ cannot be any of (av, cv), Πv or Π′v because
by the hypothesis there is no minimal separator S ⊆ (N(av) ∩ N(cv)) ∪ {av, cv} in G \ v and
{av, cv} ⊆ S. It follows that B ∩ B′ ⊆ {av, bv, uv} or B ∩ B′ ⊆ {bv, cv, uv}. Let us substitute
the bag B with the two adjacent bags B1 = {av, uv, bv, v}, B2 = {bv, cv, uv, v}, then we make
adjacent all bags B′′ that were formerly adjacent to B to some bag amongst B1, B2 containing
B∩B′′. Note that B1 ⊆ N [av] and that B2 ⊆ N [cv]. Therefore, the resulting tree decomposition
is a tree decomposition of G of breadth one such that v dominates no bag.

5.3.6 Case of leaf-vertex v of Type 2 or 3 and G \ v not prime

The remaining subsections will be devoted to the proof of correctness of Step 3.2. In particular,
this subsection is devoted to the proof that when G \ v is not prime one can only consider the
case when the leaf-vertex v is of Type 2, i.e., v and bv are adjacent in G. Note that when v is of
Type 3, then in general one cannot add an edge between v and bv without violating the property
for the graph G to be planar, as shown in Figure 32. We will now prove that whenever we are
in the conditions of Step 3.2, it is always possible to do so while preserving the planarity of the
graph G and the property to be of tree-breadth one.

Theorem 12 Let G be a prime planar graph. Let v be a leaf-vertex of Type 3 such that G \ v
is not prime. Finally, let Πv = (av, bv, cv) be as in Definition 5. Let G′ be obtained from G by
adding the edge {v, bv}.

Then, G′ is prime and planar, and tb(G) = 1 if and only if tb(G′) = 1.
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Figure 32: A planar graph G with tb(G) = 1 (left), and a leaf-vertex v of Type 3 so that adding
an edge between v and bv violates the property for the graph to be planar (right). In the latter
case, one side of the bipartition of the K3,3-minor is coloured red.

Proof. First, we prove that G′ is prime and planar.

• In order to prove that G′ is prime, by contradiction let S be a clique-separator of G′. Since
G′ is a supergraph of G, therefore S is a separator of G but it does not induce a clique
in G. Hence, S contains the edge {v, bv}, and so either S ⊆ {av, bv, v} or S ⊆ {bv, cv, v}.
Let C = V \ (Πv ∪ {v}), by Theorem 6, C is a full component of G \ Πv because G \ v is
not prime. In particular, C is connected and av, cv ∈ N(C), that contradicts the fact that
G′ \ S is unconnected.

• Then in order to prove that G′ is planar, let us fix a plane embedding of G. The cycle
induced by (av, bv, cv, v) separates the plane into two regions. To prove that G′ is planar,
we claim that it suffices to prove that all vertices in C = V \ (Πv ∪ {v}) are in the same
region, for then drawing the edge {bv, v} in the other region leads to a plane embedding of
G′. By contradiction, let x, y ∈ C be in different regions. By [13, Proposition 8], the cycle
(av, bv, cv, v) is an xy-separator of G, that contradicts the fact that C is connected.

Let us now prove that tb(G) = 1 implies that tb(G′) = 1. Let (T,X ) be a star-decomposition
of G, that exists by Lemma 3, minimizing the distance in T between the subtrees Tav

and Tcv .
Let us remove vertex v from all bags, that leads to a tree decomposition (T,X−v) of G \ v of
breadth one because NG(v) ⊆ NG(bv). Then, let (T ′,X ′) be any reduced tree decomposition
that is obtained from (T,X−v), that is a star-decomposition of G \ v by Lemma 3. Now, there
are two cases. If T ′av

∩ T ′cv 6= ∅, then the subtrees T ′av
, T ′bv , T

′
cv are pairwise intersecting and so,

by the Helly property (Lemma 1) T ′av
∩T ′bv ∩T

′
cv 6= ∅. Hence one obtains a star-decomposition of

G′ simply by making some bag of T ′av
∩T ′bv ∩T

′
cv adjacent to the new bag NG′ [v] = {av, bv, cv, v}.

Else, T ′av
∩ T ′cv = ∅, so, Tav ∩ Tcv = ∅. Since Πv ∈ P3(G) and G is prime by the hypothesis,

therefore, one of Πv or Πv \ bv must be a minimal separator of G. As a result, since (T,X ) is
assumed to minimize the distance in T between the subtrees Tav

and Tcv , by Corollary 8 there
exist two adjacent bags Bav

, Bcv ∈ X so that av ∈ Bav
\ Bcv and cv ∈ Bcv \ Bav

respectively
dominate the bags Bav

and Bcv . In such case, Bav
∩ Bcv = NG(av) ∩ NG(cv) and so, since

bv, v ∈ Bav ∩Bcv , (T,X ) is also a star-decomposition of G′. So, in conclusion, tb(G′) = 1 in both
cases.

Conversely, let us prove that tb(G′) = 1 implies that tb(G) = 1. Let (T ′,X ′) be a star-
decomposition of G′, that exists by Lemma 3, minimizing the distance in T ′ between the subtrees
T ′av

and T ′cv . Let us remove vertex v from all bags, that leads to a tree decomposition (T ′,X ′−v)
of G′ \ v = G \ v of breadth one because NG′ [v] ⊆ NG′ [bv]. Then, let (T,X ) be any reduced tree
decomposition that is obtained from (T ′,X ′−v), that is a star-decomposition of G\v by Lemma 3.
There are two cases. If Tav ∩ Tcv 6= ∅, then one obtains a star-decomposition of G simply by
making some bag of Tav ∩ Tcv adjacent to the new bag NG[v] = {av, cv, v}. Else, Tav ∩ Tcv = ∅,
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so, T ′av
∩ T ′cv = ∅. Since Πv ∈ P3(G′) and G′ is also prime, therefore, one of Πv or Πv \ bv must

be a minimal separator of G′. As a result, since (T ′,X ′) is assumed to minimize the distance in
T ′ between the subtrees T ′av

and T ′cv , by Corollary 8 there exist two adjacent bags B′av
, B′cv ∈ X

′

so that av ∈ B′av
\ B′cv and cv ∈ B′cv \ B

′
av

respectively dominate the bags B′av
and B′cv . In

such case, one obtains a star-decomposition of G by adding v in the two bags B′av
, B′cv . So, in

conclusion, tb(G) = 1 in both cases.

5.3.7 Proof of Step 3.2 (a)

Theorem 13 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv)
be as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose av and uv are non-adjacent, and either cv and uv are non-adjacent or the subset
NG(av) ∩NG(uv) is not an avuv-separator in the subgraph G \ (cv, v).

Then, G/vav (obtained by contracting {v, av}) is planar and prime and tb(G) = 1 if and only
if tb(G/vav) = 1.

av cv

v

uv

av cv

v

uv

bv

bv cv

uv

bv
avv

cv

uv

bv
avv

Figure 33: Cases when Theorem 13 applies and the edge {v, av} can be contracted to av.

Proof. The graph G/vav is a contraction of the planar graph G, therefore it is planar. Let us
prove that G/vav is prime. By contradiction, let S be a minimal clique-separator of G/vav.
Since G/vav is a supergraph of G \ v, S is also a separator of G \ v. Furthermore, it is not an
avcv-separator because av, cv are adjacent in G/vav, therefore, by Lemma 16 S is a separator
of G. Since G is prime by the hypothesis, S does not induce a clique of G, whence av, cv ∈ S.
However, since (bv, uv) is not a separator of G because G is prime by the hypothesis, therefore by
Lemma 16 (uv, bv) is an avcv-separator of G \ v. So, NG(av)∩NG(cv) ⊆ {v, bv, uv}, that implies
NG(av) ∩ NG(cv) = {v, bv} because av and uv are non-adjacent by the hypothesis. In such a
case S ⊆ Πv, but then V \ (Πv ∪ {v}) cannot be a full component of G \Πv, thus contradicting
Theorem 6. As a result, the graph G/vav is planar and prime.

If tb(G) = 1 then tb(G/vav) = 1 because tree-breadth is contraction-closed by Lemma 2. Con-
versely, let us prove that tb(G/vav) = 1 implies tb(G) = 1. To show this, let (T,X ) be a
star-decomposition of G/vav, that exists by Lemma 3, minimizing the number of bags |X | (in
particular, (T,X ) is a reduced tree decomposition). Assume moreover (T,X ) to minimize the
number of bags that are not contained into the closed neighbourhood of some vertex in G
w.r.t. this property. Note that there is a bag of (T,X ) containing Πv, because since it is a
clique of G/vav the subtrees Tav

, Tbv , Tcv are pairwise intersecting and so, by the Helly property
(Lemma 1), Tav ∩ Tbv ∩ Tcv 6= ∅. So, we can add in (T,X ) a new bag NG[v], and by making

Inria



On computing tree and path decompositions with metric constraints on the bags 47

this bag adjacent to any bag of Tav ∩ Tbv ∩ Tcv one obtains a tree decomposition of G (not nec-
essarily a star-decomposition). Consequently, we claim that to prove that tb(G) = 1, it suffices
to prove that (T,X ) is a star-decomposition of G \ v, for then the above construction leads to a
star-decomposition of G.

By contradiction, suppose it is not the case that (T,X ) is a star-decomposition of G\v. Since
G/vav and G \ v only differ in the edge {av, cv}, there must be a bag B of Tav

∩ Tcv that is only
dominated by some of av, cv. We make the stronger claim that the bag B has a unique dominator,
that is either av or cv. Since B is only dominated by some of av, cv, then in order to prove the
claim by contradiction we only need to consider the case when B ⊆ NG/vav

[av] ∩ NG/vav
[cv].

Recall that NG/vav
[av] ∩NG/vav

[cv] = {av, bv, cv} by the above remarks (because (uv, bv) is an
avcv-separator of G \ v), therefore either B = {av, bv, cv} or B = {av, cv}. In the first case
(B = {av, bv, cv}) we have that B ⊆ N [bv], thus contradicting the fact that B is only dominated
by some of av, cv. However in the second case (B = {av, cv}) the bag B is strictly contained in any
bag of the nonempty subtree Tav ∩Tbv ∩Tcv , thus contradicting the fact that (T,X ) is a reduced
tree decomposition by minimality of |X |. Therefore, the claim is proved and so, the bag B has
a unique dominator, that is either av or cv. Note that if B ⊆ NG/vav

[cv] then we may further
assume that cv, uv are nonadjacent, or else by Theorem 6 NG/vav

[cv] = {av, bv, cv, uv} ⊆ N [bv]
and so, B ⊆ N [bv], that would contradict the claim that B is only dominated by some of av, cv.
In addition, since av and cv play symmetrical roles in the case when uv, cv are nonadjacent, let
us assume w.l.o.g. that vertex av is the sole dominator of the bag B.

In such a case, NG/vav
(av)∩NG/vav

(cv) = {bv} because (uv, bv) is an avcv-separator of G\v,
so, since N(cv) \ (Πv ∪ {v}) 6= ∅ because G is prime by the hypothesis, the existence of a bag B′

containing vertex cv and adjacent to B follows. By the properties of a tree decomposition, B∩B′
is a separator of G/vav Now, let Ca be the component of vertex av in G \ (bv, uv, v). Observe
that cv /∈ Ca because (uv, bv) is an avcv-separator of G\v. Since B∩B′ ⊆ NG/vav

[av] ⊆ Ca∪Πv,
therefore, B ∩B′ ∩Ca 6= ∅ or else B ∩B′ would be a clique-separator in G/vav (impossible since
it is a prime graph). There are several cases to be considered depending on the dominators of
bag B′.

• If av dominates B′ then B,B′ can be merged into one, thus contradicting the minimality
of |X |;

• Else, B′ must be dominated by one of bv or uv because B∩B′∩Ca 6= ∅, cv ∈ (B∩B′)\Ca and
(bv, uv) separates cv from Ca. In fact, we claim that it cannot be dominated by vertex uv.
By contradiction, suppose that it is the case. Since av and uv are non-adjacent, therefore,
av ∈ B \B′ and uv ∈ B′ \B. So, it follows by the properties of a tree decomposition that
B ∩B′ is an avuv-separator of G/vav. However, B ∩B′ ⊆ N(av)∩N(uv), that contradicts
the hypothesis that NG(av)∩NG(uv) is not an avuv-separator in the subgraph G \ (cv, v).

Therefore, bv ∈ B′ dominate the bag. Observe that if it were the case that there are at least
two bags that are both adjacent to B and dominated by bv, then they could all be merged
into one without violating the property for (T,X ) to be a star-decomposition. As a result,
by minimality of |X |, B′ is the unique bag that is both adjacent to B and dominated by
bv, whence it is also the unique bag adjacent to B containing vertex cv. Let us substitute
the two bags B,B′ with B \ cv, B′ ∪ {av}. Since NG/vav

(av) ∩ NG/vav
(cv) = {bv}, it is

still a star-decomposition of G/vav with equal number of bags |X |. Furthermore, there is
one less bag that is not contained in the closed neighbourhood of some vertex in G, thus
contradicting the minimality of (T,X ).
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5.3.8 Proof of Step 3.2 (b) i and Step 3.2 (b) ii

In order to deal with all remaining cases, it will require us to further study the neighbourhood
of vertex bv in the graph. Observe that in the following Theorem 14 we needn’t prove that the
resulting graph G′ is prime because it will be proved in Theorem 15.

Theorem 14 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv)
be as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ N(cv) \N(av), N(av)∩N(uv) is an avuv-separator of G \ (cv, v), and N(bv) =
{av, cv, uv, v}.

Then, there exists x ∈ (N(av)∩N(uv))\bv such that the graph G′, obtained from G by adding
the edge {bv, x}, is planar and satisfies tb(G′) = 1 if tb(G) = 1. Moreover, the vertex x can be
found in linear-time.

av cv

v

uv

bv

x

av cv

v

uv

bv

x

av cv

v

uv

bvx

Figure 34: Cases when one of Theorem 14 or Theorem 15 applies and vertex bv can be eventually
contracted to another vertex.

Proof. First, we claim that (av, uv) is a minimal 2-separator of G. Indeed, by the hypothesis
cv and uv are adjacent, therefore, by Theorem 6 NG(cv) = {bv, uv, v}. In addition, N(bv) =
{av, cv, uv, v} by the hypothesis. Last, since G is prime by the hypothesis, therefore, N(av)\(Πv∪
{v}) 6= ∅, and so, since av and uv are non-adjacent by the hypothesis, V (G)\(av, bv, cv, uv, v) 6= ∅.
As a result, (av, uv) is a minimal 2-separator of G with {bv, cv, v} being a full component of
G \ (av, uv).

Since N(av)∩N(uv) is an avuv-separator of G \ (cv, v) by the hypothesis, therefore, N(av)∩
N(uv) \ bv 6= ∅, for it has to contain a vertex from every component of G \ (av, bv, cv, uv, v).
For now, let x ∈ N(av) ∩ N(uv) \ bv be arbitrary. Let us prove that tb(G) = 1 implies that
tb(G′) = 1 where G′ is obtained by adding an edge between bv and x (for now, G′ may not
be planar, depending on the choice for x). To prove this, let (T,X ) be a star-decomposition of
G, that exists by Lemma 3, minimizing the distance in T between the subtrees Tav and Tuv .
We claim that Tav

∩ Tuv
6= ∅. By contradiction, if Tav

∩ Tuv
= ∅, then by Corollary 8, there

are two bags Bav
, Buv

that are adjacent in T and such that av ∈ Bav
\ Buv

, uv ∈ Buv
\ Bav

respectively dominate Bav
, Buv

. However, this implies by the properties of a tree decomposition
that Bav

∩ Buv
⊆ N(av) ∩N(uv) is an avuv-separator of G. Since the avuv-path (av, v, cv, uv)

does not intersect N(av) ∩N(uv), that is clearly a contradiction, and so, Tav ∩ Tuv 6= ∅.
Furthermore, since there is a full component of G \ (av, uv) in the subgraph G \ (bv, cv, v),

therefore, by Lemma 9 the removal of vertices bv, cv, v from all bags in X leads to a tree decom-
position (T,X−) of breadth one of G \ (bv, cv, v). Let (T ′,X ′) be a reduced star-decomposition
obtained from (T,X−), thar exists by Lemma 3. Since the subtrees T ′av

, T ′x, T
′
uv

are pairwise
intersecting (because x ∈ N(av) ∩ N(uv) and Tav

∩ Tuv
6= ∅), therefore by the Helly property

(Lemma 1) T ′av
∩ T ′x ∩ T ′uv

6= ∅. Let B ∈ T ′av
∩ T ′x ∩ T ′uv

. To obtain a star-decomposition of G′,
it now suffices to make the bag B adjacent to the new bag NG′ [bv] = {av, bv, cv, uv, v, x}.

The above result holds for any choice of vertex x ∈ (NG(av) ∩ NG(uv)) \ bv. Let us finally
prove that one such a vertex x exists so that G′ is planar. Indeed, since N(av) ∩ N(uv) is
an avuv-separator of G \ (cv, v) by the hypothesis, therefore, S := (N(av) ∩ N(uv)) ∪ {v} is
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an avuv-separator of G, and in particular it is a minimal avuv-separator (because for every
vertex s ∈ S, there is an avuv-path that intersects S only in s). By Corollary 7, it can be
computed in linear-time a planar supergraph GS of G so that S induces a cycle of GS . Then, let
NGS

(bv) ∩ S = {x, v}, by construction the graph G′ is planar for such a choice of vertex x.

In Theorem 14, we show conditions so that vertex bv can be made adjacent to some other
vertex of NG(av) ∩ NG(uv). Lemma 23 completes the picture by proving that if it is the case
that NG(av) ∩ NG(uv) ∩ NG(bv) 6= ∅, then |NG(av) ∩ NG(uv) ∩ NG(bv)| = 1 and vertex bv has
exactly five neighbours.

Lemma 23 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv) be
as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ NG(cv) \NG(av) and there exists x ∈ NG(av) ∩NG(uv) ∩NG(bv).
Then, NG(bv) = {av, cv, uv, v, x}.

C

a

b

c

ux

v

v

v

v

v

Figure 35: Case when NG(bv) 6= {av, cv, uv, v, x}.

Proof. By contradiction, let C be a component of G\(av, bv, cv, uv, v, x) such that bv ∈ N(C) (see
Figure 35 for an illustration). By Theorem 6 NG(cv) = {bv, uv, v}, therefore, cv, v /∈ N(C). It
follows that N(C) is a separator of G. In particular, N(C) ⊆ {av, bv, uv, x}, so, av, uv ∈ N(C) or
else N(C) should be a clique-separator of the prime graph G. As a result, there is a K3,3-minor
with {av, bv, uv} and {C, x, {cv, v}} being the two sides of the bipartition. It contradicts the fact
that G is planar by the hypothesis.

Theorem 15 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv)
be as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ N(cv) \ N(av), N(av) ∩ N(uv) is an avuv-separator of G \ (cv, v), and either
N(bv) = {av, cv, uv, v} or N(bv) ∩N(av) ∩N(uv) 6= ∅.

Then, there is x ∈ N(av) ∩N(uv) such that one of the following must hold:

• V (G) = {av, bv, cv, uv, v, x}, and G admits a star-decomposition with two bags NG[bv], NG[x];

• or Π′ = (av, x, uv) ∈ P3(G), and let G′ be obtained from G by adding the edge {bv, x} (if
it is not already present) then contracting this edge. The graph G′ is planar and prime,
furthermore tb(G) = 1 if and only if tb(G′) = 1.

Moreover, vertex x can be computed in linear-time.

Proof. There are two cases. If NG(bv) = {av, cv, uv, v}, then let x be set as in the statement
of Theorem 14. Else, let x be the unique vertex of N(bv) ∩N(av) ∩N(uv), that is well-defined
by Lemma 23. Note that in both cases, vertex x can be computed in linear-time. In addition,
N(bv) ⊆ {av, cv, uv, v, x} (the latter property following from Lemma 23 when bv and x are adja-
cent, and being trivial else). Suppose for the proof that V (G) 6= {av, bv, cv, uv, v, x} (else, Theo-
rem 15 is trivial). We claim that {bv, cv, v} is a component of G\Π′. Indeed, N(bv) ⊆ Π′∪{cv, v}
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by the hypothesis, and by Theorem 6 NG(cv) = {bv, uv, v}. Since V (G) 6= {av, bv, cv, uv, v, x},
then it indeed follows that Π′ ∈ P3(G), with {bv, cv, v} being a component of G \Π′.

Let us prove that G′ is prime and planar. By Theorem 14, adding an edge between bv and x
if it is not already present does not violate the property for the graph G to be planar. Therefore,
G′ is planar because it is obtained by an edge-contraction from some planar graph. To prove
that G′ is prime, by contradiction suppose the existence of a minimal clique-separator S′ of G′.

Let us denote by x′ the vertex resulting from the contraction of the edge {bv, x}. Let S := S′

if x′ /∈ S′, S := (S′ \ x′) ∪ {bv, x} else. By construction, S is a separator of G. In particular,
S is not a clique because G is prime by the hypothesis. Therefore, S 6= S′, whence x′ ∈ S′ or
equivalently, x, bv ∈ S. We now claim that cv ∈ S ∩ S′ or v ∈ S ∩ S′ (possibly, v, cv ∈ S ∩ S′).
There are two cases.

• Suppose that S \ bv is a separator of G. Then, S \ bv is not a clique because G is prime
by the hypothesis. Since S \ (bv, x) = S′ \ x′ is a clique, there must be some vertex of
S \ (bv, x) = S ∩ S′ that is adjacent to x′ in G′ but non-adjacent to x in G. Consequently,
v ∈ S ∩ S′ or cv ∈ S ∩ S′.

• Else, S \ bv is not a separator of G. Recall that by construction, S is a separator of G. In
particular, there must be two neighbours of bv in G that are separated by S in G. Since
NG(bv) \ x induces the path (av, v, cv, uv), it follows that S must contain an internal node
of the path, whence cv ∈ S ∩ S′ or v ∈ S ∩ S′.

However, in such case S′ must be contained in one of (av, x
′, v), (v, x′, cv) or (cv, x

′, uv), for it is
a clique of G′. In particular, let z ∈ {av, uv} \ S′. Since z has a neighbour in every component
C ′ of G \ Π′, {z} ∪ C ′ is not disconnected by S′ in G′. Furthermore, let us contract C ′ to z so
as to make av and uv adjacent, S′ intersects the resulting cycle (av, uv, cv, v) either in an edge
(different from {av, uv}) or a single vertex because it is a clique of G′, therefore, (av, uv, cv, v)\S′
is not disconnected by S′. Altogether, this contradicts the fact that S′ is a separator of G′, and
so, G′ is prime.

Finally, let us prove that tb(G′) = 1 if and only if tb(G) = 1. If tb(G) = 1, then let us assume
bv and x to be adjacent (if they are not, then Theorem 14 ensures we can add the edge without
violating the property for the graph to be of tree-breadth one). Then, tb(G′) = 1 because it is
obtained by an edge-contraction from some graph with tree-breadth one and that tree-breadth
is contraction-closed by Lemma 2.

Conversely, let us prove that tb(G′) = 1 implies that tb(G) = 1. To prove this, let (T,X ) be
a star-decomposition of G′, that exists by Lemma 3, minimizing the distance in T between the
subtrees Tav

and Tuv
. We claim that Tav

∩ Tuv
6= ∅. By contradiction, suppose Tav

∩ Tuv
=

∅. Recall that (av, x
′, uv) ∈ P3(G′) (because Π′ ∈ P3(G)) and G′ is prime, therefore one of

(av, x
′, uv) or (av, uv) is a minimal separator of G′. Since we assume the distance in T between

Tav
and Tuv

to be minimized, by Corollary 8, there are two bags Bav
, Buv

that are adjacent in T so
that av ∈ Bav

\Buv
, uv ∈ Buv

\Bav
respectively dominate Bav

, Buv
. However, by the properties of

a tree decomposition Bav
∩Buv

⊆ N(av) ∩N(uv) is an avuv-separator of G′, that is impossible
due to the existence of the path (av, v, cv, uv) in G′ that does not intersect N(av) ∩ N(uv).
Therefore, Tav ∩ Tuv 6= ∅. Hence the subtrees Tav , Tx′ , Tuv are pairwise intersecting and so, by
the Helly Property (Lemma 1), Tav

∩ Tx′ ∩ Tuv
6= ∅. Furthermore, NG′ [cv] ∪ NG′ [v] ⊆ NG′ [x′]

by construction. So, let us construct a tree decomposition of G of breadth one as follows. First,
let us remove cv and v from all bags in X . Since NG′ [cv] ∪NG′ [v] ⊆ NG′ [x′], one obtains a tree
decomposition of G′ \ (cv, v) of breadth one. Then let us replace x′ with x in all bags. Note that
in so doing, one obtains a tree decomposition of G \ (bv, cv, v) of breadth one. Finally, let us
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make adjacent the new bag NG[bv] with any bag of Tav ∩ Tx ∩ Tuv . The result is indeed a tree
decomposition of G′ because NG[bv] ⊆ {av, bv, cv, uv, v, x} and NG[cv] ∪NG[v] ⊆ NG[bv].

5.3.9 Proof of Step 3.2 (b) iii

Theorem 16 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv)
be as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ N(cv) \N(av), N(av)∩N(uv) is an avuv-separator in the subgraph G \ (cv, v),
N(bv) 6= {av, cv, uv, v} and N(av) ∩N(bv) ∩N(uv) = ∅.

Then it can be computed in linear-time (a unique) x ∈ N(av)∩N(uv) such that if tb(G) = 1,
N(bv) ∩N(x) is a bvx-separator and |N(bv) ∩N(x)| ≥ 3.

Proof. Let W = (N(av)∩N(uv))∪{av, cv, uv, v}. By the hypothesis, N(bv) 6= {av, cv, uv, v} and
N(av)∩N(bv)∩N(uv) = ∅, therefore, it exists a component C0 of G \W such that bv ∈ N(C0).
We claim that there is x ∈ N(av) ∩ N(uv) ∩ N(C0) satisfying that N(C0) ⊆ (av, bv, x) or
N(C0) ⊆ (uv, bv, x). Indeed, first observe that v, cv /∈ N(C0) because by Theorem 6 NG(cv) =
{bv, uv, v}. Furthermore, av /∈ N(C0) or uv /∈ N(C0) because N(av)∩N(uv) is an avuv-separator
of G \ (cv, v) by the hypothesis. So, let {z, z′} = {av, uv} satisfy z′ /∈ N(C0). Since G is prime
by the hypothesis, and so, biconnected, G \ z is connected. Furthermore, N(C0) \ z ⊆ N(z′)
(by the definition of W ), therefore, N(C0) \ z is a minimal separator of G \ z. By Lemma 13
there exist s, t ∈ N(av) ∩ N(uv) non-adjacent such that N(C0) \ z = {s, t}. Since bv ∈ N(C0)
by construction, therefore, let us set {s, t} = {bv, x}, that finally proves the claim.

We claim in addition that x does not depend on the choice of the component C0. By
contradiction, let C,C ′ be two components of G \ W such that bv ∈ N(C) ∩ N(C ′) and let
x, x′ ∈ N(av) ∩NG(uv) be distinct and such that x ∈ N(C), x′ ∈ N(C ′). Then, there exists a
K3,3-minor with {av, bv, uv} and {{cv, v}, C ∪ {x}, C ′ ∪ {x′}} being the sides of the bipartition,
that contradicts the hypothesis that G is planar. Thus from now on, let x ∈ N(av)∩N(uv)\bv be
the unique vertex satisfying that for every component C of G \W , if bv ∈ N(C) then x ∈ N(C).

C0
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b

c

u
x

v

v

v

v

v

Figure 36: Component C0 such that bv, x ∈ N(C0).

Recall that C0 is a fixed component of G \W such that bv, x ∈ N(C0) (see Figure 36 for an
illustration). Finally, assume for the remaining of the proof that tb(G) = 1 and let us prove that
N(bv)∩N(x) is a bvx-separator and |N(bv)∩N(x)| ≥ 3. To prove it, we will only need to prove
that N(bv) ∩N(x) is a bvx-separator of G. Indeed, in such a case N(bv) ∩N(x) ∩ C0 6= ∅, and
so, |N(bv) ∩N(x)| ≥ 3 because av, uv ∈ N(bv) ∩N(x) and av, uv /∈ C0.

Let (T,X ) be star-decomposition of G, that exists by Lemma 3, minimizing the distance in
T between the subtrees Tbv and Tx. We claim that Tbv ∩ Tx = ∅. By contradiction, suppose
Tbv ∩Tx 6= ∅. Let us prove as an intermediate subclaim that Tav

∩Tuv
6= ∅. By contradiction, let

Tav
∩Tuv

= ∅. By the properties of a tree decomposition, every bag B onto the path in T between
Tav

and Tuv
must contain N(av) ∩N(uv) and at least one of v or cv. If cv ∈ B then B ⊆ N [uv]

since N(cv) = {bv, uv, v} and x ∈ B. Similarly if v ∈ B then B ⊆ N [av] since N(v) = {av, bv, cv}

RR n° 8842



52 Ducoffe,Legay,Nisse

and x ∈ B. Consequently, there are two adjacent bags Bav , Buv such that av ∈ Bav \ Buv

and uv ∈ Buv
\ Bav

respectively dominate Bav
and Buv

. However, by the properties of a tree
decomposition, Bav

∩ Buv
= N(av) ∩ N(uv) is an avuv-separator of G, thus contradicting the

existence of the path (av, v, cv, uv) in G. Therefore, it follows that Tav
∩ Tuv

6= ∅, that proves
the subclaim.

If Tav ∩ Tuv 6= ∅ and Tbv ∩ Tx 6= ∅ then the subtrees Tav , Tbv , Tuv , Tx are pairwise intersecting
and so, it implies Tav

∩ Tuv
∩ Tbv ∩ Tx 6= ∅ by the Helly property (Lemma 1). However, let

B′ ∈ Tav
∩ Tuv

∩ Tbv ∩ Tx, no vertex in G can dominate B′ because N(bv) ∩N(av) ∩N(uv) = ∅
by the hypothesis, thus contradicting the fact that (T,X ) is a star-decomposition. As a result,
we proved the claim that Tbv ∩ Tx = ∅.

Finally, since there exists S ⊆ (N(bv) ∩N(x)) ∪ {bv, x} a minimal separator of G such that
bv, x ∈ S (namely, S := N(C0)), and (T,X ) is assumed to minimize the distance in T between Tbv
and Tx, by Corollary 8 there exist two adjacent bags Bbv , Bx such that bv ∈ Bbv \Bx, x ∈ Bx\Bbv

respectively dominate Bbv and Bx. By the properties of a tree decomposition, Bbv ∩ Bx =
N(bv) ∩N(x) is indeed a bvx-separator of G.

Lemma 24 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv) be
as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ N(cv) \N(av), N(av)∩N(uv) is an avuv-separator in the subgraph G \ (cv, v),
N(bv) 6= {av, cv, uv, v} and N(av) ∩ N(bv) ∩ N(uv) = ∅. Assume furthermore that there is
x ∈ N(av) ∩N(uv), and there exists a leaf-vertex l ∈ N(bv) ∩N(x).

Then, l is a leaf-vertex of Type 1, or l is a leaf-vertex of Type 2 or 3 and G \ l is prime.
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Figure 37: Existence of a leaf-vertex in N(bv) ∩N(x).

Proof. Suppose for the proof that l is not of Type 1 (else, Lemma 24 is trivial). Then, l is of
Type 2 or 3, let Πl be as in Definition 5. Note that l 6= av because v, bv, x ∈ N(av) do not induce
a path, similarly l 6= uv because bv, cv, x ∈ N(uv) do not induce a path. Furthermore by the
hypothesis, bv and x are the two endpoints of Πl. Suppose by way of contradiction that there is
a minimal clique-separator S of G \ l. Since G is prime by the hypothesis, by Lemma 16 S is a
bvx-separator of G \ l. However, it implies that av, uv ∈ S, that contradicts the fact that S is a
clique. As a result, G \ l is prime.

Equipped with Lemma 24, we can assume from now on that there is no leaf-vertex that is
adjacent to both vertices bv, x, or else it could be immediately processed by the algorithm.

Theorem 17 Let G be a prime planar graph, let v be a leaf-vertex of Type 2, Πv = (av, bv, cv)
be as in Definition 5, and let uv /∈ Πv ∪ {v} be such that (bv, uv) is an edge-separator of G \ v.

Suppose uv ∈ N(cv) \N(av), N(av)∩N(uv) is an avuv-separator in the subgraph G \ (cv, v),
N(bv) 6= {av, cv, uv, v} and N(av) ∩ N(bv) ∩ N(uv) = ∅. Assume furthermore that there is
x ∈ N(av) ∩N(uv) such that N(bv) ∩N(x) is a bvx-separator, |N(bv) ∩N(x)| ≥ 3, and there is
no leaf-vertex in N(bv) ∩N(x).
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Then, there exist y, z ∈ N(bv) ∩N(x) non-adjacent such that the graph G′, obtained from G
by making y, z adjacent, is planar and prime, and it holds tb(G) = 1 if and only if tb(G′) = 1.
Furthermore, the pair y, z can be computed in linear-time.

av cv

v

uv

bv

x
y

z

Figure 38: Illustration of Theorem 17.

Proof. Let us first show how to find the pair y, z. Let W = {av, cv, v, uv} ∪ (N(av) ∩ N(uv)).
Choose any component C0 of G\W such that bv, x ∈ N(C0) and N(C0) ⊆ (av, bv, x) or N(C0) ⊆
(uv, bv, x) (the existence of such a component has been proved in Theorem 16). Note that
N(bv) ∩N(x) ∩ C0 6= ∅ since N(bv) ∩N(x) is a bvx-separator of G by the hypothesis. Then, let
S := N(bv) ∩N(x). By the hypothesis S is a minimal separator of G and |S| ≥ 3, therefore, by
Corollary 7 there is a planar supergraph GS of G so that S induces a cycle of GS . Furthermore,
GS can be computed in linear-time. Let P be an avuv-path of the cycle GS [S] that intersects
C0. Since by the above claim av /∈ NG(C0) or uv /∈ NG(C0), therefore, there is y ∈ C0 ∩ V (P ),
there is z adjacent to vertex y in P so that either z ∈ C1 for some component C1 of G\ (W ∪C0)
or z ∈ {av, uv} \ NG(C0). In particular, z /∈ NG[C0] = C0 ∪ NG(C0). Moreover, the graph G′,
obtained from G by adding an edge between y and z, is planar by construction.

Claim 15 G′ is prime.

Proof. By contradiction, let X be a minimal clique-separator of G′. Since G′ is a supergraph of
G, X is a separator of G. As a result, y, z ∈ X because G is prime by the hypothesis. Let us
prove as an intermediate step that N(y) ∩N(z) = {bv, x}. There are two cases. If z ∈ {av, uv},
then let {z, z′} = {av, uv}. Since N(C0) ⊆ (z′, bv, x) (because z /∈ NG(C0)) and z, z′ are
non-adjacent by the hypothesis, therefore, the claim immediately follows in this case. Else,
z /∈ {av, uv}. Let C1 be the component of G\ (W ∪C0) containing z. In such case, bv, x ∈ N(C1)
because z ∈ S by construction. Therefore, N(C1) ⊆ (av, bv, x) or N(C1) ⊆ (uv, bv, x) because
the respective roles of components C0, C1 are symmetrical in this case. Suppose by way of
contradiction N(C0) = N(C1) = {s, bv, x} for some s ∈ {av, uv} and let {s, t} = {av, uv}. Then,
there is a K3,3-minor of G with {bv, x, s} and {C0, C1, {cv, v, t}} being the sides of the bipartition,
that contradicts the hypothesis that G is planar. As a result, N(C0) ∩ N(C1) = {bv, x}, that
finally proves the claim.

Since X is assumed to be a clique of G′ and y, z ∈ X, it follows X ⊆ {bv, y, z} or X ⊆
{x, y, z}. Consequently, G[W \X] is connected because av, uv /∈ X is a dominating pair of W ,
bv, x ∈ N(av) ∩ N(uv) and bv /∈ X or x /∈ X. However, since y, z ∈ X and NG(y) ⊆ W ∪ C0,
then in such case there must be a component A of G \X so that A ⊂ C0. Since z /∈ NG[C0] by
construction, NG(A) ⊆ X \ z is a clique-separator of G, thus contradicting the hypothesis that
G is prime. As a result, G′ is prime. �

Now, let us prove tb(G) = 1 if and only if tb(G′) = 1.
If tb(G) = 1, then let (T,X ) be star-decomposition of G, that exists by Lemma 3, minimizing

the distance in T between Tav
and Tuv

. Let us prove that (T,X ) is a star-decomposition of
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G′, whence tb(G′) = 1. To prove it, it is sufficient to prove Ty ∩ Tz 6= ∅. We will prove as an
intermediate claim that Tav

∩ Tuv
6= ∅. By contradiction, assume Tav

∩ Tuv
= ∅. Observe that

Π′ = (av, bv, uv) ∈ P3(G) with {cv, v} being a full component of G \ Π′. Therefore, since G
is prime by the hypothesis, one of Π′ or Π′ \ bv is a minimal separator of G. Since (T,X ) is
assumed to minimize the distance in T between Tav and Tuv , therefore, by Corollary 8 there are
two adjacent bags Bav , Buv such that av ∈ Bav \Buv and uv ∈ Buv \Bav respectively dominate
Bav

and Buv
. However, by the properties of a tree decomposition Bav

∩Buv
= N(av)∩N(uv) is an

avuv-separator of G, that contradicts the existence of the path (av, v, cv, uv) in G. Consequently
the claim is proved, hence Tav

∩Tuv
6= ∅. The latter claim implies Tbv ∩Tx = ∅, for if Tbv ∩Tx 6= ∅

then the subtrees Tav , Tbv , Tuv , Tx are pairwise intersecting, hence Tav ∩Tbv ∩Tx∩Tuv 6= ∅ by the
Helly property (Lemma 1), that would contradict the fact that (T,X ) is a star-decomposition
because N(av)∩N(uv)∩N(bv) = ∅ by the hypothesis. Finally, since (x, y, bv, z) induces a cycle
of G and Tbv ∩ Tx = ∅, therefore, by the properties of a tree decomposition Ty ∩ Tz 6= ∅, and so,
(T,X ) is indeed a star-decomposition of G′.

Conversely, let us prove tb(G′) = 1 implies tb(G) = 1. To prove it, let (T ′,X ′) be a star-
decomposition of G′, that exists by Lemma 3, minimizing the number |X ′| of bags. Assume
furthermore (T ′,X ′) to minimize the number of bags B ∈ X ′ that are not contained into the
closed neighbourhood of some vertex in G w.r.t. the minimality of |X ′|. In order to prove
tb(G) = 1, it suffices to prove that (T ′,X ′) is a star-decomposition of G. We will start proving
intermediate claims.

Claim 16 av, uv /∈ NG(y).

Proof. By contradiction, assume the existence of z′ ∈ {av, uv} so that z′ and y are adjacent in
G. In particular, z′ 6= z (since z /∈ NG[C0]) and NG(C0) = {bv, x, z′} since either NG(C0) ⊆
{bv, x, av} or NG(C0) ⊆ {bv, x, uv}. Hence, the path (bv, z

′, x) is a separator of G. Since y ∈
NG(bv)∩NG(z′)∩NG(x), by Lemma 15 either C0 is reduced to y or (bv, y, x) ∈ P3(G) separates
z′ from C0 \ y. The case C0 \ y = ∅ implies that y is a leaf-vertex of Type 2, that contradicts
the hypothesis that there is no leaf-vertex in NG(bv) ∩NG(x). Therefore, let (bv, y, x) ∈ P3(G)
separates z′ from C0\y inG, and let C ′0 ⊆ C0\y be a component ofG\(bv, y, x) (such a component
C ′0 exists because NG(C0) = {z′, bv, x}). Since G is prime, bv, x ∈ NG(C ′0) (indeed, neither bv
nor y nor x nor (bv, y) nor (y, x) can be a separator of G). Therefore, NG(bv) ∩NG(x) ∩C ′0 6= ∅
because NG(bv) ∩ NG(x) is a bvx-separator of G by the hypothesis. Furthermore, y ∈ NG(C ′0)
because C0 is connected. However in such case, there is a K3,3-minor of G′ with {bv, x, y} and
{av, C ′0, uv} being the sides of the bipartition, that contradicts the fact that G′ is planar. �

Claim 17 There is no vertex dominating the cycle (av, bv, uv, x) in G′.

Proof. By contradiction, if it were the case that such a vertex exists, then, since NG(bv)∩NG(av)∩
NG(uv) = ∅ by the hypothesis, the dominator should be y and furthermore z ∈ {av, uv}. In
particular, y ∈ NG(bv)∩NG(x)∩NG(z′) with {z, z′} = {av, uv}, thus contradicting Claim 16. �

Claim 18 T ′av
∩ T ′uv

6= ∅.

Proof. By contradiction, let T ′av
∩T ′uv

= ∅. By the properties of a tree decomposition, every bag
B onto the path in T ′ between T ′av

and T ′uv
(including the endpoints) must contain NG′(av) ∩

NG′(uv) and at least one of v or cv. Then, if cv ∈ B then B ⊆ NG′ [uv] and so, B ∈ T ′uv
, since

NG′(cv) = {bv, uv, v} and x ∈ B. Similarly if v ∈ B then B ⊆ NG′ [av] and so, B ∈ T ′av
, since
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NG′(v) = {av, bv, cv} and x ∈ B. Consequently, there are two adjacent bags Bav , Buv such that
av ∈ Bav

\ Buv
and uv ∈ Buv

\ Bav
respectively dominate Bav

and Buv
in G′. However, by

the properties of a tree decomposition, Bav
∩ Buv

= NG′(av) ∩NG′(uv) is an avuv-separator of
G′, thus contradicting the existence of the path (av, v, cv, uv) in G′. Therefore, it follows that
T ′av
∩ T ′uv

6= ∅, that proves the claim. �

Claim 19 T ′bv ∩ T
′
x = ∅

Proof. Suppose for the sake of contradiction that T ′bv ∩ T
′
x 6= ∅. By Claim 18, T ′av

∩ T ′uv
6= ∅,

and so, the subtrees T ′av
, T ′bv , T

′
uv
, T ′x are pairwise intersecting. Hence by the Helly property

(Lemma 1), T ′av
∩T ′bv ∩T

′
uv
∩T ′x 6= ∅. However in such case, since (T ′,X ′) is a star-decomposition

of G′ there must be a vertex dominating the cycle (av, bv, uv, x) in G′, thereby contradicting
Claim 17. �

As a result, T ′av
∩ T ′uv

6= ∅ by Claim 18 and T ′bv ∩ T
′
x = ∅ by Claim 19.

Finally, suppose by way of contradiction (T ′,X ′) is not a star-decomposition of G. In such
case, since G and G′ only differ in the edge {y, z}, there must exist B ∈ T ′y ∩ T ′z that is uniquely
dominated by some of y, z in G′. More precisely, let us prove that only one of y, z can dominate
B. By contradiction, suppose B ⊆ NG′ [y] ∩ NG′ [z] = {bv, x, y, z} (indeed, y ∈ C0 whereas
z /∈ NG[C0]). Since T ′bv ∩T

′
x = ∅ by Claim 19, B ⊆ {bv, y, z} or B ⊆ {x, y, z, }. Therefore, B is a

clique of G′. However, since B 6= V (G′), there is a bag B′ adjacent to B and by the properties
of a tree decomposition B ∩ B′ is a clique-separator of G′, thus contradicting the fact that G′

is prime by Claim 15. Consequently, either B ⊆ NG′ [y] or B ⊆ NG′ [z], and either B 6⊆ NG′ [y]
or B 6⊆ NG′ [z]. In the following, let {s, t} = {y, z} satisfy B ⊆ NG′ [s], that is well-defined. Let
B′ be any bag adjacent to B so that t ∈ B′ (such bag exists because y, z ∈ N(bv) ∩N(x), and
bv /∈ B or x /∈ B because T ′bv ∩ T

′
x = ∅). There are three cases.

• Suppose no vertex of bv, x, y, z dominates B′ in G′ (see Figure 39 for an illustration). Since
bv /∈ B or x /∈ B because T ′bv ∩ T

′
x = ∅, therefore, (B ∩ B′) \ (bv, x, y, z) 6= ∅, or else

by the properties of a tree decomposition that would be a clique-separator of G′, thus
contradicting the fact that G′ is prime by Claim 15. Let t′ ∈ (B ∩ B′) \ (bv, x, y, z).
Note that t′ and t are non-adjacent in G′ because t′ ∈ NG′ [s] and NG′ [y] ∩ NG′ [z] =
{bv, x, y, z}. Let s′ ∈ B′ dominate this bag. Note that s′ and s are non-adjacent in G′

because we assume s′ /∈ {bv, x, y, z}, t ∈ NG′(s′) and NG′ [y] ∩ NG′ [z] = {bv, x, y, z}. In
particular, s′ 6= t′ and (s, t′, s′, t) induces a path in G. By construction, y ∈ C0 and
z /∈ NG[C0], hence there must be some of s′, t′ in NG(C0). Since NG(C0) ⊆ {av, bv, uv, x}
and s′, t′ /∈ {bv, x, y, z}, therefore the pairs {s′, t′} and {av, uv} intersect. However, by
Claim 16 av, uv /∈ NG(y), similarly av, uv /∈ NG(z), that contradicts the existence of the
path (s, t′, s′, t) in G. Consequently, assume in the remaining cases that there is some
vertex of bv, x, y, z dominating B′ in G′.

B B'

s
s'

t

t'

Figure 39: B ⊆ NG′ [s], B′ ⊆ NG′ [s′].

• Suppose B′ is dominated by one of y, z in G′. We claim that B and B′ are dominated by
the same vertex of y, z, for if it were not the case B ∩B′ ⊆ NG′ [y] ∩NG′ [z] = {bv, x, y, z},
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and so, since by the properties of a tree decomposition B ∩ B′ is a separator of G′, and
bv /∈ B or x /∈ B because T ′bv ∩ T

′
x = ∅, B ∩ B′ should be a clique-separator of G′, thus

contradicting the fact that G′ is prime by Claim 15. However, in such a case bags B,B′

could be merged into one while preserving the property for the tree decomposition to be a
star-decomposition of G′, that would contradict the minimality of |X ′|.

• Therefore, B′ is dominated by some of bv, x. We claim that there is a unique such bag
B′ that is adjacent to B. By contradiction, let B′′ 6= B′ be adjacent to B and such that
B′′ is also dominated by some of bv, x. In particular, if B′′ ∪ B′ ⊆ N [bv] or B′′ ∪ B′ ⊆
N [x] then both bags B′, B′′ could be merged into one without violating the property
for the tree decomposition to be a star-decomposition of G′, that would contradict the
minimality of |X ′|. Else, w.l.o.g. B′ ⊆ N [bv] and B′′ ⊆ N [x]. Since T ′bv ∩ T

′
x = ∅,

av, uv ∈ N(bv) ∩ N(x) and B′, B′′ are adjacent to B, therefore, by the properties of the
tree decomposition av, uv ∈ B. However, av, uv /∈ NG[y] by Claim 16, av and uv are non-
adjacent, and either z ∈ {av, uv} or av, uv /∈ NG[z] (by the same proof as for Claim 16),
thus contradicting the fact that either B ⊆ NG′ [y] or B ⊆ NG′ [z]. Hence, the claim is
proved and B′ is assumed to be the unique bag adjacent to B such that B ⊆ N [bv] or
B ⊆ N [x]. In particular, B′ is the unique bag adjacent to B containing vertex t (recall
that {s, t} = {y, z} and B ⊆ NG′ [s], B 6⊆ NG′ [t]).

Let us substitute the bags B,B′ with B\t, B′∪{s}. We claim that this operation keeps the
property for (T ′,X ′) to be a star-decomposition of G′. To prove the claim, first note that
the operation only modifies bags B and B′, furthermore B\t ⊆ N [s] and B′∪{s} ⊆ N [bv] or
B′ ∪ {s} ⊆ N [x]. Consequently, to prove the claim, it suffices to prove that the operation
keeps the property for (T ′,X ′) to be a tree decomposition of G′ (for in such a case, it
is always a star-decomposition). Since T ′t \ B is connected because B′ is the only bag
containing vertex t that is adjacent to the bag B, therefore, we are left to prove that there
is no w ∈ NG′(t) \ s such that T ′w ∩ T ′t = {B}. By contradiction, let w ∈ NG′(t) \ s satisfy
T ′w ∩ T ′t = {B}. Since w ∈ B ⊆ NG′ [s], therefore w ∈ NG′(s)∩NG′(t) = NG(y)∩NG(z) =
{bv, x}. Moreover, w /∈ B′ because t ∈ B′ and we assume that T ′w ∩ T ′t = {B}. In such a
case, since it is assumed that B′ ⊆ N [bv] or B′ ⊆ N [x], and in addition T ′x ∩ T ′bv = ∅, let
us write {w,w′} = {bv, x} such that w ∈ B \ B′, w′ ∈ B′ \ B and B′ ⊆ NG′ [w′]. By the
properties of a tree decomposition, B ∩ B′ is a bvx-separator of G′, so, av, uv ∈ B ∩ B′.
However, av, uv /∈ NG(y) by Claim 16 and similarly av, uv /∈ NG(z), that contradicts the
fact that B ⊆ NG′ [s] for some s ∈ {y, z}. This finally proves the claim that substituting the
bags B,B′ with B \ t, B′ ∪ {s} keeps the property for (T ′,X ′) to be a star-decomposition
of G′.

However, the above operation does not increase the number of bags |X ′|, furthermore there
is one less bag that is not contained in the closed neighbourhood of some vertex in G. This
contradicts the minimality of (T ′,X ′) w.r.t. these two properties.

As a result, we proved by contradiction that (T ′,X ′) is a star-decomposition of G, hence tb(G) =
1.

5.4 Complexity of Algorithm Leaf-BottomUp

To complete this section, let us emphasize on some computational aspects of Algorithm Leaf-BottomUp,
that will ensure the quadratic-time complexity of the algorithm. We here assume that the pla-
nar graph G is encoded with adjacency lists. Note that the adjacency lists can be updated in
linear-time before each recursive call to the algorithm.
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We will need as a routine to test whether two vertices are adjacent in constant-time. In order
to achieve the goal, the following result (relying upon the bounded degeneracy of planar graphs)
will be used:

Lemma 25 ( [18]) There exists a data structure such that each entry in the adjacency matrix
of a planar graph can be looked up in constant time. The data structure uses linear storage, and
can be constructed in linear time.

5.4.1 Finding a leaf-vertex

At each call to the algorithm, it is first required to decide whether a leaf-vertex exists. If that
is the case, then one such a vertex must be computed. Here is a way to achieve the goal in
linear-time. Let us start computing the degree sequence of G, then let us order the vertices of
the graph G by increasing degree.

Finding a leaf-vertex of Type 1. Let v be any vertex of degree at least four. We claim that
a necessary condition for v to be a leaf-vertex of Type 1 is that all but at most two neighbours
of v have degree four. Indeed, if v is a leaf-vertex of Type 1, then let Πv, dv be defined as
in Definition 5. By Lemma 21, either V (G) = N [v] ∪ {dv} or Π′ = (av, dv, cv) ∈ P3(G) and
N [v] \ (av, cv) is a full component of G \Π′. In both cases, all neighbours in N(v) \ (av, cv) have
degree four.

• Therefore, let us count the number of neighbours of degree four in N(v), that can be done
in O(deg(v))-time simply by traversing the adjacency list of vertex v (recall that the degree
sequence of G has been computed).

• If there are all but at most two neighbours in N(v) that have degree four, then we claim
that one can construct the induced subgraph G[N(v)] in O(deg(v))-time. Indeed, for every
neighbour u ∈ N(v) that has degree four, let us test in constant-time for each of its four
neighbours whether they are adjacent to vertex v — we only keep those for which it is the
case in the adjacency list of u in G[N(v)]. Then, for every u ∈ N(v) that does not have
degree four (there are at most two such vertices), let us construct the adjacency list of u
in G[N(v)] simply by testing to which vertices in N(v) \u it is adjacent — the latter takes
constant-time by neighbour.

• Once G[N(v)] has been computed, it is easy to check whether it is a path in O(|N(v)|) =
O(deg(v))-time.

• Finally, let u ∈ N(v) have degree four. Let us pick in constant-time any neighbour dv ∈
N(u) \ N(v) (note that such a vertex is unique if G[N(v)] induces a path). In order to
decide whether v is a leaf-vertex of Type 1, it is now sufficient to test whether vertex dv is
adjacent to every vertex in N(v) — that takes constant-time by neighbour.

Finding a leaf-vertex of Type 2. Recall that a vertex is a leaf-vertex of Type 2 if and only
if it has degree three and its three neighbours induce a path. Given any vertex of degree three,
three adjacency tests are enough in order to determine whether its three neighbours induce a path
— and each adjacency tests takes constant-time. Therefore, it can be checked in constant-time
whether a vertex is a leaf-vertex of Type 2.
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Finding a leaf-vertex of Type 3. By Definition 5, a vertex v is a leaf-vertex of Type 3 if
and only if it has degree two and its two neighbours are non-adjacent and they have at least
two common neighbours (including v). Note that given a degree-two vertex, it can be checked
whether its two neighbours are non-adjacent in constant-time. We now distinguish three cases.

1. First, suppose there is a vertex v such that N(v) = {x, y} and neighbour x is a degree-two
vertex. In such case, let N(x) = {v, z}, in order to decide whether v is a leaf-vertex of
Type 3, it is sufficient to test in constant-time whether y, z are adjacent.

2. Second, suppose there are two degree-two vertices v, v′ that share the same two non-
adjacent neighbours (i.e., N(v) = N(v′) = {x, y} and x, y are non-adjacent). In such
case, both vertices v, v′ are leaf-vertices of Type 3 (this case may happen if for instance,
G = K2,q with q ≥ 2). In order to check whether this case happens, it is sufficient to
sort the pairs N(v) with v being a degree-two vertex in linear-time (for instance, using a
bucket-sort).

3. Else, let V ′ contain every degree-two vertex v with two non-adjacent neighbours of degree
at least three (if one of the two neighbours of v has degree two, we fall in the first case)
W.l.o.g., every vertex v ∈ V ′ is uniquely determined by the pair N(v) composed of its two
neighbours (or else, we fall in the second case). In such case, let us contract every v ∈ V ′ to
one of its two neighbours. By doing so, we remove v and we make the two vertices in N(v)
adjacent. Note that all these edge-contractions are pairwise independent. Let us call G′

the graph resulting from all edge-contractions, and let us call “virtual edges” any new edge
resulting from an edge-contraction. Then, let us list all triangles in the resulting graph G′,
it can be done in linear-time [42]. By construction, v ∈ V ′ is a leaf-vertex of Type 3 if and
only if the virtual edge resulting from its contraction belongs to a triangle in which it is
the unique virtual edge.

Overall, finding a leaf-vertex in G takes O(
∑

v∈V deg(v))-time, that is O(n)-time because G
is planar.

5.4.2 Existence of a star-decomposition with two bags

Lemma 26 Let G be a planar graph, it can be decided in quadratic-time whether G admits a
star-decomposition with one or two bags.

Proof. G admits a star-decomposition with one bag if and only if there is a universal vertex in
G, hence it can be decided in linear-time. Assume for the remaining of the proof that G does not
admit a star-decomposition with less than two bags. We will consider two necessary conditions
for some fixed pair x, y to be the dominators of the only two bags in some star-decomposition
of G. For each of the two conditions, we will prove that all pairs satisfying the condition can
be computed in quadratic-time. Then, we will conclude the proof by showing that the two
conditions are sufficient to ensure the existence of a star-decomposition of G with two bags.

1. Recall that if it exists a star-decomposition of G with two bags, then by the properties of
a tree decomposition every vertex of G must be contained in at least one bag. Therefore,
if x, y are the only two dominators of the bags in some star-decomposition of G, they must
be a dominating pair of G. It can be decided in O(deg(x) + deg(y))-time whether a fixed
pair x, y is a dominating pair. So, overall, it takes O(n2)-time to compute all dominating
pairs of G with n being the order of the graph, for the graph is planar and so, it is a sparse
graph.
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2. Furthermore, recall that if it exists a star-decomposition of G with two bags, then by
the properties of a tree decomposition every edge of G must be contained in at least one
bag. Therefore, if there is a star-decomposition of G with two bags that are respectively
dominated by x and y, then it must be the case that there does not exist any edge e = {u, v}
so that u ∈ N [x]\N [y] and v ∈ N [y]\N [x] (else, such an edge could not be contained in any
of the two bags). In order to decide whether the latter condition holds for some fixed pair
x, y, it suffices to test whether every vertex of N [x] \N [y] is non-adjacent to all vertices in
N [y]\N [x] — it takes constant-time per test and so, O(deg(x) ·deg(y))-time in total. As a
result, computing all pairs x, y satisfying the condition requires O(

∑
x,y deg(x) · deg(y)) =

O([
∑

x deg(x)][
∑

y deg(y)]) = O(n2)-time because the graph G is planar and so, it is a
sparse graph.

Finally, let x, y satisfy the two above necessary conditions. We claim that (T,X ) with T being
an edge and X = {N [x], N [y]} is a star-decomposition of G. Indeed, every vertex is contained
into a bag because the pair x, y satisfies the first necessary condition. Furthermore, every edge
has its both ends contained into a common bag because the pair x, y satisfies the second necessary
condition. Last, all the bags containing a common vertex induce a subtree because there are only
two bags. As a result, (T,X ) is a tree decomposition of G. Since each bag of X is respectively
dominated by x or y, therefore (T,X ) is indeed a star-decomposition of G, that proves the claim,
hence the lemma.

Note that in any execution of Algorithm Leaf-BottomUp, it is verified at most once whether
some planar graph admits a star-decomposition with one or two bags.

5.4.3 Upper-bound on the number of steps in the algorithm

Lemma 27 Let G be a prime planar graph with n vertices and m edges. Then, there are at
most 5n−m recursive calls to the Algorithm Leaf-BottomUp, that is O(n).

Proof. First note that since G is planar by the hypothesis, 5n−m ≥ 0 and 5n−m = O(n). Let
G′ with n′ vertices and m′ edges so that Algorithm Leaf-BottomUp is recursively applied on G′

when G is the input. Since there is at most one such a graph G′ (i.e., there is no more than one
recursive call at each call of the algorithm), furthermore G′ is prime and planar, therefore, in
order to prove the lemma it suffices to prove that 5n′−m′ < 5n−m. To prove it, let us consider
at which step of the algorithm the recursive call occurs.

• If it is at Step 2, then G′ is obtained by removing a leaf-vertex of Type 1, denoted by
v, and then contracting all the internal vertices in the path Πv (induced by N(v)) to a
single edge. Therefore, n′ = n − deg(v) + 3, m′ = m − 3deg(v) + 8 and so, 5n′ − m′ =
5n−m− (2deg(v)− 7) < 5n−m because deg(v) ≥ 4.

Thus, from now on let us assume we fall in Step 3, i.e., a leaf-vertex of Type 2 or 3 is
considered, denoted by v.

• If the recursion happens at Step 3.1 (a), then G′ is obtained by removing v. Therefore,
n′ = n − 1 and either m′ = m − 3 (if v is of Type 2) or m′ = m − 2 (if v is of Type 3),
hence m′ ≥ m− 3 and so, 5n′ −m′ ≤ 5n−m− 2 < 5n−m.

• If it is at Step 3.1 (b), then we fall in Step 3.1 (b) ii (no recursion occurs in Step 3.1 (b) i),
thus G′ is obtained by making v adjacent to the two vertices in (N(av)∩N(cv))\v (including
bv in the case when v is of Type 3). Therefore, n′ = n and either m′ = m+1 (if v is of Type
2) or m′ = m+2 (if v is of Type 3), hence m′ ≥ m+1 and so, 5n′−m′ ≤ 5n−m−1 < 5n−m.
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• Else, the recursion happens at Step 3.2. Recall that in such case, there exists a vertex uv
such that (bv, uv) is a clique-separator of G\ v. Adding an edge between v and bv if it does
not exist, decreases 5n−m by 1, therefore from now on let us assume that v is a leaf-vertex
of Type 2.

– if it is at Step 3.2 (a), then G′ is obtained by contracting the edge {v, av}. Therefore,
n′ = n− 1, m′ = m− 2, hence 5n′ −m′ = 5n−m− 3 < 5n−m.

– If it is at Step 3.2 (b) i, then G′ is obtained by adding an edge between bv and
some vertex x ∈ (N(av) ∩ N(uv)) \ bv then contracting this edge. Furthermore,
N(bv) = {av, cv, uv, v} in such case and cv, v /∈ N(x). Therefore, n′ = n−1, m′ = m−2
and so, 5n′ −m′ = 5n−m− 3 < 5n−m.

– If it is at Step 3.2 (b) ii, then G′ is obtained by contracting the edge {bv, x} where
x ∈ N(av) ∩N(uv) ∩N(bv). Furthermore, N(bv) = {av, cv, uv, v, x} in such case and
cv, v /∈ N(x). Therefore, n′ = n−1, m′ = m−3 and so, 5n′−m′ = 5n−m−2 < 5n−m.

– Finally, in all other cases the recursive call happens at Step 3.2 (b) iii. Then, G′

is obtained by adding an edge between two vertices y, z ∈ N(bv) ∩ N(x) for some
x ∈ (N(av) ∩ N(uv)) \ bv. Therefore, n′ = n, m′ = m + 1 and so, 5n′ − m′ =
5n−m− 1 < 5n−m.

6 Conclusion and Open questions

On the negative side, we proved the NP-hardness of computing five metric graph invariants
(namely, tree-breadth, path-length, path-breadth, k-good tree and path decompositions) whose
complexity has been left open in several works [24, 26, 27]. These results add up to the proof
in [39] that it is NP-hard to compute the tree-length.

We leave as a future work further study on the border between tractable and intractable
instances for the problem of computing the above metric graph invariants. Especially, what
are the graph classes for which it can be decided in polynomial-time whether a graph admits a
star-decomposition ? In this paper, we partially answer to this question by proving that it is the
case for bipartite graphs and planar graphs. Based on these two positive results, we conjecture
that the problem is Fixed-Parameter Tractable when it is parameterized by the clique-number
of the graph (note that there is a large clique in all the graphs obtained from our polynomial-
time reductions). Intermediate challenges could be to determine whether the problem is Fixed-
Parameter Tractable when it is parameterized by the genus, the tree-width or the Hardwiger
number.

Finally, we notice that all our NP-hardness results imply that the above metric graph in-
variants cannot be approximated below some constant-factor. There remains a gap between
our inapproximability results and the constant-ratio of the approximation algorithms in [24, 27].
Therefore, we leave as an interesting open question whether we can fill in this gap.
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