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**Abstract—** Non-Intrusive Load Monitoring (NILM) plays an important role in energy management and energy reduction in buildings and homes. An NILM system does not need a large amount of deployed power meters to monitor the power usage of home devices. Instead, only one meter on the main power line is necessary to detect and identify the operating devices. There are many approaches to solve the problem of device determination in NILM. The features applied in low-frequency measurements obtained from a real appliance deployment. With a small number of devices, the obtained precision varies from 75% to 99%, depending on the tolerance criterion to determine the steady state of a given device.

**I. INTRODUCTION**

Appliance load monitoring systems nowadays play an important role in energy management in buildings and homes, especially in Smart Building Automation, where the electronic appliances can be fluctuated to adapt to the variation of environment based on the gathered information. There are many methods to implement the system and they can be classified into two approaches: intrusive and non-intrusive. In the intrusive approach, the measurement is deployed at each individual equipment, each meter gets the data from the device it monitors. Retrieved data can be the power consumption if power meters are used, that is also considered as direct sensing, or information about the environment captured by the sensors such as light intensity, vibration, sound, etc., which are generated by the monitored device and imply the operation state of them, that is so-called indirect sensing. A supervision system combining these two methods of sensing is introduced in [1] and known as ViridiScope. In this system, the devices which consume a stable power are individually monitored by one or some specific sensors such as light sensors, acoustic sensors, while the variable loads are supervised by magnetic sensors or direct power meters. In spite of high accuracy, high deployment cost prevents the intrusive approach from widely being applied. Instead, the non-intrusive approach, which can detect and estimate the power consumption of all devices in the monitored area with only one power meter deployed on the main power line, is more attractive. In the remaining of this paper, the related works of Non-Intrusive Load Monitoring (NILM) will be mentioned in Section 2. Then the sensor deployment to gather the data inside our laboratory is presented in Section 3. Section 4 introduces our proposed approach using I1-norm minimization and the simulation to solve the problem in the context of NILM, while Section 5 shows the results as well as the evaluation metrics to evaluate the algorithm. Finally, some conclusions are given in Section 6.

**II. RELATED WORKS**

In [2], the original problem of NILM is introduced. They use an edge detector to detect the events on the aggregate power draw, which corresponds to the operation periods of devices, cluster and match them with the pre-defined features in library. Because there are some fluctuations when a device is switched on/off or during the steady state due to noise, the power data can pass through a median filter [3] or a pre-processing block [4] before detecting and identifying the events. In these researches, the length of each event is not considered, only the step-changes are used as identified features. Hence, the authors of [5] propose to apply Dynamic Time Warping (DTW), a time-series-based approach to compare two vectors with different lengths and non-identical values, to match the events. Every time an event is detected, the distances between it and all features in library are calculated. The event will be identified to the device whose feature leads to the minimum distance. The precision of this method varies from 85% to 99% depending on the type of house.

In addition, other researches apply the advance models such as Hidden Markov Model (HMM) combining with Viterbi dis-aggregation [6], [7] and Artificial Neural Network (ANN) [8]. While the authors of [6] use the difference on aggregate power usage between the current instant and previous instant as the observation of HMM, Kim and his colleagues in [7] use the current aggregate power but combine with the additional features such as time of day, day of week or information from the environment monitoring sensors to create a variant of HMM so-called Conditional Factorial Hidden Semi-Markov Model (CFHSMM). While the HMM-based NILM is tested with different types of household, the ANN in [8] is only applied to identify and estimate the power usage of two groups: H (water heater) and W (washing machine, dish washer). The data of one day sampled every 15 minutes and devided into six 8-hour segments is the input of an ANN, whose output includes two possibilities: H and W. Nevertheless, with the accuracy from 72% to 99% for HMM-based method and over
TABLE I: Average power consumption of the steady states of some devices in the coffee room.

<table>
<thead>
<tr>
<th>Device</th>
<th>Average power 1 (watt)</th>
<th>Average power 2 (watt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fridge</td>
<td>[75.89, 75.96]</td>
<td></td>
</tr>
<tr>
<td>Television</td>
<td>[200.54, 202.11]</td>
<td>29.00</td>
</tr>
<tr>
<td>Microwave</td>
<td>[1332.94, 1356.18]</td>
<td>[1282.50, 1317.95]</td>
</tr>
<tr>
<td>Teapot</td>
<td>[1665.29, 1675.81]</td>
<td></td>
</tr>
<tr>
<td>Coffee machine</td>
<td>[8233.05, 830.06]</td>
<td></td>
</tr>
</tbody>
</table>

90% for ANN-based one, both of them have a perspective to extend their application to larger amounts of devices.

However, DTW, HMM, and ANN methods need a long training period to analyze the characteristics and learn the parameters of the devices. Therefore, this paper introduces a new approach using the $l_1$-norm minimization and requiring a short training. Because the $l_1$-norm minimization problem relates to the Least Absolute Error (LAE) value, in the remaining of this paper, this approach is called LAE-based method. Moreover, two optimized versions of this approach are also presented including difference-based method, which considers the previous state of devices in determining their current state, and probability-based method that uses the state transition probability as a criterion for state determination. The simulation results of these three methods will then be compared with the edge detection-based approach mentioned in [2]. The dataset using for the simulation is collected by the smart power meters. They collect the power consumption of monitored devices at 1 Hz frequency and support the Zigbee wireless communication. The data from this measuring system will be used to create the test power draw for NILM algorithm and as ground truth data to evaluate the accuracy. The $l_1$-norm minimization problem in NILM is then simulated in Matlab for a small set of devices such as fridge, television, microwave, teapot, coffee machine. These devices are in the coffee room and usually used during the coffee break. Because they consume at one or two stable power levels, one day is enough to find the average power demand of each steady state. Besides solving the minimization problem, the past state of each device is also taken into account to find the current state to increase the accuracy.

### III. Sensor deployment

In order to observe and analyze the power consumption characteristic of electric devices, a smart power meter grid is deployed on the third floor of our laboratory. In this system, the wireless network is supplied by the Athemium company [9], which supports Zigbee wireless communication and sends the gathered data to the Athemium server through the gateways, while each device is monitored by an individual power meter Z-800 of Netvox Technology Company [10]. The users can observe the data and download it to their personal drive through a web interface. The monitored devices include laptops, desktops, screens, external drivers, printers in the offices and electrical equipment in the coffee room such as fridge, television, microwave, teapot, and coffee machine. Their power usage is sampled and periodically reported to the server every one second. The system model is illustrated in Figure 1 and an example of retrieved data over time of several popular appliances such as fridge, teapot, coffee machine is shown in Figure 2. These devices have one level of power demand: the fridge has a spike at the transient phase and then consumes a stable power of 76 watts; the coffee machine consumes about 825 watts; while the teapot uses over 1600 watts of power when operating. This characteristic allows us to use the steady state as a feature to identify the devices. The identification methods can be based on the edge detector as in [2] or the distance between the detected steady events and the predefined features from the training period [5]. However, in this paper, we solve the $l_1$-norm minimization mentioned in [2] in order to determine the operation states of all devices. The dataset for the simulation is retrieved by the power meters during two weeks and includes the power consumption of five devices in the coffee room: fridge, television, microwave, teapot, and coffee machine. This dataset is considered as the ground truth data for algorithm evaluation and to synthesize the aggregate power usage by adding the power consumption of all devices with a small noise created from the power meters. The concrete average power consumption of the steady states of five devices used in the simulation are shown in Table I. A steady state is only listed in this table if its appearance probability is larger than 1%, that is the reason why there are some times the coffee machine consumes about 400 watts but that value is ignored. Three of five devices have only one level of power consumption including fridge, teapot, and coffee machine, as presented in Figure 2, while two others have two power states. The difference on the power level between the devices is large, so the small noise will not affect the performance of the algorithm. Therefore, for simplicity, we choose the normal distribution noise with zero mean and variance of 1 watt when synthesizing the aggregate power consumption.

![Fig. 1: Smart meter grid to observe and analyze the power consumption characteristic of electric devices.](image_url)
Fig. 2: Retrieved power consumption of three devices: fridge, coffee machine and teapot on Sept. 8th, 2014.

Fig. 3: Steady state passing the transient [2].

IV. STATE DETERMINATION ALGORITHM

Different from the minimization problem in [2], which assumes that each device has only two states ON and OFF, in this paper, each device \( i \in \{1, \ldots, N\} \) can operate in one of \( M_i \) states. Denote \( s_{ij}(t) \) as the Boolean indicator of being in the \( j \)-th state of \( i \)-th device at time \( t \), \( j \in \{1, \ldots, M_i\} \):

\[
s_{ij}(t) = \begin{cases} 
1 & \text{if device } i \text{ operates in state } j \\
0 & \text{if device } i \text{ does not operate in state } j, 
\end{cases}
\]

the aggregate power consumption can be represented as follows:

\[
x(t) = \sum_{i=1}^{N} \sum_{j=1}^{M_i} s_{ij}(t) \times w_{ij} + e(t),
\]

where \( x(t) \) is the aggregate power at time \( t \), \( w_{ij} \) is the average power of the \( i \)-th device when it operates in state \( j \) and \( e(t) \) is a noise. To determine the value of \( w_{ij} \), a transient-passing steady state detector finds on the power time-series the periods in which the power does not vary larger than the tolerance value, as illustrated in Figure 3. \( w_{ij} \) is therefore calculated by averaging the data points in the corresponding steady period.

A. LAE-based method

From the model of Equation (1), the indicator vector \( s \) can be determined by solving the following \( l_1 \)-norm minimization:

\[
\min_{s} \| x(t) - \sum_{i=1}^{N} \sum_{j=1}^{M_i} s_{ij}(t) \times w_{ij} \|
\]

subject to:

\[
\begin{align*}
&s_{ij}(t) \in \{0, 1\}, \forall \{i, j\} \\
&\sum_{j=1}^{M_i} s_{ij}(t) \in \{0, 1\}, \forall i.
\end{align*}
\]

The respective solution is:

\[
\hat{s}(t) = \arg \min_{s} \| x(t) - \sum_{i=1}^{N} \sum_{j=1}^{M_i} s_{ij}(t) \times w_{ij} \|.
\]

To solve (2), the condition is at first processed by finding all possible combinations of state vector \( s \) and writing them in matrix \( S \), of which each row relates to a combination. For example, if we have two devices and each of them has two operation states, all possible combinations are saved in matrix \( S \) as follows:

\[
S = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{bmatrix}
\]

After that, all combinations will be in turn applied to expression (4) to calculate the absolute error corresponding to each case:

\[
AE(k) = |x(t) - s^{(k)} \times w^T|,
\]

where \( s^{(k)} \) is the \( k \)-th row of \( S \). The combination giving the LAE will be the solution for Equation (2).
B. Difference-based method

However, the LAE value may not be the solution of the NILM problem. In real condition, the power consumption of each device can have some variations, the real state of devices does not lead to minimum absolute error but a value around it. For more accuracy, a supplemented constraint is proposed: among possible combinations which lead to near-minimum error, the solution is the one, which has least change in comparing with the previous state. If existing any combination which has the absolute error near to the LAE value, it will be saved as a candidate, along with  \( \hat{s} \), for the final consideration. In the final step, the candidate, which has least change in comparing with the previous state, is chosen as the current state of the system, or:

\[
\hat{s} = \arg \min_{s_c \in S_C} |s_c \oplus s(t-1)|,
\]

with \( S_C \) the set of candidates. Algorithm 1 clarifies this method. The value of \textit{threshold} in our simulation is empirically chosen to be 2 watts. If this value is too small, the real solution of \( s \) may be rejected from the set of candidates, while large value increases the number of candidates and the possibility of error detection.

C. Probability-based method

Instead of determining the difference between the candidates and the previous state, we can also consider the state transition probability \( p(s_i(t)|s_i(t-1)) \) of each device to decide the current state, as detailed in Algorithm 2. This conditional probability is obtained by analyzing the training data. The state transition probability of some devices is presented in Figure 4. The probability for current state determination is the product of state transition probability of all devices, or:

\[
Pr(s(t)|s(t-1)) = \prod_{i=1}^{N} p((s_i(t)|s_i(t-1)),
\]

where \( p((s_i(t)|s_i(t-1)) \) is the state transition probability of device \( i \). In this method, we do not separately consider each steady state of device but only consider if that device is on or off. The state that makes the largest probability in (6) will be decided as the current state of the system.

Algorithm 1 \( l_1 \)-norm minimization algorithm based on the difference with the previous state.

1: \textbf{function} \( L1SOLVE(x, w) \)
2: \hspace{1em} Find possible combinations of \( s \) and save in matrix \( S \)
3: \hspace{1em} \( l = length(x), x(0) = 0 \)
4: \hspace{1em} for \( t = 1, \ldots, l \) do
5: \hspace{2em} \( LAE = \min_{s_c \in S} |x(t) - s \times w^T| \)
6: \hspace{2em} Find \( S_C \subset S : \forall s_c \in S_C, |x(t) - s_c \times w^T| / LAE \leq \text{threshold} \)
7: \hspace{2em} \( \hat{s} = \arg \min_{s_c \in S_C} |s_c \oplus s(t-1)| \)
8: \hspace{1em} end for
9: \hspace{1em} output = vector \( \hat{s} \)
10: \textbf{end function}

V. Results

In this section, we test the proposed methods with five devices in the coffee room: fridge, coffee machine, teapot, microwave and television. The data received from the power meters deployed for each individual devices are used as the ground truth data for evaluation and to create the aggregate power by combining them with a normal distribution noise with zero mean and variance of 1 watt. The training and testing data was gathered from two weeks in September 2014. The algorithm to solve the \( l_1 \)-norm minimization is then simulated in Matlab to find the states of those devices. To evaluate this algorithm, we use two metrics: \textit{precision} and \textit{recall}. Precision is defined as the ratio between the number of good detections and the total number of detections, while recall is defined as the ratio between the number of good detections and the total number of events including the detected events and undetected events. They are calculated as follows:

\[
\text{precision} = \frac{TP}{TP + FP}, \quad \text{recall} = \frac{TP}{TP + FN},
\]

where \( TP, FP, FN \) are true positive, false positive and false negative, respectively, and defined as:

Fig. 4: State transition probability of fridge, coffee machine, teapot, microwave and television during the training period.
Fig. 5: Precision of $l_1$-norm minimization algorithm vs. power tolerance for steady state determination.

- If an appliance is ON and it is detected as ON by the algorithm, a true positive is taken into account.
- If an appliance is OFF but it is detected as ON by the algorithm, a false positive is taken into account.
- If an appliance is ON but its state is not detected, then the result is a false negative.

Figure 5 represents the precision of the three proposed methods of $l_1$-norm minimization based algorithm in comparison with the edge detection-based algorithm introduced in [2] when tuning the tolerance value from 5 watts to 30 watts. The first method (LAE-based) does not consider the previous state of each device, while the second one (difference-based) uses the difference between the current state and previous state, and the third one (probability-based) applies the state transition probability. The purpose of this experiment is to test the possibility of applying the $l_1$-norm minimization to solve the problem in the context of NILM, so only the edge detection-based algorithm is used for result comparison. Other methods such as ANN, HMM are more complex and need a long training period to analyse and synthesize the characteristics of the devices, so they will not be compared in this paper. The simulation results in Figure 5 show that the precision in the three cases outperforms the edge-based approach. With the tolerance value larger than 22.5 watts, the precision is improved when considering the previous state. However, with the second method, the precision falls down to under 30% when the tolerance exceeds 29 watts. This result can be explained as follows: when the tolerance value is small, the number of stable periods will intuitively increase. However, some of them do not last at least the minimum length to be able to be considered as a steady state. They will be suppressed from the library and lead to the wrong detection. Besides, if the tolerance value is over 29 watts, the precision of the second method quickly decreases to lower than 30%. This result comes from the fact that the television consumes 29 watts in stand-by mode. During the testing period, it almost operated in this mode. Additionally, the method is based on the difference with the previous state, while the start state of the television is always off, so the system could not detect exactly. Meanwhile, with the third method, which is based on the state transition probability, the probability to maintain the stand-by mode is much larger than that to maintain the off state. Hence, the precision does not decrease too much. Figure 6 represents the recall metric of the four approaches versus the value of tolerance. This figure shows that the recall falls down less than 20% when the tolerance is larger than 29 watts in the three methods based on the $l_1$-norm minimization based algorithm. Because the recall relates to the undetected events, the result means that there are many time instants where the devices operate but the algorithm cannot detect. The maximum, minimum, average and standard deviation values of the precision and recall are given in Table II and Table III, which imply that the LAE-based algorithm is less dependent on the value of tolerance, while the edge detection-based strongly depends on this parameter.

VI. CONCLUSION

NILM is a very important in energy management and saving. There are many researches focusing on processing

<table>
<thead>
<tr>
<th>Method</th>
<th>Max (%)</th>
<th>Min (%)</th>
<th>Avg (%)</th>
<th>Stdev (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge-based</td>
<td>93.04</td>
<td>69.63</td>
<td>85.03</td>
<td>5.78</td>
</tr>
<tr>
<td>LAE-based</td>
<td>99.36</td>
<td>96.75</td>
<td>97.98</td>
<td>0.91</td>
</tr>
<tr>
<td>Difference-based</td>
<td>99.88</td>
<td>95.74</td>
<td>97.48</td>
<td>1.53</td>
</tr>
<tr>
<td>Probability-based</td>
<td>99.77</td>
<td>75.38</td>
<td>94.58</td>
<td>6.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Max (%)</th>
<th>Min (%)</th>
<th>Avg (%)</th>
<th>Stdev (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge-based</td>
<td>86.29</td>
<td>70.15</td>
<td>79.72</td>
<td>4.06</td>
</tr>
<tr>
<td>LAE-based</td>
<td>98.91</td>
<td>97.83</td>
<td>98.39</td>
<td>0.28</td>
</tr>
<tr>
<td>Difference-based</td>
<td>99.50</td>
<td>96.68</td>
<td>98.04</td>
<td>0.94</td>
</tr>
<tr>
<td>Probability-based</td>
<td>99.34</td>
<td>98.47</td>
<td>99.04</td>
<td>0.23</td>
</tr>
</tbody>
</table>
In this paper, we directly solve the $l_1$-norm minimization in NILM by finding all possible combinations of the operation states of all devices and choosing one, which leads to near-minimum absolute error and least change with the previous state or highest state transition probability, as current state. With five devices: fridge, coffee machine, teapot, microwave, television, the precision obtained is larger than 75% and over 95% with reasonable criterion for steady state determination. The precision and recall of $l_1$-norm minimization based algorithm outperform the edge detection-based algorithm in [2]. However, if we use more devices and some of them have the same level of power demand, the accuracy will decrease. Additionally, the larger number of devices leads to more complex computation and the $l_1$-norm minimization may be computationally intractable. To overcome this challenge, a solution that is currently under study is to add various sensors for environment monitoring such as light sensors, door sensors, Passive Infrared Sensor (PIR) sensors, etc., as illustrated in Figure 7. The sensors collect the environment variation, which give additional information about the state of a group of particular devices. For example, if the PIR sensor detects someone inside the coffee room, the probability of using coffee machine and teapot will increase, while the change in light intensity implies that the television may be in use. Moreover, these sensors can also be used to update the appearance probability of each state of the devices. These sensors support the Zigbee wireless communication and can connect to the current wireless network of the power meters. The position of sensors are also very important to accurately detect the environment events. For example, the light sensors need to be deployed in order to limit the effect of sunlight, but convenient to observe the variations of the light intensity created by the devices, while the acoustic sensors are rational installed so that the noise of the occupants do not affect on their operation.
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