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Abstract—The choice of fixed-point word-lengths critically impacts the system performance by impacting the quality of computation, its energy, speed and area. Making a good choice of fixed-point word-length generally requires solving an NP-hard problem by exploring a vast search space. Therefore, the entire fixed-point refinement process becomes critically dependent on evaluating the effects of accuracy degradation. In this paper, a novel technique for the system-level evaluation of fixed-point systems, which is more scalable and that renders better accuracy, is proposed. This technique makes use of the information hidden in the power-spectral density of quantization noises. It is shown to be very effective in systems consisting of more than one frequency sensitive components. Compared to state-of-the-art hierarchical methods that are agnostic to the quantization noise spectrum, we show that the proposed approach is 5× to 500× more accurate on some representative signal processing kernels.

I. INTRODUCTION

Signal processing applications popularly use fixed-point data types for implementation. The choice of fixed-point data types is driven usually by cost constraints such as power, area and timing. The objective of fixed-point refinement during the design process is to make sure that chosen data types are precise enough to achieve the expected quality of computation while minimizing the cost constraint. In the recent years, several application scenarios resilient to errors of various kinds are being explored in the context of approximate computing [1], [2]. The errors with fixed-point data types are classified into two types arising from finite precision on one hand and finite dynamic range on the other. Although the impact of errors due to violation of finite dynamic range is more pronounced, these errors can be mitigated by techniques such as range analysis using affine arithmetic, interval arithmetic or more complex statistical techniques such as [3]. In spite of allowing for good dynamic range, the lack of precision causes errors that are perceived as bad quality of computation. In case of wireless applications, this can be measured as bit error rate (BER), in image and signal processing as signal to quantization noise ratio (SQNR), and, in general, as quantization noise power. Measuring the impact of finite precision on the output quality of computation is discussed in this paper.

Commercial tools for performing the fixed-point accuracy analysis are primarily based on facilitating fixed-point simulation with user-defined word-lengths using software fixed-point constructs and libraries. Although very useful, evaluation by simulation can be very time consuming. The time required for fixed-point evaluation grows in proportion with the number of fixed-point variables and also the number of input sample size.

Using the analytical approach for accuracy evaluation, the noise power is obtained by evaluating a closed-form expression as a function of the number of bits assigned to various signals in the system. This approach requires a one-time effort for arriving at the closed-form expression for a given system. The analytical technique evaluates the first two moments of the quantization noise sources and propagates it through the signal-flow graph from all noise sources to the system output. On relatively small systems, the evaluation of path functions can be accomplished manually. As the system complexity grows, it would require automation support and eventually for very large systems, the automation could also prove painstakingly slow. Therefore, several divide and conquer approaches have been proposed such as [4], [5] to overcome the apparent complexity of large systems which respectively suffer from loss of information or enumerating all paths in the graph.

In this paper, we provide an alternative analytical accuracy evaluation approach for use with hierarchical techniques to be applied on linear and time invariant (LTI) systems. This technique captures the information associated with the frequency spread of quantization noise power by sampling its power spectral density (PSD). We show in this paper, how such information can be used for breaking the complexity of evaluating quantization noise at the output of large signal processing systems. Contributions of this paper are as follows:

• quantifying the accuracy of the proposed technique based on PSD propagation and
• demonstrating its high scalability at system level resulting from linear time complexity.

The rest of this paper is organized as follows. Section II reviews analytical methods for accuracy analysis at the algorithm level of errors due to finite arithmetic effects in systems using fixed-point arithmetic. In Section III, the proposed estimation method based on PSD is introduced and developed for general systems. Finally, in Section IV, two representative signal-processing benchmarks are chosen to showcase the efficiency...
of the proposed method.

II. RELATED WORK ON ACCURACY ANALYSIS

The loss in accuracy due to finite precision imposed by fixed-point numbering format has been evaluated using several metrics. The most common among them are the error bounds and the mean-square error (MSE). While the first metric is used to determine the worst case impact, the MSE is an average case metric very useful in tuning the average performance of the system under consideration in terms of its energy and timing. Although the finite precision accuracy must be compared with infinite precision (or arbitrary precision) numbers, it is impossible to do so while simulating using a computer. So, the IEEE double-precision floating-point format, whose dynamic range and precision are several orders of magnitude higher compared to typical fixed-point word lengths is considered as the reference for all comparison purposes.

In the literature, the mean square value of the differences between computations by fixed-point system and the reference system implementation is also referred to as quantization noise power. This is a scalar quantity and it changes as a function of the fixed-point word-length. Evaluation of quantization noise power at the output of a fixed-point system is either performed by simulation-based technique or using analytical techniques. Simulation-based techniques are universal and can be made use of as long as there are enough computational resources. By the nature of it, simulation-based techniques take longer time and are subjected to the input stimulus bias. Analytical techniques, on the other hand, provide a closed-form expression for calculating the quantization noise power as a function of fixed-point word-lengths. However, they are limited due to their dependence upon the following properties [6]:

1) Quantization noise and the signal are uncorrelated.
2) Quantization noise at its source is spectrally white.
3) Effect of a small perturbation at the input of the operation generates a linearly proportional perturbation at the output of the operation.

The first two properties pertain to the quantization noise source under conditions defined in the pseudo-quantization-noise (PQN) model, the statistics of the noise and signal are uncorrelated and even though the signal itself may be correlated in time, the noise signal is uncorrelated in time [6].

The third property relates to the application of "perturbation theory" [7]. It is possible to propagate quantization noise through as long as the function defined by the operation can be linearized. Consider a binary operator whose inputs are \( x \) and \( y \) and the output is \( z \). If the input signals be perturbed by \( b_x \) and \( b_y \) to obtain \( \bar{x} \) and \( \bar{y} \) respectively, the output is perturbed by the quantity \( b_z \) to obtain \( \bar{z} \). In other words, as long as the fixed-point operator is smooth, the impact of small perturbations at the input translates to perturbation at the output of the operator without any change in its macroscopic behavior. In the realm of perturbation theory, the output noise \( b_z \) is a linear combination of the two input noises \( b_x \) and \( b_y \) such as

\[
b_z = \nu_1 b_x + \nu_2 b_y \quad (1)
\]

where \( \nu_1, \nu_2 \) are obtained from a first-order Taylor approximation [7] of the continuous and differentiable function \( f: \)

\[
\bar{z} = f(\bar{x}, \bar{y}) \quad (2)
\]

\[
\simeq f(x, y) + \frac{\partial f}{\partial x}(x, y). (\bar{x} - x) + \frac{\partial f}{\partial y}(x, y). (\bar{y} - y).
\]

Therefore, the expression of the terms \( \nu_1 \) and \( \nu_2 \) are given as

\[
\nu_1 = \frac{\partial f}{\partial x}(x, y) \quad \nu_2 = \frac{\partial f}{\partial y}(x, y). \quad (3)
\]

Following the third property of quantization noise enumerated above, a further assumption for Eq. 1 to hold true is that the noise terms \( b_x \) and \( b_y \) are uncorrelated with one another. It has to be noted here that the terms \( \nu_1 \) and \( \nu_2 \) can be time varying. This method is not limited to binary operations only. In fact, this method can be applied at the functional level with any number of inputs and outputs and to all operators on a given data path in order to propagate the quantization noise from all error sources to the output.

When above conditions hold true, the output quantization noise power of the system is obtained by linear propagation of all quantization noise sources [8] as

\[
E[b_y^2] = \sum_{i=1}^{N_x} K_i \sigma_i^2 + \sum_{i=1}^{N_x} \sum_{j=1}^{N_x} L_{ij} \mu_i \mu_j \quad (4)
\]

where \( E[\cdot] \) is the expectation function, \( b_y \) is the error signal associated with its corresponding system output signal \( y \).

The system under consideration consists of \( N_c \) fixed-point operations and the \( i^{th} \) operation is generating quantization noise \( b_i \) with mean and standard deviation \( \mu_i \) and \( \sigma_i \). Fig. 1.a illustrates this noise propagation. The terms \( K_i \) and \( L_{ij} \) are constants and depend on the path function \( h_i \) from the \( i^{th} \) source to the output \( y \) and are calculated as

\[
K_i = \sum_{k=-\infty}^{\infty} E[h_i^2(k)], \quad (5)
\]

\[
L_{ij} = \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} E[h_i(k)h_j(l)]. \quad (6)
\]

Hierarchical techniques for evaluation of quantization noise power have been proposed [9], [4] to overcome the scalability concerns associated with fixed-point systems. In this approach, the system components are evaluated one at a time and then combined by superposition at the output (Fig. 1.b, blind propagation of \( \mu_i, \sigma_i^2 \)). If simulation-based technique is used for evaluation of quantization noise power at the output, the hierarchical evaluation process helps parallelize simulation of each of the components. When employing analytical technique such as the one in Eq. 4, the number of paths required to be evaluated is reduced dramatically. This reduction is very interesting from the design automation perspective. The paths are broken around the system component boundaries and each component can be evaluated separately thereby reducing the burden of semantic analysis. However, it has to be borne in mind that the application of the technique in Eq. 4 requires that
the quantization noise satisfies the three properties enumerated above and also that the noise signals are always uncorrelated, which is often false and can cause severe errors. This paper addresses this problem and suggests a technique that exploits the information hidden in the power spectral density (PSD) of the quantization noise [6] [10] signal to achieve very accurate estimates.

A large signal processing system can be divided into a number of sub-systems, each characterized by its transfer function. The transfer function defines the magnitude and phase relationship of the path for input signals of different frequencies. Since our interest is only the noise power, we ignore the phase spectrum and consider only its magnitude spectrum or the PSD. With the knowledge of the PSD distribution of the input and the system PSD profile it is possible to calculate the PSD of the output. The PSD $S_{xx}(F)$ of a signal $x$ at any normalized frequency $F$ is defined as the Fourier transform of the autocorrelation function of $x$ as

$$S_{xx}(F) = \mathcal{F}\{x(n) \ast x^*(n + m)\},$$

$$S_{xx}(F) = \mathcal{F}\{x\} \ast \mathcal{F}\{x\}^* = |F\{x\}|^2.$$ (8)

With the knowledge of the PSD of $x$, the MSE and the mean of $x$ is obtained by summing up the power in each frequency component as

$$E [x^2] = \int_{-1}^{1} S_{xx}(F) \, dF = \mu^2 + \sigma^2$$

The PSD of the quantization noise generated by a fixed-point data type with $d$ fractional bits is (as discussed in Section II) while except for $F = 0$, which depends on mean. By discretizing the PSD into $N_{PSD}$ regular bins including the DC component, the PSD of a generated quantization noise $b_x$ is given by

$$S_{b_x}(F) = \begin{cases} \frac{1}{N_{PSD}} \sigma^2 & \text{if } F \neq 0, \\ \mu^2 & \text{if } F = 0. \end{cases}$$ (10)

where mean and variance $\mu$ and $\sigma^2$ for both truncation and rounding modes with $d$ bits is as given in [6].

**B. PSD propagation across a fixed-point LTI system**

In this paper, we will focus on linear and time-invariant (LTI) systems, which constitute the major part of signal processing systems. An LTI system can be represented by a signal flow graph (SFG) composed of boxes corresponding to subsystems defined by their impulse response and delimited by additive quantization noise sources such as the one described in Section II. The proposed PSD evaluation method then consists of three steps:

1. Detect cycles in SFG and break them to obtain an equivalent acyclic SFG that can be used for noise propagation using classical SFG transformations [11].
2) The discrete PSD of each signal processing block and the additive noise associated with the input signal is calculated on $N_{PSD}$ points.

3) The noise PSD parameters are propagated from inputs to outputs, using Equations 11 and 14.

Let $x$ be the input of a system of impulse response $h$. Then the output $y$ is obtained by the convolution operation ($*$) of $x$ and $h$ as $y = x * h$. In the Fourier transform domain it can be written as $Y = X \cdot H$ where $Y = \mathcal{F} \{y\}$. Following this, the output PSD $S_{yy}(F)$ is obtained as $S_{yy}(F) = S_{xx}(F) \cdot \|H(F)\|^2$. (11)

where $\|H(F)\|$ is the magnitude response of the system $h$.

In any signal processing system, the quantization noise sources from various inputs converge in at either an adder or a multiplier. Considering the LTI subset, multiplications are nothing but multiplication with constants and hence correspond to linear scaling factors for noise powers. In the case of adders, if the sum of two quantities $x$ and $y$ is obtained as $z = x + y$, then $S_{zz}(F)$ is given by $S_{zz}(F) = S_{xx}(F) + S_{yy}(F) + S_{xy}(F) + S_{yx}(F)$. (12)

where $S_{xy}(F)$ is obtained using the cross-correlation spectrum of $x$ and $y$ and is obtained as

$$S_{xy}(F) = \mathcal{F}\{x(n) \cdot y^*(n + m)\}. \quad (13)$$

Also, $S_{yx}(F)$ is obtained as the complex conjugate of $S_{xy}(F)$. Indeed, if $x$ and $y$ are uncorrelated, the cross-correlation is rendered zero and $S_{zz}(F)$ is simply the sum of $S_{xx}(F)$ and $S_{yy}(F)$.

$$S_{zz}(F) = S_{xx}(F) + S_{yy}(F). \quad (14)$$

The complexity of propagating PSD parameters through the system essentially depends on the number of discrete points $N_{PSD}$. The total time for evaluation of the PSD parameters can be split into two parts: one, $\tau_{pp}$ corresponding to the preprocessing stage which involves evaluating the $N_{PSD}$-point Fourier transform of transfer function of the sub-systems with complexity $O\{N\log(N)\}$; two, the actual time required for evaluation $\tau_{eval}$ which is $O\{N\}$ from Equations 11 and 14. $\tau_{eval}$ is required for evaluating the accuracy for various inputs and can be repeatedly performed without any preprocessing say $N_{eval}$ times. Since the time spent on pre-processing is a one time investment, the actual evaluation time is dominated by the $\tau_{eval}$ which is linear with $N_{PSD}$.

IV. RESULTS

In this section, the proposed method is evaluated using a three step approach. First, we show experimentally that the estimates obtained by proposed PSD technique are close to simulation. Then, we present the impact of choosing the number $N_{PSD}$ to capture PSD information on the accuracy as well as the execution times of the proposed approach. Finally, we also discuss the improved accuracy in estimation and compare it with the result obtained by PSD agnostic method.

All experiments are performed using Matlab R2014b. The MSE deviation $E_d$ is chosen as the metric for comparison in all these experiments. It is calculated as

$$E_d = \frac{E\{err_{sim}^2\} - E\{err_{est}^2\}}{E\{err_{sim}^2\}}, \quad (15)$$

where $E\{err_{sim}^2\}$ is the output error power obtained by simulation and $E\{err_{est}^2\}$ is obtained by proposed analytical estimation. From this metric, an accuracy equivalent to less than one bit corresponds to the range $E_d \in (-75\%,300\%)$, which can be trivially proven considering the error power relative to two successive word-lengths. In the following sections, we first present the experiments and provide a discussion of the results obtained.

A. Experiment Setup

1) FIR, IIR filters: The first experiment consists of evaluating the PSD of a single FIR (finite impulse response) and IIR (infinite impulse response) filter blocks as described in Section III. The quantized input signal is propagated through the chosen filter and the output quantization noise power is measured by simulation and by the proposed PSD method. The error in estimates of the noise power $E_d$ is obtained on a total of 147 FIR and 147 IIR filters obtained by attributing different functionalities (bandpass, low-pass and hi-pass), various taps involving memory elements between 16 and 128 taps for FIR filters and from 2 to 10 taps for IIR filter. Simulation is run on $10^6$ inputs and PSD estimation is performed on 1024 samples.

2) Frequency Domain Filtering: The system described in Figure 2 is a frequency domain band-pass filter. It consists in a 16-tap low-pass FIR filter $H_{bp}$ followed by a frequency-domain filter, composed of a 16-point FFT block, a multiplication by the 16 coefficients of a high-pass FIR filter $H_{hp}$ and an inverse FFT. The frequency domain filter applies the filter using the popular overlap save method. Simulations are carried out on a set of $10^7$ input samples.

![Fig. 2: Band-pass frequency filtering scheme](image)

3) Daubechies 9/7 Wavelet: A 2-level Daubechies 9/7 DWT pair which forms the basis of many modern image and video codecs such as JPEG-2000, H.264 is shown in Figure 3. For this experiment, 196 grayscale images extracted from USC-SIPI and RPI-CIPR image databases and from Brodatz texture images [12] used generally for evaluating JPEG2000 compression algorithms. Two levels of sub-band decomposition are performed on the sample images using the hierarchical signal flow graph. For the encoder, the first filtering and downsampling is applied on rows and the second
one on columns. Then, the second level coding is applied on the low-pass components \((x_l)\). Symmetrically, the decoder first performs upsampling and filtering is applied on columns followed by the second upsampling and filtering for the rows. For this experiment, fractional word-lengths \(d\) of all variables are set to the same value and are varied across 8 – 32 bits in steps of 4 and \(N_{PSD}\) is set to 1024.

![1-level DWT coder and decoder](image)

**Fig. 3: 1-level DWT coder and decoder**

**B. Validation of the approach for LTI systems**

The \(\min, \max\) and absolute mean of \(E_d\) for FIR and IIR filters is given in Table I. In the case of FIR filters, \(E_d\) is contained within an absolute value of 0.37% in comparison with simulation. In the case of IIR filters, \(E_d\) bounds are higher because of their recursive nature and the high filter orders tested. FIR and IIR filters shows an average absolute \(E_d\) of respectively 0.11% and 9.44%, showing a generally very accurate estimation. For both, the accuracy is anyway largely less than one-bit equivalent. Moreover, classical flat estimation [8] applied to the same filters gives exactly the same results in terms of \(E_d\), showing their strict equivalence on an elementary filtering block.

Figure 4 presents the results for the other two experiments as the number of fractional bits are changed between 8 and 32 bits with a maximum deviation in error of only about 10%. The maximum error in estimate is by far too small to make an impact on the final optimization.

**TABLE I: Relative error power estimation statistics \(E_d\)**

\[
\begin{array}{|c|c|c|}
\hline
& \text{FIR filters} & \text{IIR filters} \\
\hline \text{min}(E_d) & -0.37\% & -19.4\% \\
\hline \text{max}(E_d) & 0.37\% & 31.2\% \\
\hline \text{mean}(E_d) & 0.11\% & 9.44\% \\
\hline
\end{array}
\]

**C. Influence of the number of PSD samples**

The proposed PSD estimation method achieves very good accuracy with a large number of sampling PSD samples. However, as discussed in Section III-B, larger number of \(N_{PSD}\) increases the evaluation time. Therefore, it would be of interest to know the impact of finding out how this choice affects the estimation accuracy. To observe this, in both examples chosen in this paper the fixed-point error is obtained by both simulation and the proposed PSD method with different values of \(N_{PSD}\) in powers of 2 ranging from 16 to 1024. In this example, fractional bit-width \(d\) is uniformly set to 32 for all signals. Output error power deviation \(E_d\) value for this experiment, fractional bit-width \(d\) is uniformly set to 32 for all signals. Output error power deviation \(E_d\) for the frequency filtering system, and slightly superior to 1% for the DWT system. Then, both curves tend to a value inside \(\pm 1\%\). The accuracy obtained is better than the sub-one-bit objective. The accuracy of estimates obtained using the proposed method is a function of the system complexity.

**D. Comparison with PSD-agnostic methods**

The deviation of the error estimates between the proposed and the PSD agnostic method is tabulated in Table II. The \(\max\) error is obtained with \(N_{PSD} = 16\) and \(\min\) error is obtained with \(N_{PSD} = 1024\). In all cases, it can be observed that the PSD agnostic method is much more erroneous than even the maximum error obtained using the proposed technique. It has to be noted that for the DWT example, the PSD agnostic method renders an error of 610%. The PSD agnostic method is slightly inferior to \(\pm 1\%\) for the frequency filtering system, and slightly superior to 1% for the DWT system. Then, both curves tend to a value inside \(\pm 1\%\). The accuracy obtained is better than the sub-one-bit objective. The accuracy of estimates obtained using the proposed method is a function of the system complexity.

**Fig. 5: \(E_d\) versus number of PSD samples \(N_{PSD}\)**
TABLE II: Comparison of $E_q$ between PSD agnostic method and proposed PSD method

<table>
<thead>
<tr>
<th>Freq. Filt.</th>
<th>Proposed PSD method (max accuracy)</th>
<th>Proposed PSD method (min accuracy)</th>
<th>Proposed agnostic method</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWT 9/7</td>
<td>$-8.40%$</td>
<td>$-0.89%$</td>
<td>$-21.5%$</td>
</tr>
</tbody>
</table>

Time spent on this estimation is usually another critical resource. Figure 6 gives the time of output error estimation using the proposed method versus $N_{PSD}$. With $N_{PSD} = 16$, the proposed method requires about one millisecond in case of both experiments. With more PSD samples, the time taken by frequency filtering example grows slower than Daubechies DWT example owing to its small size. A speed up factor of $3 – 5$ orders of magnitude compared to simulation is obtained in both cases even for the highest value of $N_{PSD}$.

Fig. 7: Output frequency repartition of the fixed-point error after DWT encoding and decoding system using its power spectral density. This method is applied at block level, which dramatically reduces the complexity of fixed-point system evaluation when compared to classical flat estimation method. It therefore leads to a significant speed up for accuracy evaluation, going from 3 to 5 orders of magnitude when compared to Monte-Carlo simulation in tested results. Examples demonstrate that the proposed estimation method leveraging PSD information achieves a less than one-bit accuracy with a large margin. They also show that complexity-equivalent PSD-agnostic techniques evaluate the accuracy with large errors. The proposed PSD technique also allows the observation of useful frequential properties of the output error that could not be achieved with conventional scalar methods.

REFERENCES