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Nonlinear Unknown Input Observability: Analytical expression of the
observable codistribution in the case of a single unknown input

Agostino Martinelli∗†

Abstract

This paper investigates the unknown input observability

problem in the nonlinear case. Specifically, the systems here

analyzed are characterized by dynamics that are nonlinear

in the state and linear in the inputs and characterized

by a single unknown input and multiple known inputs.

Additionally, it is assumed that the unknown input is a

differentiable function of time (up to a given order). The

goal of the paper is not to design new observers but to

provide a simple analytic condition in order to check the

weak local observability of the state. In other words,

the goal is to extend the well known observability rank

condition to these systems. Specifically, the paper provides

a simple algorithm to directly obtain the entire observable

codistribution. As in the standard case of only known inputs,

the observable codistribution is obtained by recursively

computing the Lie derivatives along the vector fields that

characterize the dynamics. However, in correspondence of

the unknown input, the corresponding vector field must be

suitably rescaled. Additionally, the Lie derivatives must

be computed also along a new set of vector fields that are

obtained by recursively performing suitable Lie bracketing of

the vector fields that define the dynamics. In practice, the

entire observable codistribution is obtained by a very simple

recursive algorithm. However, the analytic derivations

required to prove that this codistribution fully characterizes

the weak local observability of the state are complex and,

for the sake of brevity, are provided in a separate technical

report. The proposed analytic approach is illustrated by

checking the weak local observability of several nonlinear

systems driven by known and unknown inputs.

1 INTRODUCTION

The problem of state observability for systems driven
by unknown inputs (UI) is a fundamental problem in
control theory. This problem was introduced and firstly
investigated in the seventies [3, 4, 10, 22]. A huge
effort has then been devoted to design observers for
both linear and nonlinear systems in presence of UI,
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e.g., [1, 2, 5, 6, 7, 8, 9, 11, 12, 14, 16, 17, 23].
The goal of this paper is not to design new observers

for systems driven by UI but to provide a simple
analytic condition in order to check the weak local
observability of the state. The obtained results hold
for systems whose dynamics are nonlinear in the state
and linear in both the known and the unknown inputs.
Additionally, we restrict the analysis to the case of a
single unknown input (or disturbance) and we assume
that this unknown input is a differentiable function of
time (up to a given order).

In [13] the observability properties of a nonlinear
system are derived starting from the definition of indis-
tinguishable states. In section 2 we introduce a new def-
inition of indistinguishable states for the case UI. Then,
in section 3 we introduce the approach to check if the
state is weakly locally observable at a given point. For
the brevity sake, we only provide the method. All the
analytical derivations are provided separately in a tech-
nical report [21].

As in the standard case of only known inputs,
the observable codistribution is obtained by recursively
computing the Lie derivatives along the vector fields
that characterize the dynamics. However, in correspon-
dence of the unknown input (denoted with w), the corre-
sponding vector field (denoted with g) must be suitably
rescaled. In particular, it must be divided by the first
order Lie derivative of the output along g (the result
is the vector field g

L1
g

that appears in the second line

of the algorithm in definition 2). Additionally, the Lie
derivatives must be computed also along a new set of
vector fields that are obtained by recursively performing
suitable Lie bracketing of the vector fields that define
the dynamics (the vectors φim in definition 2). In prac-
tice, the entire observable codistribution is obtained by
a very simple recursive algorithm. However, the ana-
lytic derivations required to prove that this codistribu-
tion fully characterizes the weak local observability of
the state are complex and, for the sake of brevity, are
provided in a separate technical report [21]. Finally, the
recursive algorithm converges in a finite number of steps
and the criterion to establish that the convergence has
been reached is provided.



The proposed analytic approach is illustrated in
section 4 by checking the weak local observability of
several nonlinear systems driven by a single unknown
input.

2 The considered system

In the sequel we will refer to a nonlinear control system
with mu known inputs (u ≡ [u1, · · · , umu

]T ) and a
single unknown input or disturbance (w). The state
is the vector x ∈ M , with M an open set of Rn. We
assume that the dynamics are nonlinear with respect
to the state and linear with respect to the inputs (both
known and unknown). Finally, for the sake of simplicity,
we will refer to the case of a single output y (the
extension to multiple outputs is straightforward). Our
system is characterized by the following equations:

(2.1)

 ẋ =

mu∑
i=1

fi(x)ui + g(x)w

y = h(x)

where fi(x), i = 1, · · · ,mu, and g(x) are vector fields
in M and the function h(x) is a scalar function defined
on the open set M . For the sake of simplicity, we will
assume that all these functions are analytic functions in
M .

Let us consider the time interval I ≡ [0, T ].
Note that, since the equations in (2.1) do not depend
explicitly on time, this can be considered as a general
time interval of length T . In the sequel, we will assume
that the solution of (2.1) exists in I and we will denote
by x(t; x0; u; w) the state at a given time t ∈ I, when
x(0) = x0 and the known input and the disturbance are
u(t) and w(t), respectively, ∀t ∈ I.
We introduce the following definition:

Definition 1 (Indistinguishable states) Two
states xa and xb are indistinguishable if, for any u(t)
(the known input vector function), there exist wa(t)
and wb(t) (i.e., two unknown inputs in general, but
not necessarily, different from each other) such that
h(x(t; xa; u; wa)) = h(x(t; xb; u; wb)) ∀t ∈ I.

This definition states that, if xa and xb are indistin-
guishable, then, for any known input, by looking at
the output during the time interval I, we cannot con-
clude if the initial state was xa and the disturbance wa
or if the initial state was xb and the disturbance wb.
We remark that, contrary to the definition of indistin-
guishable states in the case without disturbances, the
new definition does not establish an equivalence rela-
tion. Indeed, we can have xa and xb indistinguishable,

xb and xc indistinguishable but xa and xc are not indis-
tinguishable. As in the case of known inputs, given x0,
the indistinguishable set Ix0 is the set of all the states x
such that x and x0 are indistinguishable. Starting from
this definition, we can use exactly the same definitions
of observability and weak local observability adopted in
the case without disturbances.

3 The observable codistribution Ω

This section introduces the analytical method to check
the weak local observability of the state x that satisfies
(2.1) at a given x0 ∈M . This is obtained by computing
a codistribution (the observable codistribution). In the
sequel, we will denote by L1

g the first order Lie derivative
of the function h(x) along the vector field g(x), i.e.,

L1
g ≡ Lgh

The analytical computation of the observable codistri-
bution is based on the assumption that L1

g 6= 0 on a
given neighbourhood of x0. In the appendix we show
that, when this assumption does not hold, it is possible
to introduce new local coordinates and the observabil-
ity properties can be investigated starting from a new
output that satisfies the aforementioned assumption.
We will denote with the symbol dx the gradient with
respect to the state x. Additionally, for a given
codistribution Λ and a given vector field θ, we will
denote by LθΛ the codistribution whose covectors are
the Lie derivatives along θ of the covectors in Λ (we
are obviously assuming that the dimension of these
covectors coincides with the dimension of θ). Finally,
given two vector spaces V1 and V2, we denote with
V1 + V2 their sum, i.e., the span of all the generators
of both V1 and V2. We define the Ω codistribution
recursively, as follows

Definition 2 (Ω codistribution) This codistribution
is defined recursively by the following algorithm:

1. Ω0 = dxh;

2. Ωm = Ωm−1 +
∑mu

i=1 LfiΩm−1 + L g

L1
g

Ωm−1 +∑mu

i=1 Lφi
m−1

dxh

where the vectors φim ∈ Rn (i = 1, · · · ,mu) are defined
by the following algorithm:

1. φi0 = fi;

2. φim =
[φi

m−1, g]

L1
g

where the parenthesis [·, ·] denote the Lie brackets of
vector fields.



In [21] we prove that the first algorithm in definition
2 converges. The proof is carried out by first considering
the case of a single known input (i.e., mu = 1) and is
given by theorem 2 in section 7. Then, its validity is
extended to the case of multiple inputs (mu > 1) in
section 8. In [21] it is also provided the criterion to check
that the convergence has been reached. This criterion
needs first of all to compute the following function:

ρ =
L2
gh

(L1
g)

2

In [21] we prove that it exists m′ such that dxρ ∈ Ωm′

(and therefore dxρ ∈ Ωm ∀m ≥ m′). Additionally, we
prove that the convergence of the algorithm has been
reached when Ωm+1 = Ωm, and m ≥ m′. From the
derivations in [21] it is possible to see that the required
number of steps is at most 2n+ 2.

In [21] it is also shown that the computed codistri-
bution is the entire observable codistribution. Also in
this case, the proof is given by first considering the case
of a single known input (see theorem 1 in section 6) and
then, its validity is extended to the case of multiple in-
puts in section 8. Note that this proof is based on the
assumption that the unknown input (w) is a differen-
tiable function of time, up to a given order (the order
depends on the specific case).

We conclude this section by outlining the steps to
investigate the weak local observability at a given point
x0 of a nonlinear system driven by a single disturbance
and several known inputs. In other words, to investigate
the weak local observability of a system defined by a
state that satisfies the dynamics in (2.1). The validity
of the following procedure is a consequence of the
theoretical results obtained in [21]:

1. For the chosen x0, compute L1
g(= L1

gh) and

ρ
(

=
L2

gh

(L1
g)

2

)
. In the case when L1

g = 0, introduce

new local coordinates, as explained in the appendix
and re-define the output.

2. Build the codistribution Ωm (at x0) by using the
algorithm provided in definition 2, starting from
m = 0 and, for each m, check if dxρ ∈ Ωm.

3. Denote by m′ the smallest m such that dxρ ∈ Ωm.

4. For each m ≥ m′ check if Ωm+1 = Ωm and denote
by Ω∗ = Ωm∗ where m∗ is the smallest integer
such that m∗ ≥ m′ and Ωm∗+1 = Ωm∗ (note that
m∗ ≤ 2n+ 2).

5. If the gradient of a given state component (xj ,
j = 1, · · · , n) belongs to Ω∗ (namely if dxxj ∈ Ω∗)

on a given neighbourhood of x0, then xj is weakly
locally observable at x0. If this holds for all the
state components, the state x is weakly locally
observable at x0. Finally, if the dimension of Ω∗

is smaller than n on a given neighbourhood of x0,
then the state is not weakly locally observable at
x0.

4 Applications

We apply the method described in section 3 in order
to investigate the observability properties of several
nonlinear systems characterized by the equations given
in (2.1).

We consider a vehicle that moves on a 2D-
environment. The configuration of the vehicle in a
global reference frame, can be characterized through the
vector [xv, yv, θ]

T where xv and yv are the cartesian
vehicle coordinates, and θ is the vehicle orientation. We
assume that the dynamics of this vector satisfy the uni-
cycle differential equations:

(4.2)

 ẋv = v cos θ

ẏv = v sin θ

θ̇ = ω

where v and ω are the linear and the rotational vehicle
speed, respectively, and they are the system inputs. We
consider the following three cases of output (see also
figure 1 for an illustration):

1. the distance from the origin (e.g., a landmark is at
the origin and its distance is measured by a range
sensor);

2. the bearing of the origin in the local frame (e.g., a
landmark is at the origin and its bearing angle is
measured by an on-board camera);

3. the bearing of the vehicle in the global frame (e.g.,
a camera is placed at the origin).

We can analytically express the output in terms of the
state. We remark that the expressions become very
simple if we adopt polar coordinates: r ≡

√
x2v + y2v ,

φ = atan yvxv
. We have, for the three cases, y = r,

y = β = π− (θ−φ) and y = φ, respectively. For each of
these three cases, we consider the following two cases:
v is known, ω is unknown; v is unknown, ω is known.
The dynamics in these new coordinates become:

(4.3)


ṙ = v cos(θ − φ)

φ̇ =
v

r
sin(θ − φ)

θ̇ = ω



Figure 1: The vehicle state in cartesian and polar
coordinates together with the three considered outputs.

4.1 y = r, u = ω, w = v In this case we have

f =

 0
0
1

 g =

 cos(θ − φ)
sin(θ−φ)

r
0


We follow the five steps mentioned at the end of section

3. We have L1
g = cos(θ − φ) and ρ ≡ L2

g

(L1
g)

2 = tan2(θ−φ)
r .

Additionally:

dxρ =
tan(θ − φ)

r

[
− tan(θ − φ)

r
, − 2

cos2(θ − φ)
,

2

cos2(θ − φ)

]
We also have Ω0 = span{[1, 0, 0]}. Hence, dxρ /∈
Ω0. Additionally, Ω1 = Ω0. We need to compute
Ω2 and, in order to do this, we need to compute

φ1. We obtain: φ1 =

 − tan(θ − φ)
1
r
0

 and Ω2 =

span
{

[1, 0, 0],
[
0, 1

cos2(θ−φ) ,−
1

cos2(θ−φ)

]}
. It is imme-

diate to check that dxρ ∈ Ω2, meaning that m′ = 2.
Additionally, by a direct computation, it is possible to
check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2,
whose dimension is 2. We conclude that the dimension
of the observable codistribution is equal to 2 and the
state is not weakly locally observable.

4.2 y = r, u = v, w = ω In this case we have

f =

 cos(θ − φ)
sin(θ−φ)

r
0

 g =

 0
0
1



We follow the five steps mentioned at the end of section
3. We easily obtain L1

g = 0. Hence, we have to introduce
new local coordinates, as explained in the appendix.
We obtain L1

fh = cos(θ − φ) and we obtain that the
relative degree of the associated system in (5.6) is r = 2.
Let us denote the new coordinates by x′1, x

′
2, x

′
3. In

accordance with (5.7) and (5.8) we should set x′1 = r
and x′2 = cos(θ−φ). On the other hand, to simplify the
computation, we set x′2 = θ− φ. Finally, we set x′3 = θ.
We compute the new vector fields that characterize the
dynamics in the new coordinates. We have:

(4.4) f̃ ≡

 cos(x′2)

− sin(x′2)
x′1
0

 g̃ ≡

 0
1
1


Additionally, we set h̃ = cos(x′2) and Ω1 =
span{[1, 0, 0], [0,− sin(x′2), 0]}. In the new coordinates

we obtain: L1
g = − sin(x′2) and ρ = − cos(x′2)

sin2(x′2)
. It is im-

mediate to check that dxρ ∈ Ω1, meaning that m′ = 1.
Additionally, by a direct computation, it is possible to
check that Ω2 = Ω1 meaning that m∗ = 1 and Ω∗ = Ω1,
whose dimension is 2. We conclude that the dimension
of the observable codistribution is equal to 2 and the
state is not weakly locally observable.

4.3 y = θ − φ, u = ω, w = v In this case we have

f =

 0
0
1

 g =

 cos(θ − φ)
sin(θ−φ)

r
0


We follow the five steps mentioned at the end of section

3. We have L1
g = − sin(θ−φ)

r and ρ = 2 cot(θ − φ).
Additionally:

dxρ =
2

sin2(θ − φ)
[0, 1,−1]

We also have Ω0 = span{[0,−1, 1]}. Hence, dxρ ∈
Ω0, meaning that m′ = 0. Additionally, by a direct
computation, it is possible to check that Ω1 = Ω0

meaning that m∗ = 0 and Ω∗ = Ω0, whose dimension
is 1. We conclude that the dimension of the observable
codistribution is equal to 1 and the state is not weakly
locally observable.

4.4 y = θ − φ, u = v, w = ω In this case we have

f =

 cos(θ − φ)
sin(θ−φ)

r
0

 g =

 0
0
1


We follow the five steps mentioned at the end of
section 3. We have L1

g = 1 and ρ = 0. Hence,



dxρ = [0, 0, 0] and we do not need to check if dxρ ∈ Ωm.
In other words, we can set m′ = 0. By a direct
computation we obtain: Ω0 = span{[0,−1, 1]}, Ω1 =

span
{

[0,−1, 1],
[
− sin(θ−φ)

r2 ,− cos(θ−φ)
r , cos(θ−φ)r

]}
.

Additionally, we obtain Ω2 = Ω1, meaning that m∗ = 1
and Ω∗ = Ω1, whose dimension is 2. We conclude that
the dimension of the observable codistribution is equal
to 2 and the state is not weakly locally observable.

4.5 y = φ, u = ω, w = v In this case we have

f =

 0
0
1

 g =

 cos(θ − φ)
sin(θ−φ)

r
0


We follow the five steps mentioned at the end of section

3. We have L1
g = sin(θ−φ)

r and ρ = −2 cot(θ − φ).
Additionally:

dxρ =
2

sin2(θ − φ)
[0,−1, 1]

We also have Ω0 = span{[0, 1, 0]}. Hence, dxρ /∈
Ω0. Additionally, Ω1 = Ω0. We need to compute
Ω2 and, in order to do this, we need to compute

φ1. We obtain: φ1 =

 −r
cot(θ − φ)

0

 and Ω2 =

span
{

[0, 1, 0], 1
sin2(θ−φ) [0, 1,−1]

}
. It is immediate to

check that dxρ ∈ Ω2, meaning that m′ = 2. Addition-
ally, by a direct computation, it is possible to check that
Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2, whose di-
mension is 2. We conclude that the dimension of the
observable codistribution is equal to 2 and the state is
not weakly locally observable.

4.6 y = φ, u = v, w = ω In this case we have

f =

 cos(θ − φ)
sin(θ−φ)

r
0

 g =

 0
0
1


We follow the five steps mentioned at the end of section
3. We easily obtain L1

g = 0. Hence, we have to
introduce new local coordinates, as explained in the

appendix. We obtain L1
fh = sin(θ−φ)

r and we obtain that
the relative degree of the associated system in (5.6) is
r = 2. Let us denote the new coordinates by x′1, x

′
2, x

′
3.

In accordance with (5.7) and (5.8) we set x′1 = φ and

x′2 = sin(θ−φ)
r . Finally, we set x′3 = cos(θ−φ)

r .
We compute the new vector fields that characterize

the dynamics in the new coordinates. We obtain:

(4.5) f̃ ≡

 x′2
−2x′2x

′
3

x′22 − x′23

 g̃ ≡

 0
x′3
−x′2


Additionally, we set h̃ = x′2 and Ω1 =
span{[1, 0, 0], [0, 1, 0]}. In the new coordinates

we obtain: L1
g = x′3 and ρ = − x′2

x′23
. Since ρ depends on

x′3, dxρ /∈ Ω1. Since the dimension of Ω1 is already 2
and since we know that it exists a given integer m such
that dxρ ∈ Ωm, we conclude that the dimension of Ωm
(and consequently the dimension of Ω∗) is larger than
2. Hence, the entire state is weakly locally observable.

We conclude this section by remarking that, the
results obtained for the six cases previously investigated,
agree with what we expected. By using the observability
rank condition in [13], we easily obtain that, when both
the inputs are known, the dimension of the observable
codistribution is 2 for the first two observations (y =
r and y = θ − φ) and 3 for the last one (y =
φ). In particular, for the first two observations, all
the initial states rotated around the vertical axis are
indistinguishable. When one of the inputs misses,
this unobservable degree of freedom obviously remains.
Hence, for the first four cases previously investigated, it
is non surprising that the dimension of the observable
codistribution does not exceed 2. Additionally, for
y = θ−φ and y = φ, when the first input (v) is unknown,
we lose a further degree of freedom, which corresponds
to the absolute scale.

5 CONCLUSIONS

In this paper we investigated the problem of nonlinear
observability when one of the system inputs is unknown.
The goal was not to design new observers but to provide
simple analytic conditions in order to check the weak
local observability of the state. An unknown input
was also called disturbance. We introduced a simple
analytic condition to check the weak local observability
of the state at a given point x0. This condition is based
on the computation of a codistribution (the observable
codistribution).

As in the standard case of only known inputs,
the observable codistribution is obtained by recursively
computing the Lie derivatives along the vector fields
that characterize the dynamics. However, in correspon-
dence of the unknown input (denoted with w), the corre-
sponding vector field (denoted with g) must be suitably
rescaled. In particular, it must be divided by the first
order Lie derivative of the output along g at x0 (the re-
sult is the vector field g

L1
g

that appears in the second line

of the algorithm in definition 2; note that when L1
g = 0



at x0, the coordinates must be changed, as explained in
the appendix). Additionally, the Lie derivatives must be
computed also along a new set of vector fields that are
obtained by recursively performing suitable Lie brack-
eting of the vector fields that define the dynamics (the
vectors φim in definition 2). In practice, the entire ob-
servable codistribution was obtained by a very simple
recursive algorithm. However, the analytic derivations
required to prove that this codistribution fully charac-
terizes the weak local observability of the state are com-
plex and, for the sake of brevity, they were provided
in a separate technical report [21]. Finally, in [21] we
prove that the recursive algorithm converges in a finite
number of steps and the criterion to establish that the
convergence has been reached was also provided. Also
this proof is based on several tricky analytical steps (the
details are provided in [21]). To this regard, we really
wish to emphasize that almost all the properties derived
in [21] have been proved by induction. Obtaining these
properties, and not simply their proofs, has required a
huge effort in terms of analytical computation and num-
ber of trials.

The proposed analytic approach has been illus-
trated by checking the weak local observability of several
nonlinear systems driven by a single unknown input and
a known input.

We are extending the analytic results presented in
this paper to the case of multiple unknown inputs. So
far, we have introduced a tool, the extended observability
rank condition, that only provides sufficient conditions
for the weak local observability in the case of multiple
disturbances (see definition 2 and proposition 4 in [21]).
In particular, we have successfully adopted this tool to
investigate the observability properties of the visual-
inertial structure from motion problem in the case of
missing inputs [18, 19, 20].

APPENDIX

Let us suppose that L1
g = 0 on a given neighbourhood of

x0. We introduce the following system associated with
the system in (2.1):

(5.6)

{
ẋ = f(x) + g(x)u

y = h(x)

where f(x) = fi′(x) is one of the vector field fi(x) in
(2.1). This is a system without disturbances and with
a single known input u. Let us denote by r the relative
degree of this system at x0. Since L1

g = 0 on a given
neighbourhood of x0, we have r > 1. Additionally, we
can introduce the following new local coordinates (see
proposition 4.1.3 in [15]):

(5.7) x′ = Q(x) =

 Q1(x)
· · ·
Qn(x)


such that the first new r coordinates are:

(5.8)
Q1(x) = h(x), Q2(x) = L1

fh(x), · · · , Qr(x) = Lr−1f h(x)

Now let us derive the equations of the original system
(i.e., the one in (2.1)) in these new coordinates. We
have:

(5.9)

 ẋ′ =

mu∑
i=1

f̃i(x
′)ui + g̃(x′)w

y = x′1

where f̃i (i = 1, · · · ,m) and g̃ can be analytically
computed starting from the expression of Q1, · · · ,Qn.
In particular, g̃ has the following structure:

(5.10) g̃ ≡



0
0
· · ·
0

g̃r(x
′)

· · ·
g̃n(x′)


It is possible to check that the first r components of x′

are weakly locally observable. Indeed, the first r compo-
nents of x′ are the output and its Lie derivatives along
f̃ up to the (r−1)−order. Additionally, the first (r−1)
Lie derivatives are constant on the indistinguishable sets
because all the Lie derivatives up to the (r − 1)−order
that includes at least one direction along g̃ vanish auto-
matically (see propositions 1 and 3 in [21]). In order to
investigate the observability properties of the remain-
ing components, we consider the new output h̃(x′) = x′r
and we set L1

g = g̃r = LgLr−1f h 6= 0.
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