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Abstract

This study will propose a new Lagrangian bound for
the min-sum job-shop scheduling problem. The proposed
method is an integration of two types of Lagrangian relax-
ation methods known as job-level and machine-level decom-
position methods. It will be shown by numerical experi-
ments that the proposed method can improve the existing
lower bounds significantly.
Keywords: Min-sum job-shop scheduling, Lagrangian re-
laxation, Job-level decomposition. Machine-level decom-
position.

1. INTRODUCTION

The job-shop scheduling problem has been extensively
studied for these decades as a challenging multi-machine
scheduling problem. Most of the existing studies for job-
shop scheduling treated the makespan minimization prob-
lem, and the constraint programming approach has success-
fully derived rich theoretical results (Carlier and Pinson,
1989; Brucker et al., 1994; Carlier and Pinson, 1994; Bap-
tiste et al., 2001). In contrast, the mathematical program-
ming approach seems promising for the problem with min-
sum type objective functions such as total weighted comple-
tion time, total weighted tardiness, total weighted earliness-
tardiness, and so on. Lagrangian relaxation is one of the
key techniques in this approach, and it enables us to decom-
pose the original problem into relatively easier subproblems.
Chen et al. (1998) showed that relaxing machine capacity
constraints in a time-indexed formulation of the problem
yields job-level subproblems, which can be solved easily by
dynamic programming or linear programming. Chen and
Luh (2003) proposed an alternative method to relax prece-
dence constraints among operations of a job. Because the re-
sulting subproblems (referred to as machine-level subprob-
lems) remain difficult to solve, they also relaxed constraints
that define the earliness and tardiness of operations. On the
other hand, Baptiste et al. (2008) solved the machine-level

subproblems to optimality, and compared the two methods,
the job-level and machine-level decomposition methods by
numerical experiments. These three studies aimed at ob-
taining tight lower and upper bounds. With regard to an ex-
act algorithm, Lancia et al. (2011) proposed a branch-and-
price algorithm for the min-sum job-shop scheduling prob-
lem in which the pricing problem is the job-level subprob-
lem. They also proposed a network flow formulation of the
precedence constraints among operations. It is true that the
algorithm is not so efficient for the problem with regular ob-
jectives as the branch-and-bound algorithms on a disjunctive
graph (Singer and Pinedo, 1998; Brune et al., 2012). How-
ever, to the best of the authors’ knowledge, there do not exist
better exact algorithms for the problem with the nonregular
earliness-tardiness objective.

In this paper, we will propose a new method to improve
the Lagrangian lower bounds by the two relaxation meth-
ods. The proposed method is an integration of the two in the
sense that the resulting Lagrangian relaxation is composed
of both the types of subproblems. It is expected that this
method enables us to improve the efficiency of exact algo-
rithms for the min-sum job-shop scheduling problem based
on the mathematical programming approach. The effective-
ness of the proposed method will be demonstrated by nu-
merical experiments.

2. THE MIN-SUM JOB-SHOP SCHEDULING
PROBLEM

In this section we will describe the min-sum job-shop
scheduling problem considered in this study. We will also
introduce notations and definitions.

Let us suppose that a set of n jobs {J1, . . . , Jn} should be
processed on a set of m machines {M, . . . , Mm}. Each job Ji
is given a release date ri ≥ 0, and is composed of ni opera-
tions Oi1, . . ., Oi,ni that should be processed in this order on
Mmi1 , . . ., Mmi,ni

, respectively. Here, no reentrant is consid-
ered: mik satisfy mik ̸= mil for any k ̸= l. Operations Oi1, . . .,
Oi,ni of Ji cannot be processed simultaneously: Oi2 cannot



be started before Oi1 is finished, Oi3 cannot be started be-
fore Oi2 is finished, and so on. Each operation Oi j is given a
processing time pi j and a cost function fi j(t). Each machine
can process at most one operation at a time, and preemption
of the processing is forbidden. The completion time of Oi j
is denoted by Ci j. The objective is to find a schedule that
minimizes the sum of completion costs ∑n

i=1 ∑m
j=1 fi j(Ci j).

Throughout this paper, we assume that the release dates ri
and the processing times pi j are all integers. Accordingly,
completion times Ci j are assumed to be all integers.

Here, we will summarize the notations and definitions
used in this paper.

n: the number of jobs,
m: the number of machines,

N : the set of job indices (N = {1, . . . , n}),
M : the set of machine indices (M = {1, . . . , m}),

Ji: the ith job (i ∈ N ),
ni: the number of operations in Ji (i ∈ N ),
Oi: the set of operation indices of Ji (Oi =

{1, . . . , ni}, i ∈ N ),
Oi j: the jth operation of Ji (i ∈ N , j ∈ Oi),
Mk: the kth machine (k ∈ M ),

ri: the release date of Ji (i ∈ N ),
pi j: the processing time of Oi j (i ∈ N , j ∈ Oi),
mi j: the index of the machine that processes Oi j (i ∈

N , j ∈ Oi),
Nk: the set of the indices of the jobs that have an op-

eration to be processed on Mk (Nk = {i ∈ N |
mi j = k, ∃ j ∈ Oi}),

oik: the index of the operation of Ji that should be
processed on Mk (mi,oik = k, i ∈ Nk, k ∈ M ),

fi j(t): the cost function of Oi j at t (i ∈ N , j ∈ Oi),
Ci j: the completion time of Oi j (i ∈ N , j ∈ Oi),

T : the length of the planning horizon,
ri j: the head of Oi j (ri j = ri + ∑

1≤l≤ j−1
pil , i ∈ N , j ∈

Oi),
qi j: the tail of Oi j (qi j = ∑

j≤l≤ni

pil , i ∈ N , j ∈ Oi),

Ti j: the set of possible starting times of Oi j (Ti j =
[ri j, T −qi j] = {ri j, ri j +1, . . . , T −qi j}, i ∈ N ,
j ∈ Oi),

T ′
i j: T ′

i j = Ti j \{T −qi j}. (i ∈ N , j ∈ Oi),
[Sk, Tk]: the planning horizon on Mk (Sk = mini∈Nk

ri,oik ,
Tk = T −mini∈Nk

(qi,oik − pi,oik)),
Tk: the set of time instants in the planning horizon on

Mk (Tk = [Sk, Tk −1] = {Sk, Sk +1, . . . , Tk −1}).

3. TWO TIME-INDEXED FORMULATIONS FOR
THE MIN-SUM JOB-SHOP SCHEDULING
PROBLEM

In this section, we will introduce two types of time-
indexed formulations for the min-sum job-shop scheduling
problem. In the first formulation, precedence constraints
among operations of a job are expressed simply by their

starting times, whereas the second formulation proposed by
Lancia et al. (2011) adopts a network flow formulation for
them.

3.1. Time-Indexed Formulation Based on Starting
Times (P1)

Let us introduce the following binary decision variables
xi jt (i ∈ N , j ∈ Oi, t ∈ Ti j) that become 1 if and only if Oi j is
started at t on Mmi j . Then, our min-sum job-shop scheduling
problem can be formulated as the following (P1):

min ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

fi j(t + pi j)xi jt , (1)

s.t. ∑
t∈Ti j

xi jt = 1, j ∈ Oi, i ∈ N , (2)

∑
i∈Nk

s∈Ti,oik
∩[t−pi,oik

+1, t]

xi,oik,s ≤ 1, t ∈ Tk, k ∈ M , (3)

∑
t∈Ti, j+1

txi, j+1,t ≥ ∑
t∈Ti j

txi jt + pi j, j ∈ Oi \{ni}, i ∈ N ,

(4)

xi jt ∈ {0, 1}, t ∈ Ti j, j ∈ Oi, i ∈ N .
(5)

In this formulation, constraints on job occurrences (2) re-
quire that every operation should be processed exactly once,
and (3) are capacity constraints to ensure that more than
one operation cannot be processed in [t, t + 1) on Mk. The
precedence constraint between consecutive operations Oi j
and Oi, j+1 of Ji is provided in terms of their starting times
as in (4).

3.2. Time-Indexed Formulation Based on Network
Flows (P2)

Let us introduce additional continuous decision variables
yi jt (i ∈ N , j ∈ Oi, t ∈ T ′

i j) that become 1 if and only if Oi j is
not started until t on Mmi j although it is ready for processing.
By these decision variables, the precedence constraints can
be rewritten as in the following (P2):

min (1),
s.t. (3), (5),

xi,1,ri1 + yi,1,ri1 = 1, i ∈ N , (6)
xi1t + yi1t = yi,1,t−1, t ∈ T ′

i1 \{ri1}, i ∈ N , (7)
xi,1,T−qi1 = yi,1,T−qi1−1, i ∈ N , (8)
xi, j,ri j + yi, j,ri j = xi, j−1,ri, j−1 ,

j ∈ Oi \{1}, i ∈ N , (9)
xi jt + yi jt = xi, j−1,t−pi, j−1 + yi, j,t−1,

t ∈ T ′
i j \{ri j}, j ∈ Oi \{1},

i ∈ N , (10)
xi, j,T−qi j = xi, j−1,T−qi, j−1 + yi, j,T−qi j−1,



j ∈ Oi \{1}, i ∈ N , (11)
0 ≤ yi jt ≤ 1, t ∈ T ′

i j, j ∈ Oi, i ∈ N . (12)

This formulation assumes one network for each job to ex-
press the corresponding precedence constraints. The net-
work for Ji is composed of ni layers, and the jth layer is
composed of nodes vi jt that represent discretized time in-
stants t. A flow enters vi, j+1,t+pi j from vi jt if and only if Oi j
is started at t, which is represented by xi jt . Decision vari-
ables yi jt represent flows from vi jt to vi, j,t+1. A unit flow en-
ters the network only from vi,1,ri1 , which is specified by (6).
The flow exits only from the ni-th layer. Since constraints
(5) ensure the integrity of any flows from vi jt to vi, j+1,t+pi j ,
yi jt can take only binary variables although they are contin-
uous. Thus, no integrity constraints are imposed on yi jt . It
should also be noted that constraints on job occurrences (2)
are unnecessary in (P2).

There is a slight modification from the formulation by
Lancia et al. (2011) with regard to how the total flow is re-
stricted. The total outgoing flow from the network is re-
stricted to one in their formulation, whereas the total incom-
ing flow is restricted to one in (P2).

4. PROPOSED LAGRANGIAN RELAXATION AP-
PROACH

One of the most intuitive ways to obtain a lower bound
of the objective value of (P1) or (P2) is to solve the LP re-
laxation (LPR1) of (P1) or (LPR2) of (P2), where integrity
constraints (5) are relaxed. However, it takes a considerable
amount of computation time because the number of deci-
sion variables is large. An alternative way that is often em-
ployed in the literature is to apply the Lagrangian relaxation
technique. As already explained in Introduction, there exist
two Lagrangian relaxation methods. Chen et al. (1998) pro-
posed a method to relax machine capacity constraints (3) in
(P1) or (P2), which enables us to decompose the resulting
Lagrangian relaxation into subproblems for individual jobs.
Thus it is referred to as job-level decomposition. Another
method was proposed by Chen and Luh (2003), and it re-
laxes precedence constraints (4) in (P1). It is referred to as
machine-level decomposition because subproblems for in-
dividual machines are derived. These subproblems are still
difficult to solve to optimality, and hence Chen and Luh
(2003) relaxed a different type of constraints as well to de-
rive easier subproblems. On the other hand, Baptiste et al.
(2008) solved them to optimality. They treated the job-shop
scheduling problem to minimize total weighted earliness-
tardiness, for which the machine-level subproblems are the
single-machine earliness-tardiness problem. Therefore, they
solved them by applying the branch-and-bound algorithm
by Sourd and Kedad-Sidhoum (2003).

It is not difficult to prove that the job-level decomposition
yields as tight a lower bound as (LPR2) if the multipliers
are adjusted to optimality. Although (LPR1) cannot outper-
form (LPR2) in terms of the tightness of the lower bound,

the machine-level decomposition that starts from (P1) can
obtain a better lower bound than (LPR1) by solving the sub-
problems to optimality. In this section, we will propose a
new relaxation method that integrates these two. We will
explain it by (P1) for simplicity of explanation, but equiva-
lent results are obtained even if we start from (P2).

First, decision variables xi jt are duplicated and (P1) is
rewritten as:

min (1),
s.t. (2), (3), (5),

xi jt = x′i jt , t ∈ Ti j, j ∈ Oi, i ∈ N .

(13)

∑
t∈Ti j

x′i jt = 1, j ∈ Oi, i ∈ N , (14)

∑
t∈Ti, j+1

tx′i, j+1,t ≥ ∑
t∈Ti j

tx′i jt + pi j, j ∈ Oi \{ni}, i ∈ N ,

(15)

x′i jt ∈ {0, 1}, t ∈ Ti j, j ∈ Oi, i ∈ N .

(16)

Please note that constraints on job occurrences (2) are dupli-
cated at the same time, while precedence constraints (4) are
expressed only by x′i jt . Next, the violation of coupling con-
straints (13) is penalized by multipliers λi jt (i ∈ N , j ∈ Oi,
t ∈ Ti j), which modifies (1) as follows:

∑
i∈N

∑
j∈Oi

∑
t∈Ti j

fi j(t + pi j)xi jt + ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

λi jt(x′i jt − xi jt)

= ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

Λi jtxi jt + ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

λi jtx′i jt . (17)

Here, Λi jt (i ∈ N , j ∈ Oi, t ∈ Ti j) are defined by

Λi jt = fi j(t + pi j)−λi jt . (18)

From (17), we obtain the following relaxation (LR):

L(λλλ) = min ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

Λi jtxi jt + ∑
i∈N

∑
j∈Oi

∑
t∈Ti j

λi jtx′i jt ,

(19)

s.t. (2), (3), (5), (14), (15), (16).

This relaxation can be decomposed into job-level subprob-
lems (LRJ

i ) (i ∈ N ) and machine-level subproblems (LRM
k )

(k ∈ M ). Job-level subproblems (LRJ
i ) are defined by

LJ
i (λλλ) = min ∑

j∈Oi

∑
t∈Ti j

Λi jtxi jt , (20)

s.t. ∑
t∈Ti j

xi jt = 1, j ∈ Oi, (21)

∑
t∈Ti, j+1

txi, j+1,t ≥ ∑
t∈Ti j

txi jt + pi j,

j ∈ Oi \{ni}, (22)
xi jt ∈ {0, 1}, t ∈ Ti j, j ∈ Oi. (23)



Machine-level subproblems (LRM
k ) are defined by

LM
k (λλλ) = min ∑

i∈Nk

∑
t∈Ti,oik

λi,oik,tx
′
i,oik,t , (24)

s.t. ∑
t∈Ti,oik

x′i,oik,t = 1, i ∈ Nk, (25)

∑
i∈Nk

s∈Ti,oik
∩[t−pi,oik

+1, t]

x′i,oik,s ≤ 1, t ∈ Tk, (26)

x′i,oik,t ∈ {0, 1}, t ∈ Ti,oik , i ∈ Nk,

(27)

and L(λλλ) is given by

L(λλλ) = ∑
i∈N

LJ
i (λλλ)+ ∑

k∈M

LM
k (λλλ). (28)

Job-level subproblems (LRJ
i ) are easy to solve by dynamic

programming in O(niT ) time (Chen et al., 1998). Machine-
level subproblems (LRM

k ) are the min-sum single-machine
scheduling problem with general cost functions, which can
be solved to optimality by applying the exact algorithm by
Tanaka and Fujikuma (2012).

Relaxation (LR) integrates the two existing decomposi-
tion methods. Therefore, we can expect that L(λλλ) by (LR)
is at least as tight a lower bound as those by the two. Al-
though the proofs are omitted here, this claim is true, and
L(λλλ) is not less than those by the job-level and machine-
level decomposition methods, if λi jt are chosen as

λi jt =− ∑
s∈[t, t+pi j−1]

λJ
mi j ,t , (29)

and

λi jt =


fi j(t + pi j)+λM

i j t, j = 1,
fi j(t + pi j)+(λM

i j −λM
i, j−1)t, j ∈ Oi \{1, ni},

fi j(t + pi j)−λM
i, j−1t, j = ni,

(30)

respectively. Here, λJ
kt ≥ 0 (k ∈ M , t ∈ Tk) are the mul-

tipliers associated with capacity constraints (3) in the job-
level decomposition, and λM

i j ≥ 0 (i ∈ N , j ∈ Oi \{ni}) the
multipliers associated with precedence constraints (4) in the
machine-level decomposition.

5. UPPER BOUND OF THE LENGTH OF THE
PLANNING HORIZON

Since the number of decision variables in time-indexed
formulations depends on the length of the planning horizon,
it is desirable to keep T as small as possible. However, too
small T may exclude all optimal solutions. In this section,
we will propose a simple method to calculate a tight bound
of T that does not exclude at least one optimal solution.

The proposed method utilizes an upper bound UB of the
objective value obtained by some heuristics. It is obvious

that we can restrict our attention to those solutions whose
objective values are less than or equal to UB, in order to
find an optimal solution. Hence, we will search for such a
T that the objective value becomes larger than UB if the last
operation in a solution is completed after T .

First, let us assume that cost functions fi j(t) are regular:
fi j(t) are nondecreasing functions of t. In this case, we only
need to consider solutions without unforced idle time. Let
us sequence the operations in the nondecreasing order of
their completion times, and denote them by Oi1, j1 , Oi2, j2 ,
. . ., OiN jN , respectively, where N is the total number of the
operations defined by N = ∑i∈N ni. Suppose that the last
operation OiN jN is completed at T . Then, lower bounds of
Cil , jl (1 ≤ l < N) are given by

Cil , jl ≥ T − ∑
l+1≤k≤N

pik, jk , (31)

because otherwise, Oik, jk (l +1 ≤ k ≤ N) can be completed
earlier without increasing the objective value. From (31),
we obtain a lower bound LB(T ) of the objective value of
this solution as follows:

LB(T ) = ∑
1≤l≤N

fil , jl

(
max

(
ril , jl + pil , jl , T − ∑

l+1≤k≤N
pik, jk

))
.

(32)

LB(T ) can be computed by solving the min-sum single-
machine scheduling problem to schedule N operations Oi j
(i ∈ N , j ∈ Oi) without idle time, where the cost functions
f ′i j(t) are given by

f ′i j(t) =

{
fi j(t +T −P), t ≥ P−T + ri j + pi j,

fi j(ri j + pi j), otherwise.
(33)

Here, P is the total processing time defined by

P = ∑
i∈N

∑
j∈Oi

pi j. (34)

If LB(T ) > UB, we can safely say that the objective value
of any solution in which not all the operations are completed
until T is larger than UB. The single-machine schedul-
ing problem can be solved by applying the exact algorithm
by Tanaka et al. (2009), and the minimum T satisfying
LB(T ) ≤ UB and LB(T + 1) > UB can be searched for by
a bisection algorithm.

Next, let us consider the case when fi j(t) is nonregular.
We assume that fi j(t) is regular when t ≥ τi j ≥ ri j + pi j even
in this case, and define τmax by

τmax = max
i∈N
j∈Oi

τi j. (35)

Since operations completed after τmax should be processed
without idle time, the above procedure for regular cost func-
tions is applicable if the cost functions in the single-machine
problem are chosen as

f ′′i j(t) =

{
fi j(t +T −P), t ≥ P−T + τmax,

mint≤τmax fi j(t), otherwise.
(36)



6. NUMERICAL EXPERIMENTS

The proposed relaxation method was applied to the
benchmark instances with 10 jobs of the JIT job-shop
scheduling problem (Baptiste et al., 2008). In this problem,
the number of operations in Ji is equal to the number of ma-
chines (ni = m) for all i ∈ N , and cost functions fi j(t) are
specified by

fi j(t) = max(αi j(di j − t), βi j(t −di j)) , (37)

where di j is the duedate of Oi j, and αi j and βi j are penalties
for unit earliness and tardiness, respectively. We applied the
conjugate subgradient algorithm (Wolfe, 1975; Sherali and
Ulular, 1989) to adjust the multipliers for (LR). Because it
is time-consuming to solve the machine-level subproblems
to optimality, we adjusted the multipliers as follows:
(1) First, multipliers are adjusted for the Lagrangian relax-

ation by the job-level decomposition until a stopping
criterion is satisfied.

(2) By setting the initial values as in (29), multipliers λλλ are
adjusted for (LR), where machine-level subproblems
(LRJ

i ) are solved not to optimality but heuristically by
the heuristics used for an initial upper bound in the ex-
act algorithm by Tanaka and Fujikuma (2012), until a
stopping criterion is satisfied.

(3) Multipliers λλλ are adjusted by solving (LRJ
i ) to opti-

mality by the exact algorithm (Tanaka and Fujikuma,
2012), until the decrease of the duality gap in 500 iter-
ations becomes less than 0.1%.

As an upper bound UB necessary for determining the step
size in the conjugate subgradient algorithm, the best re-
sult among those by metaheuristic algorithms (Monette et
al., 2009; dos Santos et al., 2010; Wang and Li, 2014) was
employed. At each iteration of the conjugate subgradient
algorithm, individual subproblems (LRJ

i ) and (LRM
k ) were

solved in parallel by multi-threading. For comparison, two
LP relaxations (LPR1) and (LPR2) were solved as well by
Gurobi Optimizer 5.6.3. All the computation was performed
on a desktop computer with an Intel Core i7-3970X CPU
(3.5GHz, 6 cores) and 32GB RAM.

The results are summarized in Table 1. In this table, the
column “instance” is for the instance type. I-X-Y-Z-U-V
stands for the instance with n =X and m =Y. In addition,
Z is the setting of the duedates di j (“tight” or “loose”),
U is the setting of the earliness penalties αi j (“equal” or
“tard”), and V is the instance ID. Here, please note that
“equal” does not mean that the earliness penalties are iden-
tical. In “equal”, earliness penalties were chosen randomly
in [0.1, 0.3], whereas in “tard”, they were in [0.1, 1.0]. The
second column UB presents the best upper bound known
so far. “Baptiste” represents the results by Baptiste et al.
(2008), where “machine” and “job” are the lower bounds by
the machine-level and job-level decomposition methods, re-
spectively. (LPR1) and (LPR2) give the results of the two
LP relaxations, respectively. The column “value” shows the
optimal objective value, and “gap” the duality gap in per-
cent computed by (UB−value)/UB. Finally, (LR) presents

the results of the proposed method, and the column “time”
is the total computation time.

From Table 1, we can see that (LPR2) always yields a bet-
ter lower bound than (LPR1), and the difference of the two
bounds becomes more significant as m becomes larger. The
proposed method considerably improves the lower bound
from that by (LPR2), The lower bound is so tight that the du-
ality gap was closed for 6 instances with m = 2, 2 instances
with m = 5, and 2 instances with m = 10. It is also ob-
served that the gap was relatively large for the instances with
m = 10. The values in (Baptiste et al., 2008) do not seem to
have reached the theoretical limit due to a time limit. As
explained in the preceding section, “job” becomes equal to
(LPR2) if the multipliers are optimized. However, there still
remains a gap for some instances. Moreover, “machine” is
sometimes smaller than (LPR1), although the former can be
expected to exceed the latter. On the other hand, the lower
bound by the proposed method, (LR), is always larger than
(LPR2). Although our method seems promising, we should
also note that it took a large number of iterations and a long
computation time due to poor convergence. For example,
the total number of iterations for I-10-10-tight-equal-1 was
over 60,000. Thus it is crucial to improve its convergence if
we want to apply it as a part of exact algorithms.

7. CONCLUSION

In this study we proposed a new Lagrangian lower bound
for the min-sum job-shop scheduling problem that integrates
the job-level and machine-level decomposition methods. It
was shown by numerical experiments for the instances of
the earliness-tardiness job-shop scheduling problem that the
proposed method is able to improve the previous lower
bounds significantly. However, its convergence is still poor.
Hence, future research directions will be to improve the
convergence of the conjugate subgradient algorithm, to ap-
ply column generation instead of the Lagrangian relaxation
technique, and so on.
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