
HAL Id: hal-01248220
https://inria.hal.science/hal-01248220

Submitted on 24 Dec 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

An implementation of complete, asynchronous,
distributed garbage collection

Fabrice Le Fessant, Ian Piumarta, Marc Shapiro

To cite this version:
Fabrice Le Fessant, Ian Piumarta, Marc Shapiro. An implementation of complete, asynchronous,
distributed garbage collection. Conf. on Prog. Lang. Design and Implementation, 1998, Montreal,
Canada. �10.1145/277650.277715�. �hal-01248220�

https://inria.hal.science/hal-01248220
https://hal.archives-ouvertes.fr


An implementation of complete, asynchronous, distributed garbage collectionFabrice Le Fessant, Ian Piumarta, Marc ShapiroINRIA Roquencourt, B.P. 105, 78153 Le Chesnay Cedex, France(Email: fFabrice.Le fessant,Ian.Piumarta,Marc.Shapirog@inria.fr)
AbstractMost existing reference-based distributed object systems in-clude some kind of acyclic garbage collection, but fail toprovide acceptable collection of cyclic garbage. Those thatdo provide such GC currently su�er from one or more prob-lems: synchronous operation, the need for expensive globalconsensus or termination algorithms, susceptibility to com-munication problems, or an algorithm that does not scale.We present a simple, complete, fault-tolerant, asynchronousextension to the (acyclic) cleanup protocol of the SSP Chainssystem. This extension is scalable, consumes few resources,and could easily be adapted to work in other reference-baseddistributed object systems|rendering them usable for verylarge-scale applications.Keywords: storage management, garbage collection, refer-ence tracking, distributed object systems.1 IntroductionAutomatic garbage collection is an important feature formodern high-level languages. Although there is a lot of ac-cumulated experience in local garbage collection, distributedprogramming still lacks e�ective cyclic garbage collection.A local garbage collector should be correct and complete.A distributed garbage collector should also be asynchronous(other spaces continue to work during a local garbage collec-tion in one space), fault-tolerant (it works even with unreli-able communications and space crashes), and scalable (sincenetworks are connecting larger numbers of computers overincreasing distances).Previously published distributed garbage collection algo-rithms fail in one or more of these requirements. In this pa-per we present a distributed garbage collector for distributedlanguages that provides all three of these desired properties.Moreover, the algorithm is simple to implement and con-sumes very few resources.The algorithm described in this paper was developedas part of a reference-based distributed object system forObjective-CAML (a dialect of ML with object-oriented ex-Conditionally accepted for: 1998 ACM SIGPLANConference on Programming Language Design andImplementation (PLDI'98), 17{19 July, Montreal, Canada.

tensions). Remote references are managed using the Stub-Scion Pair Chains (SSPC) system, extended with our cyclicdetection algorithm. Although our system is based on trans-parent distributed references, our design assumptions areweak enough to support other kinds of distributed languages;those based on channels, for example (�-calculus [8], join-calculus [3], and others).The next two sections of the paper introduce the basicmechanisms of remote references and the SSPC system foracyclic distributed garbage collection. Section 4 describesour cycle detection algorithm, and includes a short exampleshowing how it works. Section 5 brie
y investigates someissues related to our algorithm. Sections 6 and 7 analyzethe algorithm in greater depth, and discuss some of the im-plementation issues surrounding it. The �nal two sectionscompare our algorithm with other recent work in distributedgarbage collection and present our conclusions.2 BasicsWe consider a distributed system consisting of a set of spaces.Each space is a process, that has its own memory, its ownlocal roots, and its own local garbage collector. A space cancommunicate with other spaces (on the same computer ora di�erent one) by sending asynchronous messages. Thesemessages may be lost, duplicated or delivered out of order.Distributed computation is e�ected by sending messagesthat invoke procedures in remote objects. These remoteprocedure calls (RPCs) have the same components as a lo-cal procedure call: a distinguished object that is to per-form the call, zero or more arguments of arbitrary (includ-ing reference) type, and an optional result of arbitrary type.The result is delivered to the caller synchronously; in otherwords, the caller blocks for the duration of the procedurecall. Encoding an argument or result for inclusion in a mes-sage is called marshaling; decoding by the message recipientis called unmarshaling.When an argument or result of an RPC has a referencetype (i.e. it refers to an object) then this reference can servefor further RPCs from the recipient of the reference back tothe argument/result object. The object is also protectedfrom garbage collection while it remains reachable; i.e. untilthe last (local or remote) reference to it is deleted.In the following sections we will write nameX(A) to indi-cate a variable called name located on space X that containsinformation about object A. We will write a is increased tob to mean the variable a is set to the maximum of variablea and variable b.
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Figure 1: A reference from A in space X to B in space Y .2.1 Remote referencesMarshaled references to local or remote objects are sent inmessages to be used in remote computations (e.g. for remoteinvocation).Such a reference R from object A in space X to objectB in space Y is represented by two objects: stubX(R) andscionY (R). These are represented concretely by:� a local pointer in X from A to stubX(R); and� a local pointer in Y from scionY (R) to B.A scion corresponds to an incoming reference, and istreated as a root during local garbage collection. An objecthaving one or more incoming references from remote spacesis therefore considered live by the local garbage collector,even in the absence of any local reference to that object.The stub is a local \proxy" for some remote object. Itcontains the location of its associated matching scion. Eachscion has at most one matching stub, and each stub hasexactly one matching scion. If several spaces contain stubsreferring to some object B, then each will have a uniquematching scion in B's space: one scion for each stub.A reference R is created by space Y and exported tosome other space X as follows. First a new scion scionY (R)is created and marshaled into a message. The marshaledrepresentation encodes the location of scionY (R) relative toX. The message is then sent to to X, where the location isunmarshaled to create stubX(R).3 Stub-Scion Pair ChainsThe SSPC system [13] is a mechanism for distributed refer-ence tracking similar to Network Objects [1] and supportingacyclic distributed garbage collection. It di�ers from Net-work Objects in several important respects, such as: a re-duction of the number of messages required for sending areference, lower latencies, fault-tolerance, and support forobject migration. However, we will only describe here thepart needed to understand its garbage collector.The garbage collector is based on reference listing (anextension of reference counting that is better suited to un-reliable communications), with time-stamps on messages toavoid race conditions.The following explanation is based on the example shownin Figure 1. This simple example is easily generalizable tosituations having more references and spaces.Each message is stamped by its sender with a mono-tonically increasing time. When a message containing R issent by Y to X, the time-stamp of the message is stored inscionY (R) in a �eld called scionstamp. When the message

is received by X, a �eld of stubX(R) called stubstamp isincreased to the time-stamp of the message. For stubX(R),stubstamp contains the time-stamp of the most recent mes-sage containing R that was received from Y . Similarly forscionY (R), scionstamp is the time-stamp of the last mes-sage containing R that was sent to X.When object A becomes unreachable, stubX(R) is col-lected by the local garbage collector of space X. WhenstubX(R) is �nalized, a value called thresholdX [Y ] is in-creased to the stubstamp �eld of X. thresholdX [Y ] there-fore contains the time-stamp of the last message receivedfrom Y that contained a reference to an object whose stubhas since been reclaimed by the local garbage collector.After each garbage collection in space X, a message LIVEis sent to all the spaces in the immediate vicinity. Theimmediate vicinity of space X is the set of spaces that havestubs and scions whose associated scions and stubs are in X.The LIVE message sent to space Y contains the names of allthe scions in Y that are still reachable from stubs in X. Thevalue of thresholdX [Y ] is also sent in the LIVE message toY . This value allows space Y to determine the most recentmessage that had been received by X from Y at the timethe LIVE message was sent.Space Y extracts the list of scion names on receipt of theLIVE message. This list is compared to the list of existingscions in Y whose matching stubs are located in X. Anyexisting scions that are not mentioned in the list are nowknown to be unreachable from X, and are called suspect.A suspect scion can be deleted, provided there is no dangerthat a reference to it is currently in transit between X andY . To prevent an incorrect deletion of a suspect scion, thescionstamp �eld of suspect scions is compared to thethresholdX [Y ] contained in the LIVE message. IfthresholdX [Y ] > scionstamp(scionY (R))then some stub referred to by a message sent after the lastone containing R has been collected. This implies that thelast message containing R was received before the LIVE wassent, and so any stub created for R from this message mustno longer exist in space X. The suspect scion can thereforebe deleted safely.To prevent out-of-order messages from violating this lastcondition, any messages from Y marked with a time-stampsmaller than the current value of thresholdX [Y ] are re-fused by space X. (thresholdX [Y ] must therefore be ini-tialized with a time-stamp smaller than the time-stamp ofthe �rst messages to be received.) This mechanism is calledthreshold-�ltering.The LIVE message can be extended by a \missing time-stamps" �eld, to inform the space Y of the time-stampswhich are smaller than thresholdX [Y ] and which have notbeen received in a message yet. Y then has the possibilityof re-sending the corresponding messages using a new time-stamp and newly-created scions, since older messages willbe refused by the threshold-�ltering.The above algorithm does not prevent premature dele-tion of scions contained in messages that are delayed in tran-sit. These deletions are however safe, since such delayedmessages will be refused by the threshold-�ltering.This situation can occur only if a more recent messagearrives before some other delayed message, and the morerecent message causes the creation of stubs that are sub-sequently deleted by a local garbage collection before thearrival of the delayed message. This can not happen with



FIFO communications (such as TCP/IP). Moreover, threshold-�ltering of delayed messages is not problematical for applica-tions using unreliable communications (such as UDP), sincethese applications should be designed to function correctlyeven in the presence of message loss. Threshold-�ltering andmessage loss due to faulty communication are indistinguish-able to the application.The above distributed garbage collection mechanism isfault-tolerant. Unreliable communications can not createdangling pointers, and scions are never deleted in the caseof crashed spaces that contain matching stubs (which sup-ports extensions for handling crash recovery). Moreover, itis scalable because each space only sends and receives mes-sages in its immediate vicinity, and asynchronous becauselocal garbage collections in each space are allowed at anytime with no need to synchronize with other spaces.However, the mechanism is not complete. Distributedcycles will never be deleted because of the use of reference-listing. The remainder of this paper presents our contri-bution: an algorithm to detect and cut distributed cycles,rendering the SSPC garbage collector complete.4 Detection of free distributed cyclesThe detector of free distributed cycles is an extension tothe SSPC garbage collector. Spaces may elect to use theacyclic SSPC GC without the detector extension (e.g. forscalability reasons). Spaces that choose to be involved inthe detection of cycles are called participating spaces; otherspaces are called non-participating spaces. Our detector willonly detect cycles that lie entirely within a set of participat-ing spaces.4.1 OverviewThe algorithm is based on date propagation along chains ofremote pointers. The useful property of this propagation isthat reachable stubs receive increasing dates, whereas un-reachable stubs (belonging to a distributed cycle) are even-tually marked with constant dates.A threshold date is computed by a central server. Stubsmarked with dates inferior to this threshold are known tohave constant dates, and are therefore unreachable. Eachparticipating space sends the minimum local date that itwishes to protect to the central server (stubs with thesedates should not be collected). This information is basednot only on the dates marked on local stubs, but also on theold dates propagated to outgoing references.The algorithm is asynchronous (most values are com-puted conservatively), tolerant to unreliable communications(using old values in computations is always safe, since mosttransmitted values are monotonically increasing) and benignto the normal SSPC garbage collector (non-participatingspaces can work with an overlapping cluster of participatingspaces, even if they do not take part in cycle detection).4.2 Data structures and messagesStubs are extended with a time-stamp called stubdate. Thisis the time of the most recent trace (possibly on a remotesite) during which the stub's chain was found to be rooted.Stubs have a second time-stamp, called olddate, which isthe value of stubdate for the previous trace.Scions are extended with a time-stamp called sciondate.This is a copy of the most recently propagated stubdatefrom the scion's matching stub|i.e. the time of the most

recent remote trace during which the scion's chain was foundto be rooted. The stubdates from a space are propagatedto their matching scions in some other space by sending aSTUBDATES message.STUBDATES messages are stamped with the time ofthe trace that generated them. Each site has a vector,called cyclicthreshold, containing the time-stamp of thelast STUBDATES message received from each remote space.The cyclicthreshold value for a remote space is periodi-cally propagated back to that space by sending it a THRESH-OLD message. The emission of THRESHOLD messages canbe delayed by saving the cyclicthreshold values for a giventime in a set called CyclicThresholdToSend until a partic-ular event.Each site can protect outgoing references from remotegarbage collection. For this, it computes a time called lo-calmin, which is sent in a LOCALMINmessage to a dedicatedsite, the Detection Server, where the minimum localmin ofall spaces is maintained in a variable called globalmin. LO-CALMINmessages are acknowledged by the Detection Serverby sending back ACK messages.Finally, to compute localmin, each site maintains a per-space value, called ProtectNow, containing the new dates tobe protected at next local garbage collection. These valuesare saved in a per-space table, called Protected Set, tobe re-used and thus protected for some other local garbagecollections.4.3 The algorithmA Lamport clock is used to simulate global time at eachparticipating space.14.3.1 Local propagationThe current date of the Lamport clock is incremented beforeeach local garbage collection and used to mark local roots.Each scion's sciondate is marked with a date received fromits matching stub. These dates are propagated from thelocal roots and scions to the stubdate �eld of all reachablestubs during the mark phase of garbage collection. If a stubis reachable from di�erent roots marked with di�erent datesthen it is marked with the largest date.Such propagation is easy to implement with minor modi-�cations to a tracing garbage collector. The scions are sortedby decreasing sciondate, and the object memory tracedfrom each scion in turn. During the trace, the stubdatefor any visited unmarked stub is increased to the sciondateof the scion from which the trace began.4.3.2 Remote propagationA modi�ed LIVE message, called STUBDATES, is sent to allparticipating spaces in the vicinity after a local garbage col-lection. This message serves to propagate the dates from allstubs to their matching scions. These dates will be propa-gated (locally, from scions to stubs) by the receiving spaceat next local garbage collection in that space.1A Lamport clock is implemented by sending the current date inall messages. (In our case, only those messages used for the detectionof free cycles are concerned). When such a message is received, thecurrent local date is increased to be strictly greater than the date inthe message.



increment current date;FIFO add(cyclicthresholdtosend set,(current date,cyclic threshold[]));Mark from root(local roots,current date);8 scion 2 sorted scions,fif scion.scion date < globalmin thenscion.pointer := NULL;elseif scion.scion date = NOW thenMark from root(scion.pointer,current date);elseMark from root(scion.pointer,scion.scion date);g8 space 2 spaces, f8 stub 2 space.stubs, fif stub.stub date > stub.olddate thendecrease protect now[space] to stub.olddate;stub.olddate := stub.stub date;gFIFO add(protected set[space],(protect now[space],current date));protect now[space] := current date;Send(space,STUBDATES,current date,f8 stub 2 space.stubs,(stub.stub id,stub.stub date)g);glocalmin := min(protected set[])Send(server,LOCALMIN,current date,localmin);Figure 2: Pseudo-code for a local garbage collec-tion. The Protected Sets and Cyclicthreshold-ToSend Set are implemented by FIFO queues withthree functions (add, head and remove).4.3.3 Characterisation of free cyclesLocal roots are marked with the current date, which is al-ways increasing. Reachable stubs are therefore marked withincreasing dates. On the other hand, the dates on stubs in-cluded in unreachable cycles evolve in two di�erent phases.In the �rst phase, the largest date on the cycle is propagatedto every stub in the cycle. In the second phase, no new datecan reach the cycle from a local root, and therefore the dateson the stubs in the cycle will remain constant forever.Since unreachable stubs have constant dates, whereasreachable stubs have increasing dates, it is possible to com-pute an increasing threshold date called globalmin. Reach-able stubs and scions are always marked with dates largerthan globalmin. On the other hand, globalmin will even-tually become greater than the date of the stubs belongingto a given cycle.Scions whose dates are smaller than the current glob-almin are not traced during a local garbage collection. Stubswhich were only reachable from these scions will thereforebe collected. The normal acyclic SSPC garbage collectorwill then remove their associated scions, and eventually theentire cycle.4.3.4 Computation of globalminglobalmin is computed by a dedicated space (the DetectionServer) as the minimum of the localmin values sent to it byeach participating space.2 The central server always com-2globalmin could be computed with a lazy distributed consensus.However, a central server is easier to implement (it can simply be

Receive(space,STUBDATES,gc date ,stub set, threshold) =increase cyclicthreshold[space] to gc date;old scion set := space.scions;space.scions := fg;8 scion 2 old scion set, f�nd(scion.scion id,stub set, found, stub date);if found or scion.scionstamp > threshold then fif scion.scionstamp < threshold thenincrease scion.scion date to stub date;space.scions := space.scions U fscionggg Figure 3: Pseudo-code for the STUBDATES handler.The �nd function looks for a scion identi�er in theset of stubs received in the message. If the stubis found in the set then found is set to true, andstub date is set to the date on the associated stub.If the scionstamp is greater than the threshold inthe message then the scion is kept alive and its dateis not set.Receive(space,LOCALMIN,gc date,localmin) =if gc date>threshold date[space] then fincrease threshold date[space] to current date;localmin[space]:=localmin;globalmin:= min(localmin[]);Send(space,ACK,gc date,globalmin);g Figure 4: Pseudo-code for the Detection Server. Themessage is treated only if garbage collection date isthe lattest date received from the space.putes globalmin from the most recently received value oflocalmin sent to it from each space. (See the pseudo-codein Figure 4.)4.3.5 Computation of localminlocalmin is recomputed after each local garbage collectionin a given participating space. (The pseudo-code is shownin Figure 2.)We now introduce the notion of a probably-reachable stub.A stub is probably-reachable either when it has been used bythe mutator for a remote operation (such as an invocation)since the last local garbage collection, or when its stubdateis increased during the local trace.This notion is neither a lower nor an upper approxima-tion of reachability. A stub might be both reachable andnot probably-reachable at the same time; it might also beprobably-reachable and not reachable at some other time.However, on any reachable chain of remote references thereis at least one probably-reachable stub for each di�erent dateon the chain. Therefore, since each space will \protect" thedate of its probably-reachable stubs, all dates on the chainwill be \protected".To detect probably-reachable stubs after the local trace,the previous stubdate of each stub (stored the olddateone of the participating spaces), and local networks (where such acollector is most useful) often have a centralized structure.



Receive(server,ACK,gc date,globalmin) =FIFO head(cyclicthresholdtosend set,(date,cyclic thresholds to send[]));if date � gc date then frepeat fFIFO remove(cyclicthresholdtosend set,(date,cyclic thresholds to send[]));g until (date == gc date);8 space 2 spaces, fSend(space,THRESHOLD,cyclic thresholds to send[space]);g; Figure 5: Pseudo-code for the ACK message handler.Old values in the CyclicthresholdToSend Set canbe discarded, since they are smaller than those whichwill be sent in the THRESHOLD messages. Their cor-responding ProtectNow values in the Protected Setswill therefore also be removed when the THRESHOLDmessages is received.�eld), is compared to the newly-propagated stubdate. Foreach participating space in the immediate vicinity, a date(called ProtectNow) contains the minimum olddate of allstubs which have been detected as probably-reachable sincethe last local garbage collection.The value of ProtectNow for each space is saved in aper-space set, called Protected Set, after each garbage col-lection. ProtectNow is then re-initialized to the current date.The localmin for the space is then computed as the min-imum of all ProtectNow values in all the Protected Sets.This new value of localmin is sent to the detection serverin a LOCALMIN message.The next value of globalmin will be smaller than theseolddates. All olddates associated with stubs that were de-tected probably-reachable since some of the latest garbagecollections will therefore be protected by the new value ofglobalmin: stubs and scions marked with those dates willnot be collected.3globalmin must protect the olddates rather than thestubdates. This is because the scions associated with probably-reachable stubs must be protected against collection, andthese scions are marked with the olddate of their match-ing stub. In fact globalmin not only protects the associ-ated scions, but also all references that are reachable fromprobably-reachable stubs and which are marked with theolddates of these stubs.4.3.6 Reduction of the Protected SetSTUBDATES and LOCALMIN messages both contain thedate of the local garbage collection during which they weresent.When a STUBDATES message is received (see Figure 3),the per-space threshold CyclicThreshold is increased to theGC date contained in the message. The CyclicThresholdfor each participating space is saved in the CyclicThresh-oldToSend Set before each local garbage collection.Each LOCALMINmessage received by the Detection Serveris acknowledged by a ACK message containing the sameGC date. When this ACK message is received (see Figure3The slightly cryptic phrase \some of the latest garbage collec-tions" will be explained in full in the next section.

Receive(space,THRESHOLD,cyclic threshold) =FIFO head(protected set[space], (protect now,gc date));while (gc date � cyclic threshold) fFIFO remove(protected set[space],(protect now, gc date));FIFO head(protected set[space],(protect now, gc date));g Figure 6: Pseudo-code for the THRESHOLD handler.5) , the CyclicThresholds saved in the CyclicThreshold-ToSend Set for the local garbage collection started at theGC date of the ACK message are sent to their associatedspace in THRESHOLD messages. Older values (for older lo-cal garbage collections) in the CyclicThresholdToSend Setare discarded (This is perfectly safe. When a space receives aTHRESHOLD message it will perform all of the actions thatshould have been performed for any previous THRESHOLDmessages that were lost).When a CyclicThreshold date is received in a THRESH-OLD message, all older ProtectNow values in the ProtectedSet associated with the sending space are removed. (SeeFigure 6.) These values will no longer participate in thecomputation of globalmin.We can now explain the cryptic phrase \some of the lat-est garbage collections" that appeared in the previous sec-tion.The olddate on a probably-reachable stub is protectedby a ProtectNow in a Protected Set. It will continue tobe protected for a certain time, until several events have oc-curred. The new stubdate must �rst be sent to the match-ing scion in a STUBDATES message. From there it is prop-agated from by a local trace to any outgoing stubs (newprobably-reachable stubs in that space will be detected dur-ing this trace). The new localmin for that must then bereceived and used by the detection server (ensuring that theolddates on the newly detected probably-reachable stubsare protected by next values of globalmin). After this, theACKmessage received from the detection server will trigger aTHRESHOLD message containing a Cyclicthreshold equalto the GC date of the STUBDATES message (or greater ifother STUBDATES messages have been received before thelocal garbage collection). Only after this THRESHOLD mes-sage is received will the the ProtectNow be removed from itsProtected Set.4.4 ExampleFigures 7, 8 and 9 show a simple example of distributeddetection of free cycles.Spaces A and B are participating spaces; space C is thedetection server. The system contains two distributed cy-cles C(1) and C(2), each containing two objects: OA(1) andOB(1) for C(1), OA(2) and OB(2) for C(2). C(1) is locallyreachable in A, whereas C(2) has been unreachable sincedate 2. A local garbage collection in A at date 6 has prop-agated this date to stubA(1), which was previously markedwith date 2. The Protected Set associated with B containsa single entry: a ProtectNow 2 at date 6.In �gure 7, a local garbage collection occurs in B atdate 8. The date 6, marked on scionB(1), is propagated tostubB(1) which was previously marked with 2. B saves the
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Figure 7: After a local garbage collection at date 8 on space B, the new localmin 2 is sent to the detection server C. Afterthe acknowledgment, the cyclic threshold 6 message is sent to A, which will remove this entry from its protected set.new ProtectNow 2 associated with A in its Protected Set.It then sends a STUBDATES message with the new stub-dates to A, and a LOCALMIN message with its new localmin2 to the detection server. After saving this new localmin,the detection server sends an ACK message to B containingthe same date as the original LOCALMIN message. A glob-almin value (possibly not up-to-date) can be piggybackedon this message. After reception of this ACK message, Bsends a THRESHOLD message to A containing the date ofthe last STUBDATES message received from A. A conse-quently removes the associated ProtectNow entry from itsprotected set, which is now empty.In �gure 8, a local garbage collection occurs in A at date10. The current date 10 is propagated to stubA(1), previ-ously marked with 6. The ProtectNow associated with B istherefore decreased to 6. stubA(2) does not participate inthe computation of ProtectNow, since is still marked with 2.This ProtectNow is then saved in the Protected Set, andthe new localmin (6) is sent to the detection server. Afterthe reception of the ACK message from C, a THRESHOLDmessage is sent ot B which removes the associated entryfrom its Protected Set. However, its localmin on the de-tection server is still equal to 2, thus, preventing globalminfrom increasing.In �gure 9, a local garbage collection occurs in B at date12. The new localmin computed in B is equal to 6. Thenew globalmin is therefore increased to 6. All scions markedwith smaller dates will not be traced, starting from the mo-ment that A and B receive this new value of globalmin.Consequently scionA(2) and scionB(2) will not be traced insubsequent garbage collections, and OA(2), OB(2), stubB(2)and stubA(2) will be collected by local garbage collections.At the same time, scionA(2) and scionB(2) will be collected

by the SSPC garbage collector when STUBDATES messagesthat do not contain stubB(2) and stubA(2) are received byA and B respectively. The cycle C(2) has now been entirelycollected.5 Related issues5.1 New remote references and non-participating spacesWhen a new remote reference is created, the stub olddateis set to the current date and the sciondate is initializedwith a special date called NOW. Moreover, each time a scionlocation is resent to its associated space, a new stub maybe created if the previous one had already been collected.sciondate is therefore re-initialized to NOW each time itsscion's location is resent in a message.Scions marked with NOW propagate the current date ateach garbage collection. A newly-created scion thereforebehaves as a normal local root, until a new date is prop-agated by a STUBDATES message from its matching stub.The SSPC threshold is then compared to the scionstampto ensure that all messages containing the scion have beenreceived before �xing the sciondate.This mechanism is also used to allow incoming refer-ences from non-participating spaces. (STUBDATES mes-sages will never be received from non-participating spaces.)The sciondates of their associated scions will therefore re-main at NOW forever, and they will act as local roots. Dis-tributed cycles that include these remote references will neverbe collected. This is safe, and does not impact the complete-ness of the algorithm for participating spaces.We must also cope with outgoing references to non-parti-cipating spaces. We must avoid putting entries in the Pro-
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           B -> 2Figure 8: After a new local garbage collection in A, localminA is increased to 6.tected Sets for non-participating spaces, since no THRESH-OLD messages will be received to remove such entries. (Thiswould prevent localmin and hence globalmin from increas-ing, thus stalling the detection process.) A space must there-fore only send STUBDATES messages to, and create entriesin the protected sets for, known participating spaces. Thelist of participating spaces is maintained by the detectionserver, and is sent to other participating spaces whenevernecessary (when new participating space arrives, when aspace quits the detection process, or if a space is suspectedof having crashed or is being too slow to respond).5.2 Coping with mutator activityThe mutator can create and delete remote references inthe interval between local garbage collections. Dates on aremotely-reachable object might therfore never increase be-cause of a \phantom reference": each time a local garbagecollection occurs in a space from which the object is reach-able, the mutator gives the reference on the object to an-other space and deletes the local reference | just before thecollection. Greater dates might therefore never be propa-gated to the object and the object would be detected as afree cycle, whereas it is still reachable (see Figure 10 for anexample).Such transient references may move from stubs to scions(for invocation) or from scions to stubs (by reference pass-ing). In the �rst case, we mark the invoked scions with thecurrent date (This prevents globalmin from stalling). In thesecond case, we ensure that each time a stub is used by themutator (for invocation, or copy to/from another space) itsolddate is used to increase the ProtectNow associated withthe space of its matching scion. The date of the ProtectNowtherefore always contains the minimum olddate of all thestubs that have been used in the interval between two local
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Figure 10: With its local reference to O1, A invokesstub1 which creates a new local reference in B to O2.A deletes its local reference R1, and performs a newlocal garbage collection. stub1 is therefore re-markedwith 2, and localminA is increased to 5. This isincorrect, since the cycle is reachable from B. Thisis the reason why the external mutator activity mustbe monitored by the detector of free cycles.garbage collections. This protects any object reachable fromthese stubs against such transient \phantom references".5.3 Fault toleranceOur algorithm is tolerant to message loss and out-oforderdelivery. The STUBDATES, THRESHOLD, LOCALMIN andACK messages are only accepted if their sates are greaterthan those of the previously received such message. More-over, the computations are always conservative when usingold values. Even LOCALMIN messages may be lost: no ACKmessages will be sent and therefore no THRESHOLD will be



current date = 10 current date = 12

_

10

6
10

6

10

2

_

2
2

2

2

Protected = { 
   (space      = A;
    GC date    = 12;
    protectNow = 6)}

Protected = { 
   (space      = B;
    GC date    = 10;
    protectNow = 6)}

(C,LOCALMIN,12,6)

(B,ACK,12,6)

(A,THRESHOLD,10)

(A,STUBDATES,12,{10,2})

A B

C globalmin = 6

localmins: A -> 6
           B -> 6Figure 9: After a new local garbage collection in B, localminB is set to 6, and globalmin is increased to 6. Thus, the freecycle marked with 2 will be collected since its date is now smaller than globalmin.to other spaces, which will continue to protect the dates thatthe lost LOCALMIN messages would have protected.Crashed spaces (or spaces that are too slow to respond)are handled by the detection server, which can exclude anysuspected space from the detection process by sending a spe-cial message to all participating spaces. The participatingspaces set the sciondates for scions whose matching stubsare in the suspect space(s) to NOW, and remove all entries forthe suspected spaces in their Protected Sets.Finally, the detection server may also crash. This doesnot stop acyclic garbage collection, and only delays cyclicgarbage collection. A detection server can be restarted, anddynamically rebuild the list of participating spaces throughsome special recovery protocol. It then waits for each par-ticipating space to send a new localmin value before com-puting a new up-to-date value for globalmin.6 AnalysisWe can estimate the worst-case time needed to collect anewly unreachable cycle. It is the time needed to propagatedates greater than those on the cycle to all reachable stubs.Assuming that spaces perform local garbage collections atapproximately the same rate, we de�ne a period to be thetime necessary for spaces to perform a new local garbagecollection. The time needed to collect the cycle is equal tothe product of the length of the largest chain of reachablereferences by the period:timecollection = maxlengths � timeperiodWe can also estimate the number and the size of the mes-sages that are sent after a local garbage collection. There isone LIVE message (sent by the SSPC garbage collector), plus

one STUBDATES message and one THRESHOLD messagesent for each space in the immediate vicinity. The �rst twomessages can be concatenated into a single network message.Hence there are only two messages sent for each space in thevicinity. The STUBDATES message contains one identi�erand one date for each live stub referring to the destinationspace, plus the SSPC threshold time-stamp. The THRESH-OLD message contains only the CyclicThreshold value forthe destination space.One LOCALMIN message is also sent to the detectionserver, and one ACK message sent back from the server.The Protected Set contains triples for each space in thevicinity. For a space X in the vicinity of Y , the numberof triples for X in the Protected Set of Y is equal to thenumber of local garbage collections that have occurred on Ysince the last garbage collection on X. If the frequencies ofthe garbage collections in the di�erent participating spacesare similar, the Protected Set should not grow too much.If one space requires too many garbage collections, and itsProtected Set becomes too large, it should avoid perform-ing cyclic detection after each garbage collection (but notstop garbage collections) until su�cient entries in its Pro-tected Set have been removed.Finally, a very large number of spaces may use the samedetection server. The server only contains two dates perparticipating space, and the computation of the minimumof this array should not be expensive.7 ImplementationOur algorithm has been incorporated into an implementa-tion of the SSP Chains system written in Objective-CAML[5], using the Unix and Thread modules [6].



The Objective-Caml implementation of SSPC consists of1300 lines of code, of which 200 are associated with the cyclicGC algorithm. The propagation of dates by tracing wasimplemented as a minor modi�cation to the existing Camlgarbage collector [2]. The Mark from root(roots) func-tion was changed into Mark from root(roots,date), whichmarks stubs reachable from a set of roots with the givendate. This function is then applied �rst to the normal localroots with the current date (which is always greater thanall the dates on scions), and then to sets of scions sortedby decreasing dates. Each reachable stub is therefore onlymarked once, with the date of the �rst root from which it isreachable.Finalization of stubs (required for updating the thresh-old when they are collected) is implemented by using a listof pairs. Each pair contains a weak pointer to a stub and astubstamp �eld. After a garbage collection, the weak point-ers are tested to determine if their referent objects are stilllive. The stubstamp �eld is used to update the thresholdif the weak pointer is found to be dangling.The Protected Set is implemented as a FIFO queue foreach participating space. The head of the queue contains theProtectNow value, which can be modi�ed by the mutatorbetween local garbage collections. When a THRESHOLDmessage is received, entries are removed from the tail of thequeue until the last entry has a date greater than the one inthe message. Finally, localmin is computed as the minimumof all entries in all queues.Objective-CAML has high-level capabilities to automat-ically marshal and unmarshal symbolic messages, easing theimplementation of complex protocols. Some modi�cationof the compiler and the standard object library was neededto enable dynamic creation of classes of stubs and dynamictype veri�cation for SSPC. However, these modi�cations arenot related to either the acyclic GC or the cycle detector al-gorithm.8 Related work8.1 Hughes'algorithmOur algorithm was inspired Hughes' algorithm. In Hughes'algorithm, each local garbage collection provokes a globaltrace and propagates the starting date of the trace. How-ever, the threshold date is computed by a termination al-gorithm (due to Rana [11]). The date on a stub thereforerepresents the starting date of the most recent global tracein which the stub was detected as reachable. If the thresh-old is the starting date of a terminated global trace, thenany stub marked with a strictly smaller date has not beendetected as reachable by this terminated global trace. It cantherefore be collected safely.However, the termination algorithm used in this algo-rithm requires a global clock, instantaneous communication,and does not support failures. Moreover, each local garbagecollection in one space triggers new computations in all ofthe participating spaces. Such behavior is not suitable for alarge-scale fault-tolerant system.8.2 Recent workDetecting free cycles has been addressed by several researchers.A good survey can be found in [10]. We will only presentmore recent work below.All three of the recent algorithms are based on partition-ing into groups of spaces or nodes. Cycles are only collectedwhen they are included entirely within a single partition.

Heuristics are used to improve the partitioning. These al-gorithms are complex, and may be di�cult to implement.Moreover, their e�ciency depends greatly on the choice ofheuristic for selecting \suspect objects".Maheshwari and Liskov's [7] work is based on back-tracing.The group is traced in the opposite direction to references,starting from objects that are suspected to belong to anunreachable cycle. An heuristic based on distance selects\suspected objects". If the backward trace does not en-counter a local root, the object is on a free cycle. Theirdetector is asynchronous, fault-tolerant, and well-adaptedto large-scale systems. Nevertheless, back-tracing requiresextra data structures for each remote reference. Further-more, every suspected cycle needs one trace, whereas ouralgorithm collects all cycles concurrently.Rodrigues and Jones's [12] cyclic garbage collector wasinspired by Lang et al.[4], dividing the network into groupsof processes. The algorithm collects cycles of garbage con-tained entirely within a group. The main improvement isthat only suspect objects (according to an heuristics suchas Maheshwari and Liskov's distance) are traced. Globalsynchronization is needed to terminate the detection. It isdi�cult to know how the algorithm behaves when the groupbecomes very large.The DMOS garbage collector [9] has some desirable prop-erties: safety, completeness, non-disruptiveness, incremen-tality, and scalability. Spaces are divided into a number ofdisjoint blocks (called \cars"). Cars from di�erent spacesare grouped together into trains. Reachable data is copiedfrom cars in one train to cars in other trains. Unreachabledata and cycles contained in one car or one train are leftbehind and can be collected. Completeness is guaranteedby the order of collections. This algorithm is highly com-plex and has not been implemented. Moreover, problemsrelating to fault-tolerance are not addressed by the authors.9 ConclusionWe have described a complete distributed garbage collector,created by extending an acyclic distributed garbage collectorwith a detector of distributed garbage cycles. Our garbagecollector has some desirable properties: asynchrony betweenparticipating spaces, fault-tolerance (messages can be lost,participating spaces and servers can crash), low resourcerequirements (memory, messages and time), and �nally easeof implementation.It seems well adapted to large-scale distributed systemssince it supports non-participating spaces, and consequentlyclusters of cyclically-collected spaces within larger groups ofinteroperating spaces.We are currently working on a new implementation forthe Join-Calculus language. Future work includes the han-dling of overlapping sets of participating spaces, protocolsfor server recovery, and performance mesurements.AcknowledgmentsThe authors would like to thank Neilze Dorta for her studyof recent cyclic garbage collectors. We also thank Jean-Jacques Levy and Damien Doligez for their valuable com-ments and suggestions on improving this paper.



References[1] Andrew Birrell, Greg Nelson, Susan Owicki, and Ed-ward Wobber. Network objects. In Proceedings of the14th ACM Symposium on Operating Systems Princi-ples, pages 217{230, Asheville, NC (USA), December1993.[2] Damien Doligez and Xavier Leroy. A concurrent, gen-erational garbage collector for a multithreaded imple-mentation of ML. In Proc. of the 20th Annual ACMSIGPLAN-SIGACT Symp. on Principles of Program-ming Lang., pages 113{123, Charleston SC (USA), Jan-uary 1993.[3] C�edric Fournet, Georges Gonthier, Jean-Jacques L�evy,Luc Maranget, and Didier R�emy. A calculus of mobileagents. In LNCS, volume 1119, 1996.[4] Bernard Lang, Christian Queinnec, and Jos�e Piquer.Garbage collecting the world. In Proc. of the 19th An-nual ACM SIGPLAN-SIGACT Symp. on Principles ofProgramming Lang., Albuquerque, New Mexico (USA),January 1992.[5] X. Leroy. The objective-caml system software. Techni-cal report, INRIA, 1996.[6] Xavier Leroy. Unix system programming in caml light.Technical Report No. 147, INRIA, Le Chesnay, France,1993.[7] U. Maheshwari and B. Liskov. Collecting distributedgarbage cycles by back tracing. In Principles of Dis-tributed Computing, 1997.[8] Robin Milner, Joachim Parrow, and David Walker. Acalculus of mobile processes I and II. Information andComputation, 100:1 { 40 & 41 { 77, September 1992.[9] R.L. Hudson R. Morrison J. Eliot B. Moss D.S. Munro.Garbage collecting the world: One car at a time. InOOPSLA, Atlanta (U.S.A.), October 1997.[10] David Plainfoss�e and Marc Shapiro. A survey of dis-tributed garbage collection techniques. In Proc. Int.Workshop on Memory Management, Kinross Scotland(UK), September 1995.[11] S. P. Rana. A distributed solution to the distributedtermination problem. Information Processing Letters,17:43{46, July 1983.[12] Helena Rodrigues and Richard Jones. A cyclicdistributed garbage collector for network objects.In Workshop on Distributed Algorithms (WDAG),Bologna (Italy), October 1996.[13] Marc Shapiro, Peter Dickman, and David Plainfoss�e.SSP chains: Robust, distributed references supportingacyclic garbage collection. Rapport de Recherche 1799,INRIA, Rocquencourt (France), November 1992.


