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Abstract

ANalysis Of VAriance (ANOVA) is a common technique for contimg a ranking of the input parameters in
terms of their contribution to the output variance. Nevelgks, the variance is not an universal criterion for ragkin
variables, since non symmetric outputs could require highaer statistics for their description and analysis. s th
work, we illustrate how third and fourth-order momerits, skewness and kurtosis, respectively, can be decomposed
mimicking the ANOVA approach. It is also shown how this degamsition is correlated to a Polynomial Chaos (PC)
expansion leading to a simple strategy to compute each tiiew sensitivity indices, based on the contribution to
the skewness and kurtosis, are proposed. The outcome ofdpeged analysis is depicted by considering several
test functions. Moreover, the ranking of the sensitivitdiges is shown to vary according to their statistics order.
Furthermore, the problem of formulating a truncated potyiad representation of the original function is treated.
Both the reduction of the number of dimensions and the réaluctf the order of interaction between parameters
are considered. In both cases, the impact on the reductiassisssed in terms of statistics, namely the probability
density function. Feasibility of the proposed analysis nea-case is then demonstrated by presenting the setysitivi
analysis of the performances of a turbine cascade in an @r&amkine Cycles (ORCs), in the presence of complex
thermodynamic models and multiple sources of uncertainty.

Keywords: sensitivity analysis, high-order statistics, skewnesstdsis, polynomial chaos, model reduction, ORCs
turbines.

1. Introduction

Optimization and design in the presence of uncertain ojpgrabnditions, material properties and manufacturing
tolerances poses a tremendous challenge to the scientifipuitong community. Uncertainty quantification (UQ)
approachesrepresent the inputs as random variables doi se@struct a statistical characterization of the quigsti
of interest. Several methodologies are proposed to takldessue, among those stochastic spectral methods [1, 2, 3,
4, 5], that can provide considerable speed-up in compuaittone when compared to Monte Carlo (MC) simulation.
The presence of a large number of uncertain inputs leads &xponential increase of the cost thus making these
methodologies unfeasible [6]. This situation becomes ewere challenging when robust design optimization is
tackled [7, 8].

Several UQ methods have been developed with the objectivedafcing the number of solutions required to
obtain a statistical characterization of the quantity ¢éiast, such as Sparse Grid techniques [9] or adaptive mesh
generation [10, 11, 12, 13, 14]. These techniques can leaddimmatical reduction of the quadrature points for
moderate dimensional problem, provided that the functias $ome regularity properties. Classical sparse grids
[9] are constructed from tensor products of one-dimensiqnadrature formulas. Some Galerkin-based methods
deal with multi-resolution wavelet expansions [15, 16]mdon decomposition in the random space [17], adaptive
h-refinement [3] for dealing with arbitrary probability tfibutions.
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Among the collocation-based stochastic spectral methiod4,8] the authors proposed the use of sparse grid
guadrature for stochastic collocation. Older studies stimverrors and faciency of sparse grid integration and
interpolation [19, 20], Smolyak constructions based on-dingensional nested Clenshaw-Curtis rules [19, 21] and
the integration error of sparse grids based on one-dimeakironrod-Patterson rules [22].

An alternative solution is based on approaches attempoindentify the relative importance of the input uncer-
tainties on the output. If some dimensions could be idedtiéie negligible, they could be discarded in a reduced
stochastic problem and better statistics estimationsddoeilachieved with a lower computational cost.

Identifying the most influent parameters requires to deigerthe uncertain inputs which have the largest impact
on the variability of the model output. In literature, Glbsensitivity analysis (GSA) aims at quantifying how un-
certainty in the input parameters of a model contributesiéouincertainty in its output (see for example [23]) where
global sensitivity analysis techniques are applied to phdlistic safety assessment models). GSA classifies thesnp
according to their importance on the output variations agd/es a hierarchy of the most important ones.

Traditionally, GSA is performed using methods based on theothposition of the output variance [24]e.
ANOVA. The ANOVA approach involves splitting a multi-dimsional function into its contributions from fiiérent
groups of subdimensions. In 2001, Sobol used this fornarat define global sensitivity indices [24], displaying
the relative variance contributions offidirent ANOVA terms. In [25], the authors introduced two HiQimensional
Model Reduction (HDMR) techniques to capture input-outrlationships of physical systems with many input
variables. These techniques are also based on ANOVA decsitigns.

Several techniques have been developed to compute sépgitiices at low computational cost [26]. In [27, 28,
29], generalized Polynomial Chaos Expansions (gPC) are teskuild surrogate models for computing the Sobol’s
indices analytically as a post-processing of the PQtuments. In [6], the authors combine multi-element polyno-
mial chaos with an ANOVA functional decomposition to enhaittte convergence rate of polynomial chaos in high
dimensions and in problems with low stochastic regularity[30], the use of adaptive ANOVA decomposition is
investigated as anfiective dimension-reduction technique in modeling incosspible and compressible flows with
high-dimension of random space. In [31], sparse Polyno@lieos (PC) expansions are introduced in order to com-
pute sensitivity indices: a PC-based metamodel (a conipuotdly inexpensive polynomial approximation of the
relation between inputs and output) which contains theifiogmt terms whereas the PC ¢heients are computed by
least-square regression.

Other approaches are developed if the assumption of indeper of the input parameters is not valid. For
instance, new indices have been proposed in [32, 33] wharearlicorrelation exists. In [34], the authors introduce
a global sensitivity indicator which looks at the influendargut uncertainty on the entire probability distribution
without reference to a specific moment of the output (momedépendence) and which can be defined also in the
presence of correlations among the parameters. In [35],GargBthodology to address global sensitivity analysis
for this kind of problems is introduced, while in [36], a nurcal procedure is proposed for moment-independent
sensitivity methods.

The ANOVA-based analysis create a hierarchy of most impoitgput parameters for a given output when vari-
ance is chosen as metrics. A strong limitation of this apginas the fact that the variance can not be considered a
general indicator for a complete description of outputai@ons. Roughly speaking, the variance measures the spread
of a set of realizations for a random variable, thereforeifiemation related to the direction of this spreading are
completely missed. As aresult, computation of Higher-O(H®) statistics is of primary importance, for example the
normalized third order, thekewnesmeasures of the non-symmetry of the distribution or the mtized fourth order,
thekurtosismeasures whether the distribution is peaked or flat. Deperati the problem, a—order statistics break-
down or, in the following decomposition, could be of intdreldloreover, it seems of primary importance to collect
the set of interactions obtained framorder statistics decomposition for a correct ranking oftadl contributions.

For computing HO statistics, the mostifdised methods are related to Monte Carlo and quasi-Mont® @garl
proaches. Very few papers exist showing the applicatiorbfromial-chaos techniques to the computation of HO
statistics [37, 38].

First objective of this paper is to provide a general mettodrder to compute the decomposition of high-order
statistics, then to formulate an approach similar to ANOVA for skewness and kurtosi®&ne of the main results
of the paper is to show how skewness and kurtosis can be mrittenicking the variance decomposition in term of
conditional statisticd,e. an additive functional relationship always holThe idea is to compute the most influential
interactions not only for the variance but also fagher statisticpermitting to improve the sensitivity analysis. This
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is a fundamental step in order to formulate also innovatpnazation methods for obtaining very robust designs
by taking into account a complete description of the outpatistics. Second objective is to illustrate the correlati
between the high-order functional decomposition and théd&&&d techniques, thus displaying how to compute each
term from a numerical standpoint. Moreover, two reductimategies, for the resulting polynomial metamodel, are
considered. A classical truncation which neglects somesigmificant stochastic dimensions and a reduction based
on the analysis of the order of interactions. These strasegjie evaluated with respect to the complete non-reduced
model in terms of theirfect on the probability density function of the output.

Several numerical test cases are proposed to demonsteaitgdhest of the proposed approach. Among them a
thermodynamically complex flow in a ORCs turbine cascadaradterized by a significant uncertainty on the physical
parameters and on the operating conditions at the turblag[B9], is analyzed. Three sources of uncertainties [40]
are taken into account, namely the thermophysical praserthe inlet boundary conditions and the geometrical
parameters of the blade.

The remaining paper is organized as follows. In Section B¢ctional decomposition for variance, skewness
and kurtosis are presented. In Section 3, the correlatibmdas the functional decomposition and a Polynomial
Chaos framework is depicted. Section 4 extends the seihsitidex definitions to high-order statistics and the
reduction strategies for a polynomial metamodel are alseggnted. Several results, showing how the Polynomial
Chaos expansion can be used practically to compute higér-etatistics and the importance of considering skewness
and kurtosis sensitivity indices when ranking the uncatieginteractions, are presented in Section 5. Moreover in
Section 5, the sensitivity analysis of a ORCs turbine is plgsented. This numerical investigation aims to display
the interest of the proposed approach on a real engineemifdgm. Eventually, conclusions and future perspectives
are drawn in Section 6.

2. Functional decomposition

R Let us consider a real functioh= f(.f)W|th .f avectoroflndependent and identically distributed randgmats
£efl=5x---xE, (EY c RY) andg ezl — f(.f) € L4( dIP) Inthefollowmg we will assume the existence
of a density functlon for the probability measurg e p(f)df wherep(f) = [1%, p(&) is the joint probability
density functlon We note here that the Sobol’ ANOVA decosifion, as well as the Polynomial Chaos approach,
reqwresf(f) e L?(29, dP), however we are interested in defining statistics at lepsbthe fourth order. Moreover,
the random inputs are assumed i.i.d. only for simplicityxg@sure.

Let us introduce the definition of the Sobol functional deposition [24] for the functiorf as

N
(€)= fm (& M), (1)
i=0

where the generic multi-indei, of cardinalitycard(im) = d, can contain only elements equal to 0 or 1. The total
number of admissible multi-indica®; |s N + 1 = 29; this number represents the total number of contributigmniu
thedth-order of the stochastic varlablgfs The scalar product between the stochastic veg:tand’m’ is a shorthand
employed to identify the functional dependencygf. In the following, the multi-index = (0, .. ., 0), is associated
to the mean terniy = E(f). The remainindN multi-indices are ordered as follows

m = (L0,...,0)

m = (0,1,...,0)
Mg = (0,...,1)
M1 = (L1,0,...,0)
Ma2 = (1,0,1,0,...,0)
My = (L...,1)
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This ordering is assumed for convenience and doesfi@ttdn any way the successive ANOVA functional decom-
position.

The decomposition (1) is of ANOVA-type in the sense of Sol2dl [if all the members in Eq. (1) are orthogonal
with respect to the joint pdf

f fﬁﬁi(g- ﬁﬁi)fﬁﬁj(z- ’m’j)d]P’ =0 with m# ﬁﬁj, 3)
=d
and for all the termgm;,, exceptfy (fo is used in the following as shorthand f&,), it holds

(€ M)PE)dE =0 with &€ (& ). (4)

[1]

Each termfwy, of (1) can be expressed as follows

(@ W)= [ TEPENE - Y n(E ) (5)
g4 o
where nngzis used as shorthand to count the number of non-null elententsand Ef represents the complement of
E- m to E ie. (?- m) U Ef = E Note thaty has null cardinality, therefore is always included in theeseat the
right hand side of Eq. (5).
Hereinafter, in order to substantially reduce the compyexd the notation, the integrals are written with respect
the probability measure (relative to the multi-ind@y:

dP; = p(€ - M)d(£ - ), (6)
where multiple, two or three, subscripts are adopted to ethe joint probability measure obtained by tensorization
of the measures relative to each multi-indices, as for inestaP;; = diP; dP; or dP;j = dP; dP; dPx.

The functional decomposition (1) is usually employed [24¢dmpute the contribution of each term to the overall
variance, as shown in the next section.

2.1. Variance decomposition
ANOVA analysis is based on the variance decomposition inagtalitional contributions. Variance can be written
in terms of conditional expectation éfand f? as

o? = B(f?) - E(f)2 7
Starting from Eq. (1), it is easy to compute
— N — N N — —
(€)= D A (€-M)+2)" > fa (€ M)fm (€ ). (8)
i=0 i=0 j=i+1

If the equation (8) is integrated in the stochastic spacetlamadrthogonality property (3) is applied, variance can be

decomposed as
N N
o?= ) [ 1@ madei= )
i=1 V= i=1

where the symbdE; is employed to indicat&™ for brevity andE(f) = fo.
Hence, variance can be expressed as the summation of abitlkd@ional contributions

N
=Y o2 (10)

REYGRLOT (9)

_[I])

where
o = | f2 (€ - m)de;. (11)

In the following, a similar decomposition is obtained foe tstkewness and kurtosis.
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2.2. Skewness decomposition in conditional terms

In the case of skewness, the major drawbacks is the prestacdimher number of terms to compute with respect
to the variance casege. non-null mixed terms exist which, in the case of the varia@ace zero due to orthogonality.
The first step in order to obtain the skewness decomp03|f|dredunctlonf(.f) is to raise the ANOVA series to the
third power by employing the multinomial theorem and intgigrg over the space. Reducing the number of terms,
exploiting the orthogonality of the basis, is possible and@e compact final expression can be obtained (the full
derivation is reported in Appendix A)

N
M?’:Zﬁ f%pd]Pp+SZ Z f 2, fmdmpqmzz Z f fra, fn, Fn, AP pgr. (12)
p=1%v=p

mMp Mgcmp ¥ =pa p=1g=p+1 r=g+l “=pa
PQ’ﬁ
vvhereéIJ = ="M andéIJ = 2"k, The notation is also simplified by omitting the explicit @eplence of the

function fm, with respect to its coordinateise. fm, = fm({,_f)‘ mi).
Here, a special notation is introduced in order to computhisimdices asiip.., as follows

(13)

+ My, + - + My, + oo+
n*qab...z—n*qaambaamaar—n'z—[mal SR mz*]

max(1, 37, m,) max(1, Y7, m,)

A useful outcome of this decomposition is the possibilitydentify the conditional terms related to each single
variable or group of variables as expressed for the variagameans of relation (11). In the case of skewness, the
conditional terms have a more complex expression (excepfitst order termsi.e. the terms related to the single
variables). This complexity arises from the presence ofhizontributions. To obtain thedditive form (as it holds

for the variance)
N
= i (14)
i=1

it is mandatory to identify all the set of indices whose iatgions belong to an assigned multi-indéx

By considering that to each multi-ind@ is associated a set of® — 1 sub-interactions and denoting this set as
P (for instance ifM; = (1, 1) then the seP; = {(1, 0), (0, 1), (1, 1)}), from the equation (12) it is possible to identify
each contribution as follows

o= [ a3 [ 1 tadpie6 YN[ B (15)
g Ei MqePi» Mpepi. My mqg)i»* =
pg= ;i

where the following shorthand is usétl,. = % \ {M}. It is easy to show that Eq. (15) reduces to a sum of zero
contrlbutlons in the case of a functldmf) with Gaussian dlstrlbutlon for instance assumfr(gf) = Y3, & where

~ N(0,1/3), from the convolution of the pdfs we knon) ~ N(0,1), andu® = 0 with '”ﬁ’ii = 0 V. Note that
Eq. (15) is also explicitly obtained in the Appendix A.

2.2.1. Kurtosis decomposition in conditional term

The decomposition of the kurtosis is presented in the fatligw he decomposition based on the functional form
Eq. (1), after the application of the multinomial theorend amtegration, leads to a final expression (for more details
see the Appendix B) which reads

Z ) fmd]P’p+4Z Z f 3 fmdppquZf 2, 13 dPpg
p p MgCMp p—lq p+1 =pq

* 1222 Z f fﬁi f, fm, deqr+24Z Z Z Z j_‘ fa, far, fn, frn AP pgrt.

[I])

(16)

x]>

p=1g=1 r=g+1 = p=1qg=p+1r=0g+1 t=r+1 =part
g#p ﬁ’iq,\nq,cﬁﬁ I'_ﬁpq\mpqcﬁ‘rt
ngﬁﬁpqﬁﬂmn



Note that the operator of subtraction by set is employed thighstandard notation while Ny is a shorthand which
indicates the intersection between the two multi-indigegndi, i.e. it contains the variables which belong to both
the multi-indices.

As for the skewness, the additive form for the kurtosis

N
Y. (7)
i=1

can be obtained when each specific multi-index is providede¢d, the conditional expression w,ll;; is equal to
(see the Appendix B for more details)
f fa, fo, AP

pay = ﬁfmd +4f Z fmdw.+6z

= P Mpep, Mp# Maep; ¥ =
Aﬁpq ﬁﬁ\
2
VDYDY [RERERET
b MpzMgeP MePir>q v =i (18)
M pEHNg = M

ADINPINED) 2 ]_ fra, Fmt, Fr, frn, O

MpeP MqePi,q>p M ePir>q  t>r, M eP;
m; € M g
i C M EHNpq

3. Correlation with Polynomial Chaos Framework

This section is devoted to illustrate how variance, skewreesl kurtosis functional decompositions can be com-
puted within the polynomial chaos framework. In this combtex approximatiorf of the functionf is provided

P

(&) ~ (€)= ) peru(@), (19)

k=0

=

whereP is computed according to the order of the polynomial expansy and the stochastic dimension of the

problemd

(no + d)!
no!d! '

Each polynomiawk(?) of total degreen, is a multivariate polynomial form which involves tensotiza of 1D
polynomials by using a multi-inde&* e N¢, with ¢, @¥ < ny:

P+1= (20)

d
W(€ - M) = [ Jwa @), (21)
i=1

where the multi-indexm** = M**(@) € N? is a function of@*; m** = (m’l*’k,...,m;’k), with m* =
af/max(1,af). Itis important to note here that the number of multi-ingi@ is P + 1, see Eq. (20), which is
function of the polynomial degrem. It follows that two multi-indices*'(@') and ™*(@') can be equal even if

o+ alie. they contain the same variables but the corresponding 1¥nhpaoiials are raised to aftirent power.
By contrast, the ANOVA multi-indices aré'2nd the followmg condition always holdg} # mj fori # j.

For each polynomial basigg(&) = 1 and thenPo(f) 1. Hence, the first cdicients is equal to the expected
value of the functioni.e. E(f). The polynomial basis is chosen according to the Wiendepscheme in order to



select orthogonal polynomial terms with respect to the abilty density functiorp(g) of the inputs. Thanks to the
orthogonality, the following relation holds

ﬁ @B = ou(W(E), W(ED, (22)

where(., -) indicates the inner product adg is the Kronecker delta function.

The orthogonality can be used to compute thefittients of the expansion in a non-intrusive PC framework as
follows N N

RUGRG)

(Pe(€)¥k(€)

where the integrals can be computed by means of any quaelfatunula as described in [28].

(23)

3.1. Variance decomposition
The second order central moméi(if?) can be evaluated as

P 2
B = [ 1@rar- [ (Zﬁkwk(g)) d. (2%)
= = k20

This term can be computed exploiting the orthogonality

2

P — P -
E(f?) = f d [Zﬁkwk(f)] dP = > BRCFR(E)). (25)
=" \k=0 k=0

As a consequence, variance is
P
o? = () - E(f)? = > YA€), (26)
k=1

Finally, an explicit connection between the last expressiod the Eq. (9) is found. Thus, each conditional term
can be computed as

= > BRYAE, 27)

keK st

whereKm, represents the set of indices associated to the variatdlesiad in the vectorZ - my):
= {ke{L,..., Py M =A@ = i (28)

3.2. Skewness decomposition

The PC expansion, Eq. (19), raised to the third power by apgpliyre multinomial theorem, and integrating over
the whole stochastic spa&eleads to a form which includes null terms thanks to the ortimadjty properties of the
PC basis. A compact form (the full derivation is reported pp&ndix C) can be written as

e = § Ba(¥ (f)>+3§ By § Ba(¥5 (£).%q(€) >Ap+6§ § § BeBofe(Pp(€), Wo( €)Fr () Apar. (29)
p=1 p=1g=p+1lr=qg+1
q;tp

where two functions are introduced for the selection. Thst ﬁneAg is defined as follows

P_
Ag =

0 if " =0 and m%=1
J | (30)

1 otherwise



while the functiomA,, is defined as

0 if mP+m9+m =12
oar = ] - ] ] (31)
1 otherwise
For a specifidTi, the previous expression reduces to
smo= D FVHENS D By DL BR(E)Ya(EDARE D1 D D Babai(e(€). Wa(€)¥(E)) Apar
peK peK geK g peKmp 0K g ek,
ﬁqu:ﬁ’ii o=p+l ﬁ‘pqr:ﬁﬁi
(32)

Note that the two functionﬁg andApgr should be computed before computing the integral assadiateach term
for an dficient implementation. Only if this value is one, then thegral need to be truly computed.

3.3. Kurtosis decomposition

After the application of the multinomial theorem on Eq. (B9 its integration oveE, the expression for the
kurtosis is obtained, in compact form as (the full form isided in Appendix D)

p 4
d= [ (1@ -po) dP = [ v ﬁ)dp
i = (1@ o) e~ [ > ts(E)

P p p P p
= D BHINEN + 4D B> Bl WA +6 > 2 D BAWR, WE) (33)
p=1 p=1 g;lJ p=1  g=p+1

P P P P P P P
+ 12218%Zﬁq Z ﬁr(‘yzs\yq\yr>Agr + 242 Z Z Z BBt o ¥q, ¥ P)Apgrt,

p=1 g=1 r=qg+1 p=1g=p+1r=g+1lt=r+1
q#p r#p

where the functiomg is already introduced in (30), while the others two functi@ne defined as follows

0 if mPememt e met=12

A 0 if a? =0 and m+m~" =12
1 otherwise

1 otherwise

The functionsAy, Apgr, Al @andApgr can be computedticiently before evaluating the integral terms of the ex-
pansion. A detail of a possible algorithm for their evaloatis reported in Appendix E.
In the case of the conditional contribution associated foegific multi-indexiy, it holds

W= Y BRYEEN+4 DB D B WAl +6 Y g > PR WY

keKmt; peK ity qeK g —{p} peKnt, qeK g —{p}
M H M= M pH M=
2 2 P (35)
+12 Y By DL Ba ), BCYRREOAL+24 > N N N BuBeBY W, P ) Apge
peK p geK wq—{p) reK s, peK " geK e reKw, teKsa,
r>g+1 gzp+l r2g+l  t>r+l
pqr:mi part= Tli

4. Sensitivity indices and truncation error estimation

As introduced by Sobol [24], sensitivity indices for vari@ncan be computed for each conditional contribution

following Eq. (10):
2

T,
oS = T, (36)



Here, we introduce additional sensitivity indices basetherdecomposition of skewness and kurthsigom the
definition of the conditional terms in (15) and (18) it follew

S
s
37
kSI — kmi ( )
I'_ﬁi k N

In the case of the total sensitivity index (TSI) it is necegda compute the overall influence of a variable. This
sensitivity index can be computed summing up all the couatidims in which the chosen variable is present

TShi= > o

fje(?f_ﬁi)
_ |
TSI? - Z S%i (38)
&e(€-)
K _ S
TSk = Z =
£ie(€-my)

Moreover, following [41], it is possible to define two distireffective dimensions for the ANOVA representation
(1), namely the ective dimensio@y in the truncation sense

() =D fm= ) fm =T (39)
m; 0<i<sy
and the &ective dimensios,pin the superposition sense
HE =D tm=~ >, fm = foup (40)
mi NNz <dsup

The two integers; andds represent the number of terms which are needed in order ¢b the required amount
of variancej.e. o?(fy) < Cyo?(f) ando?(fsup) < Csupr?(f) respectively. Generally, constar@ig andCsyp are very
close to the unity; in [41] both are chosen to b@d It is important to note here that the dimensigns dependent on
the ordering of the terms employed in (1). From a practicaipof-view it is common to approximate the function of
interest with anodel including only first order interaction terms, terms which depend only on one single varigble
Hereinafter, the generic term metamodel is used to denoé@proximation of the true function; it can assume any
functional form when not dierently specified. This case is equivalent to choo&g, = 1, thusy <1 fm = fi.
When the superposition dimension is unitarg, only the terms depending on each single variable are retainis
possible to deduce explicitly the central moments corradjpa to this metamodel

[La@-toraes [ @@ -torar= [ [Z fmi] d. (41

nnz=1

Forn = 2 (variance) from the orthogonality of the ANOVA terms itlfoks

f (f1(€) - fo)2dP = Z f f2dPi = o2 = C,e0?, with C,e <1 (42)
& nnz=1" =i
The case of the third order is obtained with: 3
L@ -trae= Y, [ fodn—ut=cad (@3
= nnz=1Y=i

1n this case the ratios between the conditional central nmbmrethe normalized one with the overall moment are equitale
2We employ for it the Roman numbétto avoid confusion with the first term of the ANOVA expansion.
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In this case the constas can be either negative or zero. It is important to note thattdrms of the kind

fé'i’ f%ﬂ fm;dPij, with i # |, are null for orthogonality. The skewness associated tartheamodel including only

first order interaction termbas the same functional form of the varianice, it is additive with respect to the con-
tributes relates to each single variable.

The kurtosis results in a more complex form. By raising toftheth powern = 4, it follows

L(f.(?)—fo)“dlpz D fhdr+e Y

nnz=1 i nnz=1nnz=1
j>i

) f& f5 dPj = 4 = C’,  with Cy> 0. (44)

i

anp
ap

The fourth central moment;, in this case, includes the contributions associated tséitend order interactions.
Thus any of the term;‘ f%i f%jdpij belongs toksw; s Where_m’ij =m B r_n’,-. The kurtosis cannot be obtained only
summing the first order contributions. Hendes metamodeéxhibits an higher kurtosis than the one corresponding
only to the sum ofts first order interaction terms.

If the usual definitions of skewness or kurtosis are needésinecessary to normalize the corresponding central
moments by a factor, namely the third and fourth powers ostaadard deviation. Hence, the error on the second
central moment,e. the variance, needs to be taken into account as follows

5 = Iy _ G pe
" @ T T (" s
45
K wo Cout

T (022 (Cr2 (022

The estimations obtained in this section allow to examimedhality ofa metamodel including only first order
interaction termdy using additional information with respect the approaabda only on the variance. In Section 5
these estimations are shown to be very useful to avoid stuat which a metamodel is accepted only based on the
variance, while in reality it produces poor results in tewhligh-order statistics. For instance, it is very common to
obtain pdf which cannot preserve the asymmetry (skewnesgepties of the original probability density function.
Moreover, the previous estimations (45) are only based erctimputation of the first order conditional terms (see
(15) and (35) with nnz= 1), thus their evaluation results to be alwayfoedable numerically.

Moreover, the previous estimations can be adopted to shlediest possible metamodel, in term of polynomial
degree given the simulations at disposal. A classical ntnusive implementation of a PC method starts from the
knowledgeoh=1,..., N functional evaluations of the model. For each of theseza#tin a weightv, is associated
according to the quadrature rule desired (it can be eitheitlaehsorization of Gauss-based 1D quadrature rules,
Sparse Grids or other more sophisticated choices, see28§o [The pseudocode which follows is an example of a
possible use of the estimations reported in Eq. 45 for thextieh of the optimal polynomial degree of a metamodel
including only first order interaction terms:
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Np = 1, iter= 1 ands = user_defined_tolerance
while (maxAC,2, ACs/(C,2)¥2% AC(/(C,2)?) > & & ng>1)do

fori=1,...,ddo

for k e K, do
‘ B = EE)T(ED
(Pk(€)¥k(€))
end
end
for n= ,N do
f(n) _ )
m ke%ﬁiﬂ “

end
fori=1,...,ddo

for j=i+1,...,ddo
N
iy = pf; + 6 2 wn(FRYA(TR)?
end

end
Assembling the central moments:

d

N
= Zan(n),
n=1

if iter> 1then

end
N = ng+ 1 and iter= iter+ 1
end

N
- Z wn ()2,
n=1

Cp =
AC,2 = |Cfrz|iter -

ACk =

N

i = ), v

n=1

(F97 and ) = an(f(”))“

d d
3 3 4 4
My = Z#u and ' = Z:ul,i
i=1 i=1

Evaluation of the central moments by collocation:

N
Z Wy (FM)2 -
n=1
N N
= D Wt =3u0® — (), and pit = ) wa(f)* — 4’ - 6(u)°0? — ()",
n=1 n=1

Evaluation of the constants for the first order interacticetamodel:

O_IZ 3 4

o2’

Cszlli

5 and Cy =
M

H
e

Co2 |iter—1|
Cs

iter (Cfrz)s/2
Cx

iter - (Caz)z

(C(rz) (C,2)%2
Cxk
(C(r2 )2

iter-1

iter—1

(46)

(47)

(48)

(49)

(50)

Algorithm 1: Pseudocode for the choice of the optimal order for the firdeépinteractions metamodel.
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This algorithm requires onlyd codificients out of thd®+1 = (ng+d)!/(ng'd!) needed for a polynomial expansion
of total ordemy. Indeed, the se#, for a multi-indexmy with nnz = 1 reduces to a set o elementsj.e. one for
each polynomial order up to the total order Therefore, without requiring additional model evaluadhe total
degreeny can be raised up to reaching the convergence of the con&ant€s andCy. The obtained polynomial
degree represents the optimal degree for a metamodel inglaahly first order interactions. In such a case, the
metamodel obtained is the one including the minimum numbeoéfticients, however it is important to note that in
complex models the metamodel including only first order dbuations can furnish misleading interpretations of the
tail of the distributions. In a case like that, the knowleddé¢he high-order moments decomposition isfiient to
evaluatea priori, the quality of the metamodel. Relevant examples for thigson are reported in Section 5.5.

5. Numerical results

In this section, the importance of considering metrics Basehigh-order statistics for global sensitivity analysis
is demonstrated through some numerical examples and a ewiitpid flow application. The numerical test section
is organized as follows. In Section 5.1, the previous refetifor the computation of the high-order conditional terms
are demonstrated numerically by showing the convergerapeepties of PC with respect to the analytical conditional
high-order statistics. In Section 5.2, a comparison isqreréd between the information obtained by an analysis
based on the variance or on high-order conditional cortidha for numerical test problems withftérent kind of
interactions between parameters. How reducing the modemsion in the truncation and in the superposition sense
is described in Sections 5.3 and 5.4, respectively. Final$ection 5.5, the high-order decomposition analysis of a
complex flow in a Organic Rankine Cycles (ORCs) turbine ispnéed, thus highlighting the importance of this kind
of study during the design process of a complex system.

5.1. Computing conditional statistics by means of PC

The high-order statistics (the values of variance, skeweekurtosis) can be computed using the same set of
deterministic evaluation of the modeis. the same number of functional evaluatidns: f(g) in the same sample
points, by evaluating the first order dfieients of the PC expansion fér f2, {2 andf* corresponding to the expected
values of the four functions. Hereinafter, this approacteferred to agollocation It is important to remark that
the collocation approach does not provide any kind of metwhfor the functionf, nor the possibility to compute
conditional terms. Then, this approach is employed onlyafmomparison with respect to the PC series and for
assessing the convergence of the expansion.

Let consider the following function

d
t(€) = | sinx) (51)
i=1

where each variablg ~ 2/(0, 1) with an increasing dimensiahup to three. In the following, statistical moments as
well as sensitivity indices (relative) errors are systeaadly computed with respect to the analytical solution.

In Figure 1, convergence of the statistical moments is tep@s a function of the number of functional evaluations
for the dimensiom = 2. A number of simulations equal ¢ = 120 is needed to reach a relative error of oIGE0)
for the kurtosis. Also the collocation approach, as expkatenverges faster, but, as already discussed, is lindted t
the computation of the full central moments.

Now, conditional statistics can be computed using a PC auprasing Egs. (29) and (33). In Figure 2, we show
first-order interaction terms?, 15 anduf (where for symmetry2 = o3, 43 = 43 andu] = p3) andsecond order
interaction termsd,, 13, 13,) errors computed with respect to the analytical solutidatistics are well converged
atN = 120. Then, the case witth = 3 is considered. In Figures 3 and 4, convergences of statistioments and
conditional statistics are reported, respectively. Cogerce, for both statistical moments and conditional stias
with respect to their exact analytical counterpgagattained at nearl}l = 1500.

5.2. High-order indices analysis for global Sensitivityadysis

The importance of including high-order conditional termgtie analysis is demonstrated in this section by means
of several model functions.

12
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Figure 1: Statistical moments error vs number of functios@ations in the case = 2.

Let us consider, the classical Sobol function (four dimens)

4 L .
@=[]% 5" 52

whereg; ~ U(0, 1). Two possible choices of the d@ieientsg; are considered
e g = (i —1)/2, namely linear g-functioffyin;
e a = i2, namely quadratic g-functiofyquac

In Figure 5, Sensitivity Indices (SI) for the linear g-fuiet fy;, are reported. Severalftiérences can be observed
between the sensitivity indices computed on the varianagnonigh-order moments. The variance-based ranking
illustrates that the first-order sensitivity indicés, the indices relative to the first order interaction teiame higher
than the second order ones, while these last ones are higtretite third and fourth order ones. This is not the case
for skewness and kurtosis, where the second-order arertier lzontributions. This behavior reveals that the vaganc
is able to capture theanking of the variables, but not the relative importaassociated to higher-order interactions
between variables. From a practical point of view, this ecan lead to wrong decisions in a dimension reduction
strategy as it will be shown in Sections 5.3 and 5.4. Quaiwvty, the variance based only on first-order contribusion
exceeds 0.8, while skewness and kurtosis do not attainfdThtle 1, the total sensitivity indices for the four varidl
are reported. It is evident that the ranking of variablesosinfluenced by the statistical moment chosen as metrics,
but their relative importance is considerablyfeient.

Variable || TSI | TSP | TSI

& 0.57| 0.79] 0.86
& 0.29 | 0.56 | 0.64
&3
&4

0.17| 0.36 | 0.44
0.11| 0.24| 0.31

Table 1: Total sensitivity indices for the linear g-functifunction (52) based on a PC series with total deggee 5.

The same functional form, Eq. (52), can lead to slightljatent results if the quadratic function ¢beients are
considered. In Figure 6, the sensitivity indices for thaugetion with a quadratic dependence of thefiioents are
reported. In this case, theftirence between the first order contributions and high-dedters is even more evident.
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Figure 2: Conditional statistics vs number of function aedibns in the case = 2.
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Figure 3: Statistical moments (a) and conditional stags{b) error vs number of function evaluations in the ahse3.
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Figure 4: Sensitivity indices vs number of function evailiias in the case = 3.
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Figure 5: Sensitivity indices for the linear g-functidgin (52) obtained with a PC series with total degnge= 5.

By considering the variance, first-order contributionsesa0.98, while a value larger tharb@ computed for high-
order interactions for skewness or kurtosis. In this cdse contribution of the first variable exceeds 0.8, while for
the skewness or kurtosis, in order to attain the same lavislniecessary to include also the contributions related to
the interaction between the first and second variable. IteTabtotal sensitivity indices are reported for the four
variables. In this case, variance contributions for bohttiird and fourth variables are belowd8, while for both
skewness and kurtosis, only the fourth variable contributakes a TSI value of 0.04, which could be considered low.
Alow level of TSI for the variableg; andé, could suggest to reduce the model to the first two variablegglect the
contributions related to the order higher than one in a pmiyial metamodel, as for instance the truncated PC series.
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Figure 6: Sensitivity indices for the quadratic g-functifyguad (52) obtained with a PC series with total degrge= 5.
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Variable | TSI | TSI | TSK

& 0.82] 0.95] 0.97
& 0.14| 0.47 | 0.44
& 0.04| 0.13| 0.12
& 0.01| 0.04 | 0.04

Table 2: Total sensitivity indices for the quadratic g-ftioe fyquad (52) based on a PC series with total degnge- 5.

Let consider the following functions:

_ &
fl = é‘:l exp(é:% 1

3

T+ 1

fo= | |_2f'2 ,
i=1

] +&1é&2
(53)

where the parameters afie~ U(0, 1).

Sensitivity indices associated to the first functigrare reported in Figure 7. For functidp, the most important
variable is¢;. For the variance, the first-order sensitivity index refatio & is also the most important SI. On the
contrary, for both skewness and kurtosis, the highest Sise@ated to the second-order interaction between the first
and the second variable. In this case, the inspection obtlaédensitivity indices, reported in Table 3, suggests tha
the third variablets is meaningless with respect to the variance. The TSI adedctaés are lower than the limit
proposed in [42] to identify a negligible uncertainty. Hae if this information is used together with the high-arde
total sensitivity indices information, the choice of negieg the third variable should be considered more cangfull
The results of a model reduction decision, totally basedariamce measures, is further discussed in the following
section.

Functionf, is reported here to underline theférence between the measure of sensitivity associated i@the
ance and to the higher-order moments. In particular, thetfoimal form of f,, Eq. (53), includes an equal contribution
of three variables. However, looking at Figure 8, it is pbksto note that the variance is concentrated only on first-
order contributions of the single variables and their sueeers 0.9. The skewness and kurtosis contributions, on
the contrary, are concentrated on second- and third-ontinaictions, respectively. Even if the sum of the first-orde
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Figure 7: Sensitivity indices for the first functidi (53) obtained with a PC series with total degnge= 7.

Variable | TSI | TSI | TSK
& 0.79] 0.96 | 0.97
& 0.26 | 0.96 | 0.67
& 0.02| 0.10| 0.10

Table 3: Total sensitivity indices for the first functidn (53) based on a PC series with total degnge- 7.

variance contributions exceeds 0.9, a reduction of the odlee superposition sensed. by neglecting the high or-
ders of interaction), could lead to wrong conclusions, gdared in Section 5.4. The skewness associated to a model
including only first-order contributions does not includie skewness information about the probability distributio
of the output.

Values for the total sensitivity indices are reported inl&abfor this case. It is interesting to note that the sum of
the total sensitivity indices over the three variables ghkr for skewness and kurtosis than for the variance. Then,
they reveal an intrinsically high-order interactions (&eg (53) for f, definition).

Variable | TSI | TSI | TSK
& 0.36] 0.70 | 0.71
& 0.36| 0.70 | 0.71
& 0.36| 0.70| 0.71

Table 4: Total sensitivity indices for the first functidpn (53) based on a PC series with total degnge- 7.

Numerical test cases presented in this section illustrate information relative to variance-based sensitivity
indices are insficient in order to understand the true dependence of a moaiel its variables. Moreover, for
a function that is known by points,e. for example experimental observations or runs of a numleciode, the
sensitivity indices on the skewness and on the kurtosisdchelvery helpful to capture some interactions between
subset of variables, much more than the variance.

This could be even more important if the aim is to bfridiuce the dimensionality of the problem and to build an
accurate metamodel.
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5.3. Dimensional reduction in the truncation sense

We start from the quadratic g-function, Eq. (52). From thalgsis conducted in the previous section (see Table
2), the third and fourth variable seem to be meaningles$wvariance-based indices. Their total sensitivity inglice
sum up to 0.05 for the variance, while exceed 0.15 for botkvekss and kurtosis. Considering only the sensitivity
indices computed on the variance, one could be tempted teatehe variableg; andé, as follows

fe1 = fo + fi(&1) + f2(£2) + f12(£1, £2)
fao = fo + fa(&r) + f2(£2) + fra(&r, £2) + fa(€3) + fia(én, §3) + Tas(é2, €5) + fr23(€n, 62, £5),
where in the first casez;, both variables are neglected; on the contraryfggronly &, is neglected. In this case,

the ANOVA terms and the statistics can be computed analijtida Table 5, the percentage errors, for the first four
central moments, are reported with respect to the analgieect solution for both the reduced modéds and fe,.

(54)

Function|| Variance| Skewnesg Kurtosis
for 4.7997 29.236 15.039
foo 1.2369 | 7.7705 | 4.0632

Table 5: Percental e%%;”—g” X 100) errors related to the reduced g-functifiy and fg;.

In Table 5, it is evident that an error of only 5% on the var@gan correspond to a much larger error on the
higher moments. This behavior is confirmed by at Figure 9,revfiee probability density function is computed for
both fg; and fg; and compared with the complete function, Eq. (52). In thigecs; which includes only the first
two variables can not reproduce the tails while a good appraton is attained elsewhere. In this case, the pdf is
bounded between.d and 18. If the third variable is included in the reduced model hbedriance andurtosisare
computed with an error lower than 5%, while the error ongkewvnessemains lower than 8%. The total sensitivity
indices associated to the fourth variable are reported loheTa and it is lower than 5% for the three moments. The
improvement of the model given by including the third vakigls,, is evident in Figure 9, where the pdf of the
reduced model better approximates the pdf of the compleietifon.

From a practical point-of-view, the dimension reductiomdsnmonly accomplished by neglecting some inputs.
On the contrary, for an analytical function, it is possildebmpute the constant values to choose, for otmdé,,
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Figure 9: PDFs for the complete g-function and the reducedetsqsee equations 54).

in order to obtain a reduced model that preserves both thecésg value and the variance of the original complete
model. Of course, both requirements cannot be satisfiecatztime time, but a set of values satisfying the mean and
the variance can be obtained analytically requiring that

B(1(E) = 2 g
l4g; 2|J+a»2 L014g - 2+ a | (55)
27y - (i 2+a)" (A2 a)
E(f(f))_( 1+ a )_fo( 1+4 )dg,.

The following values can be analytically computed for the tariables:&; = {1/4,3/4,91/120 29/120} and
&4 =1{1/4,3/4,77/102 25/102,.

In Figure 10, the pdf associated to the complete quadrafimgtion with parameterg; and &, neglecteds
reported. In particular, all the possible choiceggdndé, are employed obtaining distinct probability functions ki
are very close each other. This behavior is an additionafthat the third and fourth variable are not significant and
their values can only slightlyfect the functional response.

From Figure 10, it is evident that neglecting some paraméteorder to assure the correctness of the mean
and the variance yields a pdf very close to that one obtairyeddglecting entirely the ANOVA terms. From a
practical point-of-view, the analysis of the reduced maxdel be carried out both with the ANOVA reduced model (if
it is analytically possible to compute the integrals) or mpobsing the parameters satisfying the expected value and
variance. However, the main point here is that variancedbasnsitivity analysis should be supplemented by high-
order sensitivity analysis for building a reduced modelaidoes not deteriorate the pdf of the results especially wit
respect to the tails.

5.4. Dimensional model reduction in the superposition eens

In this section, the problem of the truncation is analyzediia diferent perspective, in a so-callsdperposition
sense This means that the dimension of the model is not reduceering of number of variables, but in terms of
order of interaction between variables for the polynomiatamodel. Note also that, if the function is approximated
by means of a PC series of total degngeall the interactions of ordet, + 1 are lost.
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From a practical standpoint, the error related to the trtiocaf the PC series is greater than the error of the
truncation of the ANOVA approximation at a certain orderisTis due to the approximation of each single term of the
ANOVA expansion via a truncated polynomial series; the AMG\nctional decomposition containg f2rms which
are approximated by a finite PC series. In the following, #tuced model is computed analytically. This case relies
on a perfect knowledge of the reduced model. However, toilia equivalent result for a generic function a non
truncated PC series would be necessary.

The first example considered is the linear g-function, EQR).(5Results presented in Section 5.2 in terms of
sensitivity indices (see Figure 5) and total sensitivijiaes (see Table 1) illustrate some main features: the fidgtro
interaction seems to be important enough to entirely apprate the model; the contributions related to the first order
interactions exceed 0.8 for the variance, but it is much fes®oth skewness and kurtosis. Twdtdient reduced
models are considered in this case: the first-order mygednd the second-order orig;, described by the following
equations

for = fo + f1(&1) + f2(£2) + f3(£3) + fa(éa)

56
fo2 = for + f12(é1, &2) + T1a(é1, &3) + Tra(é1. éa) + Ta3(é2, E3) + Taa(é2, éa) + Taa(é3, éa). (56)

In Table 6, thecontributions relative to each moment, for the two modatg, reported, where the models are
obtained by a truncated PC series and their exact countsrfrand {5} are computed analytically. It is important
to note here that the presence of the absolute value, in betversion of the g-function, prevents the spectral conver-
gence of the PC expansion [28]. Hence, thedence between the PC and the analytical values in Tabledénhdsp
on the PC series truncation.

Figure 11 illustrates the PDF for the complete and the redlueedel. Note that including a large amount of
variance could lead to a largely inaccurate metamodel ifirff@mation on the variance are not supplemented by
those obtained by the analysis of high-order moments. FrabteTs, it is evident that even if the variance related
to the first order terms exceeds the 80% of the total varigheegorresponding skewness and kurtosis are very low.
The situation is evident in the probability density funat@ssociated to the reduced modigl reported in Figure 11
where the pdf corresponding fg; does not contain any skewness (it is perfectly symmetribg Situation greatly
improves including contributions up to the second ordentdractions between variables. This is supported by the
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Function || Variance| Skewness Kurtosis
fo1 86.46 8.02 7.83
foo 100.00 95.47 67.00
%) 82.76 0.00 31.51
&S 98.78 81.32 76.52

Table 6: Total contribution for the variance, skewness amtbisis up to the first and second order (total degree 5) apatmu in Section 5.2 and
their analytical counterparts.
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Figure 11: PDFs for the complete linear g-functityi (see equation (52)) and the reduced mod§fsand f5} (see equations (56)).

statistics reported in Tablgwhere, even if the improvement in terms of variance is reduaéetter approximation
of both skewness and kurtosis is achieved.

The second example is the functid) Eqg. (53). The results reported in Section 5.2 show than teedrder
terms represent more than 90% of the variance while theyspaond to the 0% for the skewness and they contribute
to less than 15% for the kurtosis. In this case, looking atsimesitivity indices relative to the variance, a model
including only first order interaction terncould appear as a good approximation of the complete fumcowever,
considering the first and the second order defined as follows

for = fo + f1(£1) + f2(&2) + f3(&3)
foz = for + fra(é1, £2) + f13(€1, &3) + Tas(é2. £3),
the computation of the pdf reveals the importance ofitlié order interaction terms

In Figure 12, the pdf for the complete model and the first awdise orders are reported. Even if more than 90%
of the variance is included in the first order model, its pditedns no information about the skewness and the tails.

(57)

5.5. Analysis of a ORCs turbine operating under uncertagotyditions

The last numerical example is a turbine blade of a two dinmeradiVKI LS-59 cascade, a configuration which has
been widely studied [39, 43]. An unstructured CFD densesgher is used to ensure the reliability of the computed
results for dense gas flows (for more details see Ref. [39%e fwo-dimensional flow domain is discretized by a
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Figure 12: PDFs for the complefe and the reduced models up to the first and second orders.

structured C-grid comprised of 192x16 cells (see Figur@)3(The boundary conditions are imposed as follows:
at the inlet and outlet boundaries, non-reflecting bouredaaire applied using the method of characteristics; a slip
condition is imposed at the wall, which uses multi-dimensidinear extrapolation from interior points to calculate
the wall pressure; periodicity conditions are prescribgti@inter-blade passage boundaries.

The siloxanelodecamethylcyclohexasiloxaft®»H3sSisOg), commercially known as ) is the fluid considered
in this study. The physical properties of Bre reported in Table 7. The Peng-Robinson-Stryjek-Verdeh@RSV)
equation is used as thermodynamic model for D6, which isigealin the non-dimensional form (critical point
properties are used as reference) as follows:

T /Z¢ ay

Pe(Tr, Vi) = - 58
r(Te. ) Vi —b  V2+2bv— b2’ (°8)

wherea, andb, are substance-specific parameters related to the fluidadritbint properties:
a = 0.457235Z2a(T,), by = 0.077796Z, (59)

andZ; is the critical compressibility factor,e. Z. = (Pcve)/(RTe). It can be computed by enforcing the passage of
the critical isotherm through the critical point, and theisithe solution of a cubic equation. The correction faetor
is given by
2
o(T) = (1+K(@L-TH?), (60)

with

K = y0 + y100 = y20° + y30°, (61)
where the parameter is the fluid acentric factor and the d@eients (o, y1, v2, y3) are equal to
(0.3788931.4897153-0.171318480.0196554), respectively.

To close the thermodynamics relations, a power law for tlealigas specific heat at constant volurog. is
assumed

Croo(T) = Cuoo(Te) ()", (62)
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Table 7: Thermodynamic data fogDwhereM is the percentage molecular weight, angs the boiling temperature at 1 atm. Properties are taken
from Guardone et al.[45].

M (g/mole) T¢(K) Pg(kPa) Tp(K)
444.9 645.8 961 518.1

wheren a fluid-dependent parameter ahgthe critical temperature. The equation of state for theriretbenergyg,
is computed by exploiting the compatibility relations ($44] for more details).

In summary, the PRSV model depends on the fluid acentric fagtéhe ideal-gas specific heat at the critical
temperature,..(T¢), and a fluid-dependent parameter

Three sources of uncertainties are considered in this ggidpally four uncertainties parameters): uncertainty
on the operating conditions, namely the inlet total temipeeaTi,/T. and inlet total pressurey,/pc; uncertainty on
the thermodynamic model, namealy(from previous studies, the large predominanca wiith respect taw, ¢y, has
emerged [46, 40]); and uncertainties on geometrical patensienamely the blade thicknegs Following previous
investigations [47], ®% of uncertainty for the temperature and pressure levealseanlet conditions is considered.
Since the D6 fluid is considered, the parameter assumed to beffected by 6% uncertainty (mean values equal to
0.5729) following [44, 47], with values @b andc,., equal, respectively t0.0361 and 1086. An uncertainty of 2%
for the thickness is considered.

Performance of the turbine cascade can be evaluated by seuggal output criteria. Statistics decomposition
is applied to some specific quantities of interest, whichrnegeglobal performances antlieiency of the turbine. In
particular, the following criteria are selected:

e Ah, which is the enthalpy variation through turbine stage;

e The power output per unit depth (PO) expressedlasm/wme [W], wheremis the mass flow rate ant,q is
the molecular weight;

e the relative temperature variation or Carnot fadidr/ Tiner, WhereAT represents the variation of temperature
between turbine inlet and outlet boundaries;

e the turbine isentropicfeciencyAh/Ahigea, WhereAh represents the variation of the static enthalpy between tur
bine inlet and outlet boundaries, anbye4 is the variation of enthalpy when an ideal isentropic trarsftion
with the same initial conditions and pressure ratio as theflaw.

In Figures 14 and 15 the sensitivity indices are reportedHterfour outputs of interestThe results are based
on 4096 simulations obtained at the locations of the temation of 1D Legendre polynomials with order 7 in each
direction. The PC approximation has been chosen, after eecgence study not reported here for brevity, to use
a total polynomial degree of order J-or all the outputs theéhird order interaction termare negligible for any
statistic moments. The situation changes when first andnskecader contributions are considered. The first order
terms contribute almost entirely to the overall varianchilevfor skewness and kurtosis theifert is as important
as the second order terms. The interesting feature of tihakpytvariation (Figure 14(b)), the Carnot factor (Figure
15(a)) and the power output (Figure 15(b)) is the presenaeeghtive contributions associated to the skewness.
For the enthalpy variation and the power, the first order $esom up to negative values of the order of the unity.
Such a behavior means that the skewness associated to tloedes metamodel shows a skewness roughly equal in
magnitude to the complete function, but with an opposita.sithe dfect of a similar situation is evident comparing
the probability density functions of distinct metamodedsaciated to dierent superposition lengths.

In Table 8 thea priori linear metamodel estimations (see Section 4) are applietiéaurbine case.

In Figures 16 and 17 the pdfs for the four outputs of interestra@ported. For all the outputs it is evident that the
metamodelncluding up to second order interaction teris@able to represent accurately the original function. For
the dficiency, Figure 16(a), and the Carnot factor, Figure 17fe) skewness associated to thedel including only
first order interaction terrmiias the same sign of the overall third moment. For the othigubs; namely the enthalpy
variation, Figure 16(b), and the power output, Figure 1,4{i® skewness of the first order model has the opposite sign
and the &ect is an inversion of the tails. However, we note here thafffect of the sign inversion is limited as it is
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oupt || 4 | Co || w | G || u | G || CUCH” | CCP
6.833E-8

Efficiency || 1.627E-4 | 9.765E-1 || -8.277E-7 | 5.360E-1 8.136E-1 5.554E-1 8.533E-1
Ah 8.280E4 | 9.956E-1 -1.961E6 -1.009 1.608E10 1.007 -1.016 1.016
Carnot 2.493E-7 | 9.974E-1 || 1.411E-11| 4.304E-1 || 1.496E-13| 9.594E-1 4.321E-1 9.645E-1
PO 8.188E-3 | 9.931E-1 || -1.140E-4 -2.023 1.650E-4 1.011 -2.045 1.026

Table 8: Estimation errors for the linear metamodel follagviSection 4 for the turbine problem. The values relativeheodmount of variance,
skewness and kurtosis carried by the linear metamodel pogtegl in bold.
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Figure 16: Probability density functions for the metamaddeluding the first order interactions, second order intéoas and the complete model.
Efficiency is shown in (a) and the enthalpy variation in (b).

associated to small values of skewness for the complete Imaataely—8.229x 1072 for the enthalpy variation and
—0.1539 for the power output.

To further demonstrate the relevance of the high-ordeistitat, for the right tails of the enthalpy variation and
power output, for which the metamodel including only firsl@rinteraction terms is providing poor approximations
in term of skewness, the probability of exceeding a fixede@&ueported in Figure 18. The probability of exceeding
a fixed value is obtained as thef@rence between one and the cumulative density function [@&lEe. For instance,
if the probability of exceeding the value of5lfor the power output is needed, then the metamodel inaiufiliat
order interactions can predict a probability of order3.@vhile the complete model (or the more accurate metamodel)
attain a value of order 1.

In Section 4 a procedure for the optimal selection of the poigial degree for a metamodel exploiting the infor-
mation related to the high-order statistics has been ioted. In Figures 19 and 20 the convergence of the constants
C,2, Cs/(C,2)¥? andC,/(C,2)? are reported as function of the number of fiméents of the metamodatyd, for the
different outputs of the ORC turbine.The convergence is regparteerm of absolute value of theftkrence between
two successive polynomial degree and it shows how the vaignattained with low errors for low polynomial de-
grees. In all the cases, but thiigiency, an error of 1& is reached with ordemy = 2 for the constant relative to
the variance, while the convergence is slower for the comsteelated to the high-order statistics. In particulag if
threshold of 10% is fixed for the algorithm reported in Section 4 it is eviddwditan highemo > 2, is always needed.
The outputs with slower convergence of the constants igktatbigh-order statistics are théieiency and the power
output, reported in Figures 19(a) and 20(b), respectivElyr these outputs, in Figures 21 and 22 the probability
density function and the cumulative density function aporéed. For bothfciency and power output the threshold
of ¢ = 1071 is reached witmg = 4 for the high-order statistics, whilg = 2 is high enough to provide convergence
for the constant related to the variance.
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6. Conclusions

We present a decomposition of high-order statistics anéhtpertance of using this information for reducing the
complexity of a uncertainty analysis.

We also present a correlation between the functional deositipn, as depicted by Sobol, and the polynomial
chaos development which enables to identify each term afélsemposition, drawing also a practical way to compute
all these terms. This procedure is assessed on severabEgt-computing the convergence curves obtained by using
PC with respect to the reference solution, that is the exaadtical one.

Moreover, sensitivity indices based on skewness and kerttecomposition are introduced. The importance
of ranking the predominant contributions in terms not orfiyh@ variance but also of higher order moments (thus
extending the ANOVA analysis to high order statistic monsgris demonstrated with several test functions.

Two different strategies for reducing the complexity of the probsem considered: reducing the number of
dimensions or limiting the order of interactions betwedfedent variables. Considering high-order statistics is\vsho
to be of fundamental importance for saving the statistioperties of the reduced problem with respect to the complete
one.

Future works will be directed towards computationalfieetive strategies for the reduction of the global compu-
tational cost, and the use of high-order statistics in robtdasign optimization following similar approaches alrgad
introduced for the variance [46].
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Appendix A. Third central moment expression for the ANOVA functional decomposition

In this section, the skewness form Eq. (12) is computed ubiegxpression obtained via the multinomial theorem
applied to the functional ANOVA decomposition Eq. (1), affigathe integration oveE it becomes

Z o de+3ZZ R f% fra dppq+62 Z Z . fﬁ frt, Tt APpqr. (A1)
=p Plgié =p p=1g=p+1r=g+1 v =

The previous equation displays interactions between biessand sub-sets of variables. In particular, the second
and the third terms of could be simplified to highlight the Tdoutions that are always equal to zero (due to the
orthogonality).

The second term on the right hand side can be simplified asifsl|

N N
3 > f%pfquppqzce,z > ﬁ 2. fm,dPpg (A.2)
p=1 g=1 Y *=pa p MqCMp Y=
g#p
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Proof. This term expresses the interaction between two multieisiii, and Mg, where one of them is raised to the
second power. The two multi-indices should b&atient for constructiori,e. My # Mg if Mg is not a subset off,,
then a set of coordinatéd, \ Npq belongs only taty, (if the set is totally disjointed, then the termyg is the null set).
Note that the symbah indicates the coordinates contained in both the multidesip andd.

The integral reformulated into the form

. f%pfquppqzﬁ frgn“p[ﬁ

p+Npq 9\Npq

fqupq\npq] d]P)ernpq = O, (AS)

where the internal integral is equal to zero due to the oxthadity of the ANOVA contributions (see equation (4))2

The case of the identification of the contributions to a dpeaiulti-index i is now addressed. The resulting
is the set of the variablel?rﬁpq = m;. If all the sub-sets of variables and their interactionspfare collected in the
set®;, the contributions tam; are a sub set of the”2 — 1 simple combinations of class two. However, not all the
combinations of sum#i, & Mg contribute to the conditional ter;zr?mi, for instance (10,0) & (1,1,0) # . Thus,
requiring simultaneouslifi; ¢ My andMy, = M; allows to identify the non-null contributions as

3> > | fAfmdPe=3 [ & > fmdP, (A.4)
MpeP, Mpg=mi v Eno & MoePi
Pi>MqC Mp

where®; . is employed as shorthand & . = P; — {M}.
The last term of (A.1) can be written as follows

N N N N N N
DIPII LA EIDND)
p=10g=p+1lr=0+1 Epgr p=10g=p+1 r=0g+1
pa= M

o, Fr, Frt, AP g (A5)

Pq

Proof. This case can be demonstrated extending what already dotiefdyadic interaction between multi-indices:

f fmp fmq far, dPpqr = f fmpfmq (f fﬁ’i,dPr\npq,) dppqmpq, =0, (A.6)
Epgr Epagrnpar Ennpar

by using the orthogonality property. O

If a specific indexiy; is of interest, the conditional contribution is identifieequiring r_n’pqr = m;. Thus, the
conditionMy, = M, = My identifies the non-null contributions

'ugﬁ’ﬁ -6 Z Z _ f, fr, fn Py (A7)
Mz My Mp# Mgz ¥
pq:mi

In conclusion, the final form for the third-order central memty® is equal to
N N N N
BP= 0 fhdPp+3) f f2 fmdPpg+6> > 7 [ fa, fy fm OPpg,
p=1YEp M, M mp ¥ = p=1q=p+1 r=g+1 v Zpa

pg= Mr

where each conditional contribution(= 3. u%; ) is

T Af%idIP’i+3f 2 > fmdPi+6 > > | fa fm, fm,dP
Ei & MeeP - M pePiy Mot Mgep;, V=
M o=

In the previous expression we note that the second and #rimighould include the product @f and all the multi-
indices relative to the sub-interactions, . Moreover®; . is used as shorthand @ \ .
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Appendix B. Fourth central moment expression for the ANOVA functional decomposition

In this section, Eqg. (18) is obtained starting from the aggilon of the multinomial theorem to Eq. (1)

N N N N N
ﬂ4zzﬁ thodPp+4> S [ 1%t 0Ppq 6 Zﬁ 3 2 dPyq
p=1""=p p=1 g=1 Y =pa p=1qg=p+1 Y =pa
g#p
N N N N N N N (B.1)
1233 % f P fo, fm QPpgr +24>° " %' f fm, o, f, Frt AP pgr.
p=1 q=1r=j+1 v Epar p=1 g=p+1r=q+Llt=r+1 " Epart
g#p r#p

The first three terms are easy to handle. The first and thedhigdon the right side, cannot be further simplified,
while the second one can be manipulated as shown in the pieséztion. Thus, it is possible to write

N N
A S 1 fmdPp=4>" > | 13 fm,dPp (B.2)
p=1 g=1 Y *=pa M, Mqcmp ¥ =ra
g#p

as already demonstrated for the skewness term.
More attention should be devoted to the last two terms. Thedite of them can be written as

N N N N N N
123 % > f f fy fm OPpgr = 123" > ) ﬁ ) 2, f, f, APpar. (B.3)

p=1 g=1r=j+1 " Epar p=1g=1 r=qg+l =
g#p r#p G#P Mg \NgrC My

Proof. If the multi-indicesiy and M, are totally independent from the variables containedrig the condition
fe fm, fm, dPgr = O holds (due to the orthogonality of the ANOVA functional geoments). In the general case,
o

whenmg, N Mp # 0, the existence of a null integral is related to the presefivariables in the multi-indicesi, or
m, which are not contained iffiy. If My \ Ngr € M, then it is possible to write as follows

f f%, ( f frg fmrd]P’qr\mqr)] dP, = 0. (B.4)
Ep+an E“qu\ﬂqr

Note that the internal integral is carried out with respeect variable contained only in one B or My, then is always
zero due to orthogonality. Obviously, the case with the stéelated tany, andm, totally disjointed, is included in
the previous condition. O

If a specific multi-index; is provided, then in this case the contribution of this tesradmputed as follows

12;m2 >

p MpzMqeP; M ePir>q
ﬁipEElmq,: ﬁﬁi

f%pfmq f, dP. (B.5)

[1]>

Proof. The previous equation can be obtained considering the nementsiyg, = M and My \ Ngr € Mp, With
My, Mg, My € P;. It is easy to verify that if the second equation is true, titemust follow My B Mg \ Ngr C
mp, B M, = My, from which \ Ng € M,,. Finally, M = M B N holds (the equality sign follows fromi,, My and
m, € P;). Remark that great attention must be paid in manipulatipyessions with the summation of multi-indices
H. Generally, consider thafi, \ My = M, = My, = M, B Mg holds but the contrary is not guaranteed. O

The last term of the kurtosis can be also reformulated asvisl|

N N N N N N N N
242 Z Z Z\fj fmpfmqfﬁrfﬁtdppqrtzzllz Z Z Z R fﬁipfmqfﬁi,fﬁﬂdppqrt- (BG)

p=1g=p+1r=g+1t=r+1 Epart p=10g=p+1lr=g+1 t=r+1 Epart
pq\mpqgmngmpqmmn
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Proof. This term can be obtained with some constraints on the rimdices: they should share, two by two, some
sets of coordinategf’ﬁpq \ Npg € Mt and My \ Nie mpq. The fulfillment of the previous conditions assures that the
integral cannot be divided into a product between integsétsrthogonal contributions. These conditions could be
applied choosing randomly two couple of indices. Using theosid constrainti; € Mpq B Ny is obtained. Using
this relation with the first requiremerifipg \ Npq € Myt € Mg B Nyt holds. O

If a set of variables is specified by using the multi-indiéx then the conditional contribution that arises from the
previous term can be identified as follows

243 >y ﬁ fra, f, frm, frr, AP (B.7)

MpeP MqePi,q>p M P r>q  t>r, M eP; =
iQI’_ﬁpqEEﬂn
I’_ﬁigl’_ﬁnEﬂpq

Proof. The set of all the possible sub-sets of variables relativa toulti-index; is represented bg;, but not

all the possible combinations of four elements selectethf® are leading to the multi-indery. Thus, the first
condition is to require thallipq = M. In analogy with the previous proof, the non-null elemergsadto satisfy.
The two requirement&igg \ Npg € Myt and My \ N C Mpg. If the two latter requirements are manipulated as
Myt B Mpg \ Npg € M B My and Mpg B My \ Ny € Mpg B Mpg, the following conditions can be written

mi \ Npg & My = M C My B Npg ©.8)
mi \ Ny € r_ﬁpq = m C mpq H Nyt '

O
In conclusion, summing up all the contributions, the finahidor the kurtosis can be written as

N N N
t3 fmdPpg+ 6> > ﬁ ta 1% dPpq
=1

pq p=1g=p+1* =pra

k =

[1]>
[1]>

4
fﬁ,deP’p +4
p= p m

N N N N N N N
2
123 % Y f P2 fmg fm 0P +24>° >° % X | fan, fmy s, ft OPport
p=19g=1 r=g+1 par p=1g=p+lr=g+1 t=r+1 =part
g#p ﬁiq,\mq,gﬁip pq\npqgmngr_ﬁpqaamn

p Mqcp

(B.9)

x>

where each conditional contribution, with respect to a fixedti-index iy, is equal to

ke, = ﬁ thap+a [ 15 fmdr+6 > 2 13 dp,
5 i MoePis MpeP; ﬁﬁp;tﬁiqﬁe‘ﬂ
pg= i

[1]>

s12) > > 2, fm, fm, AP,
Mp MpzMgePi M ePir>q i (B.10)
Wfpﬂﬂnq,:ﬁﬁi

AP INDINED VDY

MpeP; MqePi,q>p M P r>q  t>r, M P,
ﬁﬁigﬁﬁpqaﬂnn
mic M EBNpg

[1]>

f fm, fm, fm, AP

[

Appendix C. Skewness from the PC expansion
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In this section, the skewness is obtained from the PC sexnsion. By applying the multinomial theorem, the
skewness can be written as a sum of contributions genergtininteractions of the polynomial basis components

ﬁ(f(f) ﬁo) =Ld[iﬂpwp(g)fdp

P (C.1)
Z (f)>+3Z/spZﬁq<T (£), Tq(§)>+62 Z Zﬁpﬁoﬂr(‘l’p(f) Wo(€)¥r(€)).

p=1 p=1 p=1g=p+1r=g+1
q;tp

At the first glance, it seems that no orthogonal contribigtiare present, because the interactions involve only poly-
nomial forms raised to a power higher than onériadic interaction. However, the second and third terms should be
further investigated.

Following from the definition of each polynomial term (21)etproduct between two polynomial terms of the
basis, where the first one is raised to the pomeith 1 < n € N, can be written as follows

o d d
PR(£). Po(£)) = Ld [H Yap (fi)] [H Yas (fi)] dP
|Zl i=1 ;
= ﬁ ) {n Yrgp (&) o (fi)} =] ﬁ Yap (&) o (&) P(&i)dEi.
= \iaa i-1 V=

Due to the orthogonality of the PC basis with respedgc= 1, it follows that ifa/ip = 0 then the integral with respect
to the variable; becomes

(C.2)

f Yoo (£) P&)dé =0 for of #0. (C.3)

From this relation, the orthogonality o‘i‘”(f) \Pq(f)) follows. The non-null existence of the corresponding skew-
ness (and kurtosis term) can b@&aently |dent|f|ed by means of the functlmﬁ defined in§3.2.

The third term of the skewness from the PC series invadiiadic interaction of polynomial terms raised to the
power one

d d
(Wp(£), Wo( )P (€)) = f d [ﬂm (&) Yon (&) oy (a)}d%ﬂ f Wap (6) Vo (6) Yy () PE)OE.  (C4)
= \i=1 =1 V=i

This term can be analyzed after the inspection of the r@atiulti-indicesm*P, m*9 andm*". If the sum of the
respective components of the multi-indices, nf”’ + m*’q +m*', is equal to zero, then the variable is not present and
no information can be obtained (the previous integral waxaléqual to 1 in such a case). If the smhP + m™+ m*'
is equal to 1, this means that the variable is present in amdypwlynomial term betweef,, ¢4 andy,, while it should
not be present in the others (the relativefo@nta; = 0). This leads to a null integral due to the orthogonalityhef t
basis with respect to the probability density function. leeer, another possibility can be associated to a null iategr
if the summ P+m 94+ m*" = 2, the orthogonality between two polynomial terms guar@sithat the integral is zero.
The previous results can be resumed in the functigp introduced in Section 3.2.

Appendix D. Kurtosis from the PC expansion

In this section, as already shown for the skewness in Appedgdthe kurtosis structure relying on the PC series
is described. By applying the multinomial theorem to the Bf@es expansion, the kurtosis is computed as follows

k= Zﬁ“(‘l’ (§)>+4Zﬁp2ﬂq<wp,wq>+62ﬂp Z AR T

p=1 qil p=1  g=p+l
o (D.1)
+122ﬁp2ﬁq Z Be(¥2, Wqy) +24Z Z Z Z BoBfiBYp¥a, Trty).
p=1 g=1 r=g+1 p=1g=p+1lr=g+lt=r+1

GpTop
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The first and third term are not null in general, while the setone has already been analyzed for the skewness
(the presence of the third power instead of the second onetisefevant). In addition, the last two terms need a
separate analysis. The first contains the interaction etilaee polynomial terms, where the first of them is raised
to the second power. In the general case efrie N, it holds that

d d
(P(€). Po(€) ¥ (€)) = f [ﬂ'ﬂir (&) o (&) Vot (a)]d%]—[ f Wl (€) Vo (6) wog (E) PE)AE. (D)
i=1 j=1 Y=

=d

From the last equation, it is possible to note that the ominatjty between polynomial term can be advocated if the
term raised to the—th power is zero. I’ = 0 and the sum of the remaining termg® + m*" =+ 0, then a null
integral exist irrespectively of the cfiientse” anda;

_ Yn (€) v (6) P& = 0. (D.3)

Note that the functi0|zt\gr has been introduced §8.3.

The last term of the kurtosis expansion involves the int@sa®f four polynomials terms. This case represents
an extension of the term already analyzed for the skewnessAppendix C) where the interaction between three
polynomial terms has been discussed. By inspecting the duimeccodficients of the multi-indicegi*P, m*9,

m*" and M*", it is possible to determine if the integral is equal to zdrparticular, if the sum relative to thi¢h
coordinatesi.e. n'r’p + mi*’ﬁ| +m 4 mi*’t, is equal to 1 or 2, the orthogonal properties with respethéqodf holds
(this is true irrespectively of the values of th§ coeficients). This result has been used in Section 3.3 to define the
functionApgrt.

Appendix E. Computing the functionsAg, Apgrs Agr and A pgrt

The third and fourth-order central moments can Heiently computed by means of the PC expansion if the
functionsA%, Apgr, Agr andApq are evaluated before computing the integrals. Hereinafterefer to these functions
as selecting functions. The first step is obtaining, in thegmocessing stage, the multi-indicg$ e N9 for k =
0,...,P. This task can be accomplished using the algorithm proposéB]. Evaluating the selecting functions
requires the computation of the normalized multi-indigés’ = M**(@¥). In the following we recalled the algorithm
proposed in [48] in which we add the computatiorr_fn*f'k:

1. Sete? =0,fori=1,....d

1.bis M*%=0
2. SetuiJ =g, forl<i,j<d

2.bis m*' = @'

3. SetP=d
4. Sethj(1)=1fori=1,..., d
5. Fork=2,...,np
a. SetL=P
b. Sethi(k) = Z[“:i hy(k— 1)
c. Forj=1,..., d:
* Fort=L-hj(k)+1,...,L

- SetP=P+1
. Setaf’:w{fori =1...,d
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. Se'{cy'j3 = aJP +1

: Setmj**P =af/ max(l, ajp).
Let us start with the evaluation of the functinﬁ:
e SetAf =1
e Forj=1,...,d

—Ifajsz

* Fori=1,...,d
< If m}"q = 1 thenA§ = 0.

The selecting function q is evaluated as
o SetAgyr =1
e Forj=1,...,d
—If m? + ml+ = LormP + m + mf = 2 thenAgy = 0.

The remaining functions}é’r andApqrt, are computed in analogy with the ones described above.
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