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Mobile traffic data has been recently used to characterize the urban environment in terms of urban fabric profiles. While showing promising results, the existing urban fabric detection solutions are built without a clear understanding of the detection process chain. In this paper, we distinguish and analyze the different steps common to all urban profiling techniques. By evaluating the impact of each step of the process, we are able to propose a new solution that outperforms the state of the art techniques. Our approach uses the weekly periodicity of human activities, as well as a median-based filtering technique, resulting in a better clustering in terms of both coverage and entropy, as shown by results obtained on two large scale mobile traffic datasets covering the urban areas of Milan and Turin, in Italy.

Keywords: mobile traffic data, time series analysis, urban fabric detection, land use classification

1 Introduction

The surge of mobile traffic, at a staggering 146% compound annual growth rate during the past decade [1], is a clear evidence of the success of mobile communication technologies, with similar trends in developed and developing countries [2].

The popularity of mobile devices makes the customer base of individual mobile operators a statistically reliable sample group for macroscopic studies across different research disciplines. This has been repeatedly proven in the literature, where data captured by mobile network probes and containing fine-grained information on the activities of millions of individuals have been leveraged for many and varied purposes. Significant examples include the estimation of country-wide population distribution [3] and mobility patterns [4][18], the identification of ethnolinguistic groups [5][6], or the inference of economic level of geographical regions [7]. We refer the interested reader to the recent surveys in [8][9] for a thorough discussion of these and more topics.

In this paper, we focus on one specific application of mobile traffic analysis, i.e., the detection of urban fabrics. By the term urban fabric we denote the type of infrastructures (e.g., roads, transportations, sports facilities, industrial plants) and human activities (e.g., work, residential, commercial, leisure) that characterize a given metropolitan area: it has thus a larger meaning than traditional land use.

Our work builds on previous studies on related subjects. The existence of a relationship between urban fabrics and the associated mobile traffic was first unveiled by a study in Lisbon, Portugal, which showed that the temporal dynamics of mobile traffic are similar in residential and suburban areas, whereas they are unique in areas including major transport arteries [10]. Subsequent analyses proved that base stations
that serve higher mobile traffic demands at noon, evening or night, respectively, reside in urban areas of diverse nature [11]. Similar conclusions were drawn for mobile traffic hotspots during working days and weekends [12].

The findings above have fostered attempts at detecting urban fabrics from mobile traffic directly. Indeed, an efficient inference technique would have important practical applications. As a matter of fact, traditional approaches to land use detection are expensive and time consuming, which results in imprecise and often outdated databases; an automated detection from mobile traffic data could significantly mitigate the problem.

Two such detection techniques have been proposed to date, in [13] and [14], respectively. In this work, we aim at providing a comprehensive evaluation of these approaches, as well as at comparing them with several novel methodologies we propose. To that end, we first present the different urban fabric detection techniques we consider, in Sec. 2. We then introduce in Sec. 3 the two reference scenarios we employ in our performance assessment, each consisting of mobile traffic and ground truth datasets. The results of the comparative evaluation are provided and discussed in Sec. 4, and conclusions are drawn in Sec. 5. Ultimately, our study identifies the solution that yields the most accurate detection of urban fabrics in heterogeneous urban scenarios.

2 Traffic clustering for urban fabric detection

We first report on the two state-of-the art approaches to cluster mobile traffic time series for land-use detection, which we refer to as Soto [13] and Cici [14]. We then introduce an original technique for urban fabric detection, based on the computation of the median week signature (MWS). We also detail several variations of the basic MWS approach, which allow further exploring the design space of detection solutions.

In the following, we consider a generic dataset $D$, describing the communication activity of a set of mobile subscribers for a set of days $d = \{d\}$. The mobile activity in $D$ is described as the aggregate of the traffic generated by all users in a same area during a given time interval; the size of the area and duration of the interval determine the spatial and temporal granularity of the dataset, respectively. More precisely, we name unit area the spatial aggregation level: the geographical region $a = \{a\}$ is thus tessellated into unit areas $a$, which can map to, e.g. cell sectors, base transceiver stations, or grid elements. The time granularity is instead characterized by the duration of a time slot, i.e., the interval during which user activity is aggregated in each unit area. Each day $d \in d$ is thus divided into a set $t = \{t\}$ of time slots $t$.

Not only the spatio-temporal granularity, but also the nature of subscriber activity in such a mobile traffic dataset $D$ can vary. It depends on the type of activity that is recorded by the operator, and representative options include, e.g., the number or duration of calls, the number of short text messages (SMS), the volume of Internet traffic, the kind of mobile services consumed by the users. For the specific purpose of land use or urban fabrics detection, voice and texting volumes yield the most significant information, and are thus the type of activity used by solutions in the literature [13][14]. Indeed, they are a better indicator of human occupations than Internet traffic, which is much more homogeneous over time due to the applications that continuously run in background. Therefore, in this paper we adhere to the common practice, and consider that the dataset $D = \{v_{a}(d,t)\}$ contains elements $v_{a}(d,t)$ that describe the total volume of voice and texting activity incoming in and outgoing from each unit area $a$ at time slot $t$ of day $d$.

As a final remark, we stress that all approaches for urban fabric detection from mobile traffic data rely on the same processing chain, consisting of the following steps.

1. **Mobile traffic signature.** First, one defines some representation of the typical mobile traffic observed at a unit area, named a signature. This can map to the complete time series of traffic, or to a summary of this, e.g., a statistical measure or compressed representation. Also, since signatures need to be comparable, they are normalized according to a normalization rule.

2. **Distance between signatures.** Second, one computes how similar, or different, each signature is from all other signatures in the dataset. To that end, a signature distance measure is defined.

3. **Clustering of signatures.** Third, having computed the distances among all signatures, a clustering
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algorithm is run so as to separate groups of signatures that have similar shapes, i.e., that are representative of equivalent subscriber activities.

Next, we will review existing and novel approaches to urban fabric detection, decomposing them according to the three steps above.

2.1 Soto

The Soto approach [13] considers mobile traffic signatures that correspond to the average mobile traffic volume observed during (i) a working day, and (ii) a weekend day. We refer to these as average weekday-weekend signatures. Formally, the set of days $d$ is split into two sets $d^{wd}$ and $d^{we}$, which contain all Mondays-to-Fridays, and all Saturdays and Sundays, respectively. Then, the element associated to $t$ in the signature of a unit area $a$ is

$$s_a^{(wd)}(t) = \frac{1}{|d^{wd}|} \sum_{d \in d^{wd}} v_a(d,t)$$

for time slots $t$ during working days, and

$$s_a^{(we)}(t) = \frac{1}{|d^{we}|} \sum_{d \in d^{we}} v_a(d,t)$$

for time slots $t$ during weekends. The signature of $a$ is then

$$s_a = \|d^{d'} \| s_a(d,t).$$

In $d^{d'}$, $d'$ is the condensed set of days, which, in the case of Soto approach, is $d' = \{wd,we\}$. Also, $\|$ indicates the concatenation of all elements in a set: $s_a$ is thus the concatenation of all elements referring to the average working day and to the average weekend day. Signatures then go through a standard score normalization phase, where each time slot signature obtained in (1) and (2) is normalized with respect to the mean and standard deviation of all those referring to the same unit area. Formally, for the signature element of unit area $a$ at time slot $t$

$$\hat{s}_a(d,t) = \frac{s_a(d,t) - \mu(s_a)}{\sigma(s_a)},$$

where $d \in d' = \{wd,we\}$, whereas $\mu(s_a)$ and $\sigma(s_a)$ denote the mean and standard deviation of the set of elements concatenated in the signature $s_a$. Then, the normalized signature $\hat{s}_a$ is simply obtained by concatenation of $\hat{s}_a(d,t)$ for all $d \in d'$ and $t \in t$, as in (3).

As far as distances between signatures are concerned, Soto considers the Euclidean distance between the corresponding ordered vectors. Given the signatures of two unit areas $a$ and $b$, their distance is

$$d_{ab} = \sqrt{\sum_{d \in d'} \sum_{t \in t} \left(\hat{s}_a(d,t) - \hat{s}_b(d,t)\right)^2},$$

where $d'$ is always the same condensed day set $\{wd,we\}$.

Finally, the clustering of signatures is performed in Soto by running a k-means algorithm over the set of $\hat{s}_a$, $a \in a$, using (3) as the k-means distance measure. The algorithm requires the parametrization of $k$, i.e., the desired number of clusters: in Soto, $k$ is selected according to the validity index proposed in [15]. In their considered dataset, the best results are obtained with $k=5$. 


2.2 Cici

The Cici solution [14] consider a whole-time-series signature for each unit area. In other words, the signature of area $a$ is

$$s_a = \left\| d \in d \right\| s_a(d, t),$$  (6)

and the number of elements that compose it is not bounded, but depends on the timespan of the dataset $D$. In addition, Cici applies a Fast Fourier Transform (FFT) to the signature above, so as to clean it from irregular patterns. Specifically, once converted to the frequency domain with FFT, only the highest power frequencies are kept, and the time signal is reconstructed with an Inverse FFT (IFFT) from the selected frequencies. The filtering returns the Seasonal Communication Series (SCS) of the original signature. Normalization of whole-time-series SCS-filtered signatures is then performed using the standard-score approach in (4).

However, in the case of Cici, $d \in d$, since signatures do not condense days, but include the full time series. The similarity between two such signatures is computed in Cici using the Pearson correlation coefficient, which, for two unit areas $a$ and $b$, is computed as

$$p_{ab} = \frac{\sum_{d \in d', t \in t} (s_a(d, t)−\mu(s_a)) (s_b(d, t)−\mu(s_b))}{\sqrt{\sum_{d \in d', t \in t} (s_a(d, t)−\mu(s_a))^2 \cdot \sum_{d \in d', t \in t} (s_b(d, t)−\mu(s_b))^2}}.$$  (7)

In the case of Cici, there is no day condensation and all days are considered separately in the signature, thus $d' = d$ in (7). The distance measure is based on (7) and defined as

$$d_{ab} = 1 − p_{ab}.$$  (8)

Concerning clustering of signatures, Cici adopts an agglomerative hierarchical clustering, i.e., the linkage clustering with average distance criterion. This hierarchical clustering outputs a whole family of solutions that can be expressed through a dendrogram: it thus returns a richer information than a single clustering solution, as in the case of, e.g., $k$-means. However, this also implies that some criterion must be adopted to select the best clustering among all those in the family. To that end, Cici evaluates the skewness of the cluster sizes at the different levels of the dendrogram build by the hierarchical clustering: selecting the level with minimum skewness allows grouping unit areas into clusters of relatively comparable sizes.

It is important to note that, by using the lowest-skewness criterion, the number of generated clusters can be high, in the order of hundreds. Since this makes the analysis cumbersome, Cici limits the analysis to the 10 largest clusters, which are expected to represent the most relevant urban fabrics in the considered region.

2.3 MWS: clustering the median week signatures

The Soto approach is based on a signature definition that is very compact but omits too much information when confronted to the original data [14]. On the other hand, the signature employed in Cici has a number of elements equal to that of the original time series, and, intuitively, is a loss-less representation of the same. However, when considering months of mobile traffic activity, clustering Cici signatures incurs into the well-known curse of dimensionality [16], and is in all cases very expensive from a computational standpoint.

We thus present a novel signature model that aims at combining the advantages of Soto and Cici signatures, while overcoming their limitations. Our median week signature (MWS) is based on two considerations.

- First, it has been repeatedly shown that there exists a strong weekly periodicity in human occupations [17][18], which implies that most of the diversity in mobile traffic activity occurs within a one-week period. We thus speculate that a signature describing the typical weekly behavior of the mobile demand at one unit area contains the vast majority of the significant information about the nature of that area. This allows defining a compact, week-long signature that avoids the dimensionality problems of the Cici model, and does not lose important knowledge as in Soto.
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Tab. 1: Summary of the solutions for urban fabric detection from mobile traffic data.

<table>
<thead>
<tr>
<th>Name</th>
<th>Signature</th>
<th>Filtering</th>
<th>Normalization</th>
<th>Distance</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soto-5</td>
<td>average weekday-weekend</td>
<td>–</td>
<td>standard score</td>
<td>Euclidean</td>
<td>k-means, k=5</td>
</tr>
<tr>
<td>Soto-10</td>
<td>average weekday-weekend</td>
<td>–</td>
<td>standard score</td>
<td>Euclidean</td>
<td>k-means, k=10</td>
</tr>
<tr>
<td>Cici</td>
<td>whole time series</td>
<td>SCS</td>
<td>standard score</td>
<td>Pearson correlation</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-stdscr-pearson</td>
<td>median week</td>
<td>–</td>
<td>standard score</td>
<td>Pearson correlation</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-stdscr-euclidean</td>
<td>median week</td>
<td>–</td>
<td>standard score</td>
<td>Euclidean</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-daily-pearson</td>
<td>median week</td>
<td>–</td>
<td>daily</td>
<td>Pearson correlation</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-daily-euclidean</td>
<td>median week</td>
<td>–</td>
<td>daily</td>
<td>Euclidean</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-scs-stdscr-pearson</td>
<td>median week</td>
<td>SCS</td>
<td>standard score</td>
<td>Pearson correlation</td>
<td>linkage</td>
</tr>
<tr>
<td>MWS-scs-daily-euclidean</td>
<td>median week</td>
<td>SCS</td>
<td>daily</td>
<td>Euclidean</td>
<td>linkage</td>
</tr>
</tbody>
</table>

- Second, we deem the median to be a more reliable statistical measure than others used in Soto or Cici (e.g., the average or the absolute values), when it comes to assessing the typical activity in mobile traffic. As a matter of fact, the median is much more robust to outliers, which are frequent in mobile traffic due to special events of social, political, sports, or cultural nature [19–21].

The MWS is computed according to these guidelines, as follows. The whole set of days \( d \) is divided into seven sets, each containing elements of the dataset \( D \) that refer to one day of the week, from Monday to Sunday. In other words, \( d^{\text{mon}} \cup d^{\text{tue}} \cup d^{\text{wed}} \cup d^{\text{thu}} \cup d^{\text{fri}} \cup d^{\text{sat}} \cup d^{\text{sun}} = d \). Then, the element associated to time slot \( t \) in the signature of unit area \( a \) is

\[
s_a(\text{mon}, t) = \frac{1}{T} \sum_{d \in d^{\text{mon}}} s_a(d, t),
\]

for time slots \( t \) corresponding to Mondays, and equivalently for all other days. In (9), \( \mu_{1/2}(\cdot) \) represents the median of the set within parenthesis.

Then, the MWS is defined as the concatenation in (3), where \( d' = \{\text{mon}, \text{tue}, \text{wed}, \text{thu}, \text{fri}, \text{sat}, \text{sun}\} \) is the condensed set of days. Taking the MWS model as a pivot, we explore the design space of a complete solution for urban fabrics detection, as discussed next.

First, we assess the impact of SCS filtering, proposed in [14] by considering both the case where the MWS is passed through the FFT/IFFT procedure described in Sec. 2.2 and the case where MWS is used as is.

Second, we evaluate two different techniques to normalize MWS. One option is the standard score normalization introduced above; in this case, MWS are normalized according to [4], where \( d' = \{\text{mon}, \text{tue}, \text{wed}, \text{thu}, \text{fri}, \text{sat}, \text{sun}\} \). The other option is daily normalization, where the signature element of unit area \( a \) at time slot \( t \)

\[
\hat{s}_a(d, t) = \frac{s_a(d, t)}{\sum_{t \in \text{d'}} s_a(d, t)},
\]

where again \( d' = \{\text{mon}, \text{tue}, \text{wed}, \text{thu}, \text{fri}, \text{sat}, \text{sun}\} \). Thus, daily normalization normalizes each element with respect to the total activity during the weekday the element belongs to.

Third, we combine MWS with both distance measures used in Soto and Cici, i.e., the Euclidean distance in (5) and the distance in (6) based on the Pearson correlation coefficient; in both cases \( d' = \{\text{mon}, \text{tue}, \text{wed}, \text{thu}, \text{fri}, \text{sat}, \text{sun}\} \).

Finally, signature clustering is performed as in Cici, using the agglomerative hierarchical algorithm described in Sec. 2.2.

A summary of the different solutions we test in Sec. 4 is provided in Tab. 1. We stress that we test Soto with both \( k=5 \) and \( k=10 \) since the former value is that originally used in [13] and the second is aligned with the number of large clusters considered by all of the other solutions.

3 Datasets

In order to evaluate the different approaches described in Sec. 2 we consider two citywide case studies, employing datasets provided by Telecom Italia Mobile (TIM) as part of its Big Data Challenge initiative, in
3.1 Milan, 2013

The first dataset is referred as **Milan-2013**, and describes the communication activity of TIM subscribers in the conurbation of Milan, Italy, for a two-month period in November and December 2013. The dataset differentiates among incoming and outgoing calls, providing information about their number and duration. The dataset also contains the number of received and sent SMS and amount of Internet traffic.

Traffic load information are provided every 10 minutes and reported with respect to a tessellation of the surface of the city of Milan in cells. Each cell has a $235 \times 235$ m$^2$ size, i.e., an area of 0.055 Km$^2$, and maps to a unit area in our analysis. We consider an area of approximately 150 Km$^2$ containing 2726 cells of the tessellation in the following. The **Milan-2013** dataset is the same used in [14] for the evaluation of the Cici approach with respect to Soto. In order to perform a fair comparison, we focused on the same subset of cell-phone activity as in [14]: this relates to a 4-week period ranging from November 4$^{th}$, 2013 to December 1$^{st}$, 2013, where the available data related to incoming/outgoing calls and incoming/outgoing SMS is summed up, so as to avoid data sparsity, and according to the fact that they have the same scale and are comparable.

We also considered the same ground-truth information† used in [14], which was retrieved from publicly available databases [24]. Such ground-truth data conveys information on urban infrastructures and land uses that can be associated to different kinds of human activities. Specifically, it reports, for each unit area, the number of business activities, sport centers, universities, schools and bus stops, as well as the percentage of green area covering the area and the number of people living within it. Fig. 1a shows a map of Milan, including the set of analyzed unit areas, together with markers for university, green areas and business presence.

3.2 Turin, 2015

The second dataset, named **Turin-2015**, describes the mobile traffic activity in March and April 2015 for the city of Turin, Italy. Also in this case, a tessellation of the city is provided by the operator in order to describe communication activity per cell. Differently from the Milan dataset, traffic load is provided every 15 minutes and cells present heterogeneous sizes. In our analysis, we considered an area of approximately 150 Km$^2$, as for Milan, containing 261 cells, i.e., unit areas, with variable size, ranging from a minimum of $255 \times 325$ m$^2$ to a maximum of $2 \times 2.5$ Km$^2$. As a traffic load measure we considered the sum of incoming

---

and outgoing calls and SMS, as in the Milan scenario. For the sake of consistency with the Milan case, we limited our analysis to one month of communication data, by considering a 4-week period ranging from the 1st to 28th of March 2015.

We built ground truth data for each of unit area in Turin-2015 using the open data published by the local municipality [25]. We selected information related to the latitude-longitude coordinates of schools, universities, and business activities and, as in [14], we associated them to individual unit areas. We also leveraged open data on green areas and population distribution in order to determine their presence in each unit area‡. Fig. 1b shows the considered unit areas for the city of Turin, together with a representation of some ground truth data, related to universities, business activities and green areas.

4 Results

In this section, we provide a complete comparative evaluation of the techniques described in Sec. 2 on the reference datasets in Sec. 3. First, we present the metrics we consider in order to assess the quality of the urban fabric detection, and then show the results we obtain.

4.1 Metrics

We evaluate the quality of the unit area classification with respect to the available ground-truth data according to the following metrics, borrowed in part from [14].

Density. The density $D_G(c, c)$ is a measure of the frequency of ground-truth elements of a given class $G$ within a cluster $c \in \mathcal{C}$, where $\mathcal{C}$ is the set of clusters determined by the current urban fabrics detection approach. Let us define as $k_G$ the set of elements of class $G$ (e.g., the set of universities) in the ground-truth data; also, $\mathbb{1}_c(k)$ is an indicator function that is one if a ground-truth element $k \in k_G$ ends up in unit areas belonging to cluster $c$, and zero otherwise. Formally, the density is then defined, for a given clustering $\mathcal{C}$ as

$$D_G(c, c) = \frac{1}{|c|} \sum_{k \in k_G} \mathbb{1}_c(k),$$

where $|c|$ denotes the size of the cluster $c \in \mathcal{C}$, i.e., the number of unit areas it includes. The density allows comparing different clusters for a same class $G$, so as to understand in which clusters elements of $G$ are more frequent.

Entropy. The entropy $H_G(c)$ associated to a ground-truth class $G$ for a given clustering $\mathcal{C}$ allows estimating the dispersion of $G$ across the clusters defined by $\mathcal{C}$. It is defined as [26]

$$H_G(c) = -\sum_{c \in \mathcal{C}} P_G(c) \log P_G(c).$$

In (12), $P_G(c)$ is the probability that a ground-truth element of class $G$ falls into cluster $c$, i.e.,

$$P_G(c) = \frac{1}{|k_G|} \sum_{k \in k_G} \mathbb{1}_c(k).$$

Lower entropy is thus an indicator of a less random, i.e., more precise, assignment of ground-truth data of a given class to clusters defined by the detection strategy.

Coverage. The coverage $C_G(c)$ of $G$-class elements for a clustering $\mathcal{C}$ is defined as the percentage of ground-truth elements of class $G$ included within those clusters of $\mathcal{C}$ that are the most relevant to $G$. Specifically, let us define a subset of clusters $\mathcal{C}_G \subseteq \mathcal{C}$ that have higher-than-average density for ground-truth class $G$, i.e., $\mathcal{C}_G = \{c \in \mathcal{C} \text{ s.t. } D_G(c, c) > |k_G|/\sum_{c \in \mathcal{C}} |c| \}$. Then, the coverage is defined as

$$C_G(c) = \sum_{c \in \mathcal{C}_G} P_G(c).$$

‡ Green area and demographic data are associated to polygon shapes. This first required the computation of the intersections between the polygons and the unit area cells, and then the assignment to each unit area of an amount of green or population percentage proportional to the intersecting surface.
Higher coverage indicates that the ground-truth data for a class $G$ is better matched by those clusters that are deemed considered meaningful for $G$.

**F-score.** The *F-score* index allows determining a single, final score to each detection technique, by combining entropy and coverage for each class $G$, as follows

$$F_G(c) = 2 \cdot \frac{(1 - \hat{H}_G(c)) \cdot C_G(c)}{(1 - \hat{H}_G(c)) + C_G(c)},$$  \hspace{1cm} (15)$$

where $\hat{H}_G(c) = \frac{H_G(c)}{\log(|c|)}$ is the normalized Shannon entropy. The F-score index ranges in [0, 1], with 1 indicating the best performance achievable by the given cluster set, with respect to ground truth class $G$.

### 4.2 Performance evaluation

We begin by comparing the first five urban fabrics detection solutions reported in Tab. 1, Fig. 2 and Fig. 3, thus provide results in terms of entropy, coverage and F-score for the state-of-the-art approaches of Soto-5, Soto-10, and Cici as well as for our proposed MWS-stdscr-pearson and MWS-stdscr-euclidean approaches. The two groups of plots refer to the cases of Milan-2013 and Turin-2015 datasets, respectively.

As shown in Fig. 2 and 3, regardless of the specific distance measure used, solutions based on the MWS model attain a significantly lower entropy than solutions based on the other signatures proposed by Soto and Cici. As mentioned in Sec. 4.1, this indicates a reduced level of randomness, and thus a more precise classification of unit areas with respect to the ground-truth data for Milan-2013. Also, the increased accuracy does not come at a cost in terms of coverage, in Fig. 2b. In fact, the entropy gain granted by MWS is associated to an increase in coverage, thus proving the higher effectiveness of a median-week representation of mobile traffic signatures of unit areas.

The result above is summarized in Fig. 3 which depicts the F-score that considers both entropy and coverage. As one can expect, the F-score further evidences that solutions based on MWS improve current...
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Fig. 4: Milan-2013 (a) and Turin-2015 (b). F-score comparison among Soto-5, Soto-10, Cici (lowest skewness at 92 and 60 clusters), MWS-daily-pearson (lowest skewness at 120 and 60 clusters) and MWS-daily-euclidean (lowest skewness at 103 and 80 clusters).

state-of-the-art techniques in urban fabrics detection: the advantage in terms of F-score constantly ranges between 10% and 15%.

The conclusions above are not specific to the Milan-2013 case study. Fig 4 shows that they hold also for the Turin-2015 dataset. The most notable difference emerging when comparing the two scenarios is observed in Fig. 3a: there Soto-5 outperforms all other approaches in terms of entropy. However, such entropy values are related to the lower number of classes obtained by this solution compared with all the other approaches (5 instead of 10): this introduces a bias in favor of Soto-5, since the calculation in (12) is a sum over all clusters. Indeed, when entropy values are normalized with respect to the number of clusters, as for the F-score in (15), approaches based on MWS still emerge as clear winners, with the only exception of the universities class, where Soto-10 gives the best results.

Having substantiated the advantage brought by MWS, an important result from Fig. 2 and Fig. 3 is the performance comparison between MWS-stdscr-pearson and MWS-stdscr-euclidean. Both solutions employ MWS, but they use different signature distance measures, i.e., Pearson correlation and Euclidean, respectively. Results show that the Pearson correlation distance achieves slightly better and more stable (see, in particular, the green ground-truth class in the Milan-2013 case) results with respect to Euclidean distance. This holds in both mobile traffic scenarios.

We further explore the design space of urban fabrics detection solutions, by testing the impact of a different normalization approach. Fig. 4a and Fig. 4b show the performance of the current state-of-the-art approaches of Soto-5, Soto-10, and Cici against those attained by the MWS model combined with daily normalization instead of the standard score used before. The two figures refer to the Milan-2013 and Turin-2015 scenarios, respectively. For the sake of brevity, we limit results to the F-score, which is a more comprehensive metric according to the discussion of previous results.

We still remark that MWS-based solutions tend to outperform techniques based on other signature models. In this case, however, slightly better performance is achieved by the MWS-daily-euclidean approach, and thus Euclidean distance appears to work better than Pearson correlation in combination with daily normalization. Again, results are consistent through different urban scenarios.

An ultimate comparison between the schemes that provide the best performance in the previous tests in provided in Fig. 5 There, we include the F-score attained by MWS-stdscr-pearson and MWS-daily-euclidean, as well as that of Cici, which yielded a much more accurate detection than Soto in general. When confronting the three solutions above, MWS-stdscr-pearson emerges as the preferred approach, although the difference with respect to the other MWS-based technique is not large.

In addition, Fig. 5 evaluates the SCS filtering used by Soto on the MWS-based solutions. It can be noted
that using the FFT/IFFT processing imposed by SCS does not improve, but instead degrades the performance of both MWS-stdscr-pearson and MWS-daily-euclidean. This suggests that the median week already provides a sufficiently de-noised representation of typical mobile traffic observed at a unit area: thus, further attempts at removing noise, e.g., using SCS, only risk to disrupt the embedded information.

In conclusion, we deem MWS-stdscr-pearson to be the best performing solution among those evaluated, and we consider that most of its gain is due to the MWS model it uses to represent unit area signatures. We stress that MWS is an original contribution of our work.

We provide additional results for the MWS-stdscr-pearson approach in Fig. 6, which shows an intuitive idea of the clustering achieved by this technique. We observe how the clusters, denoted by different colors, are spatially localized, i.e., tend to bring together (groups of) unit areas that are nearby. The accuracy is better in the Milan-2013 case, since the finer spatial granularity of cells allows for a more detailed view of mobile traffic activity.

The nature of the clusters is explained by Fig. 7. The figure portrays, for each urban scenario and ground-truth class, one plot showing the density – computed as in (11) – of corresponding elements across the 10 largest clusters. For example, the bottom-right plot in Fig. 7 shows that university campuses are almost all located in the orange cluster.

A detailed analysis of the urban fabrics identified by MWS-stdscr-pearson is however out of the scope of this work, which aimed at identifying the best detection techniques among a wide range of options. This analysis will be part of our future works.

5 Conclusion

Automatic detection of urban fabric profiles can be of significant interest when studying the evolution of our urban society and planning the shape of future smart cities.

In this paper, we study the usage of mobile traffic datasets to infer this information about the urban landscape. Starting from two state of the art solutions, we distinguish the major algorithmic steps of urban fabric detection techniques: building the mobile traffic signatures of different urban areas, computing the signature distance between these areas and, finally, clustering them to find activity classes.

Our detailed analysis of these solutions underlines their drawbacks, and pushes us to propose a novel...
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Fig. 6: Geographical representation of the 10 largest clusters identified through MWS-stdscr-pearson.

(a) Milan-2013

(b) Turin-2015

approach to overcome these limitations, while still exploiting the strengths of these related studies. Our urban fabric detection technique uses the weekly periodicity of human activities, combined with a robust median-value based filtering, to obtain results much closer to the ground truth data.

This work opens a number of perspectives related to the analysis of urban fabric profiles. We are planning as future work a detailed analysis of the geographical clusters obtained by the proposed solution, using more datasets, possibly from different countries. This would allow us to compare the structure of different cities, and possibly find general patterns, i.e. areas showing a similar mobile usage throughout the world, as well as city- or country-specific patterns, related to cultural and social differences.

Fig. 7: Per-ground-truth class densities of the 10 largest clusters identified through MWS-stdscr-pearson.

(a) Milan-2013

(b) Turin-2015
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