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Abstract

This paper presents a new approach for self-calibration BCI for reaching tasks using
error-related potentials. The proposed method exploits task constraints to simultaneously
calibrate the decoder and control the device, by using a robust likelihood function and
an ad-hoc planner to cope with the large uncertainty resulting from the unknown task
and decoder. The method has been evaluated in closed-loop online experiments with
8 users using a previously proposed BCI protocol for reaching tasks over a grid. The
results show that it is possible to have a usable BCI control from the beginning of the
experiment without any prior calibration. Furthermore, comparisons with simulations
and previous results obtained using standard calibration hint that both the quality of
recorded signals and the performance of the system were comparable to those obtained
with a standard calibration approach.

1 Introduction 1

The field of brain-computer interfaces (BCI) has witnessed largely successful applications 2

in different contexts such as the control of assistive devices or communication restoration 3

[1]. However, their impact has been limited to in-lab applications due to intrinsic 4

limitations of the technology. The brain signals used in BCI have a high variability 5

caused by factors such as non-stationarities [2], task-dependent variations [3], and large 6

subject specificity [4]. To solve these problems, most applications rely on an initial 7

calibration phase that needs to be frequently repeated due to the changing nature of the 8

brain signals. This calibration process is a tedious and time consuming part in most BCI 9

applications that hinders their deployment. First, it impedes an out-of-the-box use of 10

the BCI both in assistive or leisure scenarios. Second, it increases the cost in professional 11

and medical applications such as those carried out in hospitals. Third, calibration is 12

an overload that affects the usability of the system in the long term and, therefore, the 13

introduction and acceptance of such systems. 14

Previous works have aimed at minimizing and/or simplifying the calibration phase. 15

For instance, in motor imagery [1], the supervised and unsupervised adaptation of 16

classification parameters has shown to avoid inter-session recalibration [5] and to increase 17

the BCI performance [6]. Other approaches have tried to limit the calibration time by 18

using clustering methods in the feature space [7]; ensembles of classifiers built from very 19

large datasets [8]; inter-subject generalization by using a pool of subjects to initialize 20

the classifier [9–11]; or even by generating artificial training datasets via resampling [12]. 21
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Despite their successful results, these methods aim at reducing the calibration phase 22

rather than completely removing it. On the other hand, free-calibration BCIs (i.e. 23

plug-and-play BCIs) remain scarce as they need to achieve BCI control together with 24

a real-time, transparent, and unsupervised calibration executed in parallel. For these 25

approaches, the main idea is to exploit redundancy or task constraints to limit the possible 26

space of brain signals decoders to a tractable one. In non-invasive BCI, Kindermans et 27

al. have thoroughly shown that such kind of BCI is feasible for P300 spellers [13, 14]. 28

In this approach, the self-calibration speller exploits the multiple repetitions of P300 29

stimuli and context information of the task, namely word constraints and grammar rules. 30

Similarly, Orsborn et al. have also achieved control from scratch for reaching tasks in 31

an invasive brain-machine interface [15,16]. They initialized the decoder to a random 32

behavior and updated it during online control using the assumption that the targets 33

should only be reached following a straight line. 34

This paper presents a new approach and an online study of a self-calibration method 35

for BCI control applications based on error potentials [17,18]. The key insight of this 36

protocol is that the task to be solved provides constraints that can be exploited to 37

simultaneously calibrate, in an unsupervised fashion, the BCI while controlling the 38

device. With respect to our preliminary works, the current study proposes an alternative 39

algorithm that does not suffer from the limitations of [19], namely failures due to 40

overconfident estimates. Furthermore, it shows the applicability to online scenarios of 41

the planning techniques described and evaluated in [20]. The method has been evaluated 42

online in a reaching task over a discrete grid. Results of eight subjects show that the 43

performance of the system was above that obtained using a standard BCI calibration 44

method in terms of time required to reach the intended goal and in the number of goals 45

achieved for a fixed amount of time. Furthermore, after a certain time, the system is 46

indeed calibrated without incurring any overhead in the long term. 47

2 Methods 48

2.1 Experimental Protocol 49

The usability of the self-calibration approach was tested under an experimental protocol 50

demonstrated in a prior work [18]. The protocol consisted of a 5×5 squares grid, a virtual 51

cursor, and a goal location (see Fig. 1). The cursor performs five different instantaneous 52

actions: move one position up, down, left, right; and a goal-reached action, represented 53

as concentric circumferences (see Fig. 1b). The time between two actions (inter-action 54

interval) was random within the range [3, 3.5] s. The role of the subjects was to assess 55

the cursor actions as correct when the cursor performed (i) a movement towards the goal 56

position, or (ii) a goal-reached action over the goal position; or as incorrect otherwise 57

(see Fig. 1c). These assessments generated the associated evoked potentials for both 58

correct and error conditions (i.e., error-related potentials, ErrP [21]). Note that the goal 59

position was known by the user, but it was unknown by the device. The users were 60

instructed not to move their eyes during the cursor actions, and to restrain blinks only 61

to the resting periods. The experiment duration was fixed to 500 actions performed by 62

the device, with rest intervals every 10 actions. Every time the device reached a target, 63

the target was changed to a different position, with the sequence of target positions the 64

same for all the subjects. The total length of the experiment was around 50 minutes. 65

For more details about the protocol, please refer to [18]. 66

Eight subjects (mean age 28 ± 1.55 years) participated in the experiments after 67

the protocol was approved by the Institutional Review Board of the University of 68

Zaragoza. All participants were asked to read and sign an informed consent form to 69

participate in the study. The participants were seated on a comfortable chair one 70
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Figure 1. Experimental protocol (a) Experimental protocol. The protocol showed
a 5× 5 grid with a virtual cursor (green circle) and a goal location (shadowed in red).
(b) The cursor could perform five different actions (from top to bottom, move one
position up, down, left, right, or performing a goal-reached action). (c) Correct actions
(i.e. optimal policy) from each state for the goal exemplified in (a). Extracted from [18]
with permission.

meter away from a computer screen that displayed all the information related to the 71

experiment. For the executed experiments we used an unsupervised self-calibration 72

approach (c.f. section 2.5) to simultaneously train the error-related potentials (ErrP) 73

[21] classifier and solve the task (i.e., reach the target position). The data recorded 74

during the experiments is publicly available, and can be downloaded from https: 75

//github.com/flowersteam/self_calibration_BCI_plosOne_2015. 76

2.2 Data recording and feature extraction 77

EEG signals were recorded from 16 fronto-central active electrodes using a gTec system, 78

with the ground on AFz and the reference on the left earlobe. EEG data were digitized 79

with a sampling frequency of 256 Hz, power-line notch filtered, and band-pass filtered at 80

[1, 10] Hz. The data acquisition and online processing was developed under a self-made 81

BCI platform. In this work, ErrP features were extracted from channels Fz, FCz and Cz 82

within a time window of [200, 800] ms downsampled by a factor of 8 (being 0 ms the 83

action onset), forming a vector of 57 features [17]. 84

2.3 Supervised decoding of error potentials 85

Before describing the self-calibration method for error-based control, we briefly describe 86

here the supervised approach [17,18] which will be later extended to an unsupervised 87

setting. The decoding of the EEG signals is done using a Gaussian classifier. The signals 88

are modeled using an independent multivariate normal distribution for each class (i.e. 89

correct denoted as c or error as w) [4, 22], N (µc,Σc),N (µw,Σw). θk denotes the set of 90

parameters of each class {µk,Σk} where k ∈ {c, w}. The covariance matrices Σc and 91

Σw are shrinked (λ = 0.5) to avoid overfitting when using a large number of features 92

compared to the training number of samples [23]. 93

The probability of a label given a signal is obtained using the Bayes’ rule: 94

p(l = j|e, θj) =
p(e|l = j, θj)p(l = j)∑

k=c,w p(e|l = k, θk)p(l = k)
(1)

where e represents the features extracted from the brain signal, j ∈ {c, w} is one of the 95

two classes to be decoded. As we do not have a priori knowledge on the user intended 96

assessment of the action, we assume all labels are equi-probables, i.e. ∀k, p(l = k) = 0.5. 97

In this supervised setting, an estimation of the parameters θ̂ is obtained using a set of 98

pairs of signals and labels prior to the actual use of the brain signals. 99

2.4 Error-potential based control 100

Once trained, the decoder of the previous section can be used to control a device based 101

on the user’s assessment of the behavior of the device [18]. The control task is modeled as 102

a Markov decision process (MDP). An MDP is defined by a triplet (s, a, r) where s ∈ S 103

and a ∈ A represent the states and actions, and r represents the reward. Actions modify 104

the state of the system according to the corresponding transition model p(s′ | s, a). In 105

our grid world protocol, the state represents the cell in the grid and p(s′ | s, a) is simply 106
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a deterministic transition up, down, left, right, or performing a goal-reached action from 107

the current state s according to the action a. The reward function encodes the task, in 108

our case it assigns positive reward to the goal state and zero reward to the others. Given 109

this reward function, it is possible to compute the optimal policy (i.e. a function that 110

gives you the action to execute at each state) that maximizes the accumulated reward. 111

Under the assumption that the user follows optimal policies, the ErrP detector can be 112

used to identify the user intended task ξ = t among a finite set of tasks t = 1, . . . , T . Note 113

that this assumption does not contradict the fact that we also assume a non-informative 114

a priori for the labels, as the latter will vary among optimal policies and will depend on 115

the planner. 116

The rationale of the algorithm is the following: the actions of the device that agree 117

with the optimal policy will not generate error responses, while those that do not follow 118

the policy will. This can be implemented as a recursive filter to identify the task based 119

on the signals e obtained when executing action a in state s: 120

p(ξ = t|e, s, a, θ̂) ∝ p(e|s, a, θ̂, ξ = t)p(ξ = t) (2)

where p(e|s, a, θ̂, ξ = t) needs to take into account the probability of each possible class 121

k given the target ξ = t, the current state s and the action a executed by the machine: 122

p(e|s, a, θ̂, ξ = t) =
∑

k=c,w

p(e|l = k, θ̂)p(l = k|s, a, ξ = t) (3)

The previous estimate simply assigns a higher likelihood to those tasks with whom 123

the brain signals are more coherent. Fig. 1c shows the optimal policy for a given task, 124

that is, the actions that should not generate error potentials if this is the user’s intended 125

task. The posterior distribution is then used to control the device to the most likely goal 126

using a planning algorithm or greedy heuristic (see [18] for further details). 127

2.5 Self-calibration control 128

This section presents a self-calibrated algorithm that eliminates the need of calibration 129

prior to the control task. This is a self-calibration approach since it estimates θ in 130

an unsupervised manner during operation. Self-calibration control can be achieved by 131

exploiting the structure of the task space, namely the labels that the optimal policy of 132

each task assigns to each state-action pair. These learned labels can be used to train 133

a decoder for each possible task. The remaining question is how to select among the 134

different tasks. For this purpose, we define the following pseudo-likelihood function [20]: 135

P (DM |ξ = t) ≈
M∏
i=1

p(ei|si, ai, ξ = t,D−i) (4)

=

M∏
i=1

∑
k=w,c

p(ei|l = k, ξ = t,D−i)p(l = k|si, ai, ξ = t). (5)

where DM represents the history of triplets {ai, si, ei} up to time M . The pseudo- 136

likelihood is built using a leave-one-out cross-validation strategy to evaluate the likelihood 137

p(ei|si, ai, ξ = t,D−i) of each signal ei based on a model learned with all the other signals 138

and corresponding actions and states denoted by D−i. For a given target hypothesis ξ = t, 139

the labels associated to the signals in D−i can be estimated (i.e. p(l = k|si, ai, ξ = t)), 140

enabling the training of a target-specific classifier for each task ξ = t. In a nutshell, 141

Eq. 5 assigns higher likelihood to tasks in which their optimal policies match the 142

labels predicted with the model learned with D−i. As detailed in [20], the underlying 143
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assumption is that the subject is coherent throughout the experiment, providing similar 144

signals for the same set of labels. 145

The pseudo-likelihood is computed from two terms. p(l = k|si, ai, ξ = t) represents 146

the probability distributions of the labels according to a task, the executed action, 147

and the current state. This term only depends on what action is correct at each state 148

according to task ξ = t. 149

The other term, p(ei|l = k, ξ = t,D−i), represents the likelihood of the signal given 150

the label provided by the task and the previous history. In principle, one could use 151

directly the same likelihood model as in Eq. 3, with θ estimated from D−i. However, 152

such a model results in very fast convergence and a high sensitivity to outliers (e.g. 153

incorrect assessments by the user). In order to improve the robustness of the method, 154

we propose to marginalize out θ using a non-informative (Jeffrey’s) prior (see [24], page 155

88). The resulting likelihood function is a t-student distribution with heavier tails: 156

p(e|l = k, ξ = t,D−i) = tn−d

(
e|µk,

Σk(n+ 1)

n(n− d)

)
(6)

where µk and Σk are the corresponding empirical mean and covariance matrix, n is 157

the number of signals, and d is the dimensionality of a signal feature vector. 158

As in the calibrated case, the device can use the task estimates to select the next 159

action greedily according to the corresponding optimal policy [18]. However, this strategy 160

is prone to fail during the initial stages due to the large uncertainty introduced by the 161

lack of calibration. To alleviate this difficulty, we incorporate this uncertainty in the 162

decision making and use a look-ahead planning based on [20]. 163

Unlike the calibrated case, we do not only have uncertainty on the tasks but also 164

on the signal models. Indeed, each task is associated with a different set of signal-label 165

pairs leading to a different classifier. Hence our agent must collect data to discriminate 166

between tasks but also to understand the structure of the signal in the feature space. 167

These two sources of uncertainty can be unified as a measure of uncertainty on the signal 168

space, as described in [19], which can be approximated on the label space through a 169

sampling procedure [20]. 170

The agent will then target areas of higher uncertainty, to reduce it by collecting more 171

evidence in these areas. To do so, the uncertainty is computed for each state-action pair 172

and used as a reward function to be maximized by the agent (using value iteration [25]). 173

The system follows the optimal policy for this reward function and switches to a pure 174

exploitation of the task, ignoring the uncertainty, after reaching the desired confidence 175

level (see section 2.6.2). 176

2.6 Practicalities 177

We now describe some implementation details that were used in the experimental 178

evaluation of the method. The code is available under a GNU GPL license and can be 179

found at https://github.com/jgrizou/lfui. 180

2.6.1 Power information 181

One critical difficulty of learning from unlabeled signals is for cases where the signals 182

can be interpreted in a symmetric way. In other words, it is possible to obtain the same 183

likelihood by switching the labels. Such misinterpretation is possible in environments 184

with symmetric properties (see [20] for reaching tasks and [13, 14] for a speller). For 185

the domain of our experiments the symmetries can be disambiguated using the goal 186

reached action, but, in general, symmetric tasks (e.g. opposite corners) will be hard to 187

discriminate and might produce an inconsistent agent behavior. 188
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Prior information about the differences in power between correct and error signals can 189

be used to increase the robustness of the method – helping to remove world symmetries 190

(e.g. equal likelihood for models with symmetric labels). In single trial classification 191

power spectral information results in lower performance than temporal features, but 192

their combination produces more robust detectors [26]. However, in our case it is possible 193

to exploit the fact that EEG signals associated to the error class have on average higher 194

power than the ones associated to the correct class. 195

This information is added to the pseudo-likelihood model of Eq. 5 as follows. The 196

average power information of each class is computed as the weighted mean of the signals’ 197

power. The weights are the probabilities of the label given the signal and the class 198

parameters 199

pk(ξ = t) =

∑M
i=1 p(l = k|ei, θk) eTi ei∑M

i=1 p(l = k|ei, θk)
. (7)

with θk the corresponding parameters of each class k, and the power computed as 200

the inner product of ei. The pseudo-likelihood is multiplied by the ratio of the power 201

associated to the error class over the power of the correct class: 202

P̄ (DM |ξ = t) = P (DM |ξ = t)
pw(ξ = t)

pc(ξ = t)
, (8)

which assigns, given two symmetric labeling, higher probability to the one where the 203

average power of error signals is larger. 204

2.6.2 Identifying the goal 205

A practical issue when running this algorithm is to decide when the task has been 206

successfully identified. This decision has to take into account the uncertainty about 207

the task. We use a thresholding method and define as W t the minimum of pairwise 208

normalized likelihood between tasks ξ = t and all other tasks: 209

W t = min
x ∈ 1,...,Tr{t}

P (DM |θ, ξ = t)

P (DM |θ, ξ = t) + P (DM |θ, ξ = x)
(9)

When it exists a task ξ = t such that W t exceeds a threshold β ∈ [0.5, 1] we consider 210

that it is the one the subject has in mind. 211

Once a task is identified with confidence, the device switches to a greedy policy 212

following the optimal one to reach the estimated goal. Once there, it starts a new task. 213

At this point the device can use the ErrP signals of the previous task as prior information. 214

Indeed, it assigns to the signals the labels of the optimal policy of the identified task. 215

Note that this prior information is used by the device for all the subsequent error 216

potentials and it results on faster task identification since the classifier parameters are 217

better estimated from the beginning [20]. In fact, when tasks are correctly identified, 218

the resulting classifier is equivalent to a calibrated one trained with a similar number of 219

ErrP signals. 220

2.7 Self-calibration control analysis 221

Firstly, the recorded potentials during the online experiment were studied to assess 222

whether their characterization was similar to those obtained in previous works. Notice 223

that, contrary to classical calibration approaches where the error ratio remained fixed 224

[17,18], the error ratio in our approach could not be fixed due to the exploration algorithm 225

PLOS 6/13



and the unsupervised nature of the problem. For this analysis, signals for each condition 226

(error and correct movements performed by the device) were grand averaged for the time 227

window [−200, 1000] ms, where 0 ms represents the action onset. 228

Secondly, the self-calibration online task was analyzed with the following metrics: 229

number of steps to reach the first target; total number of (incorrect or correct) targets 230

reached during the whole experiment (500 steps) and number of correct and incorrect 231

targets reached. To evaluate the learning progress during the first target, the instanta- 232

neous error rate was computed as a moving average over the last 10 actions. Finally, 233

we compared the quality of the labels acquired by the self-calibration approach with 234

the one that would be obtained using a supervised calibration method. Note that, 235

when the device reaches an incorrect target, some signals are incorrectly labeled (those 236

corresponding to states whose optimal action differ from the intended target). To this 237

end, we computed the percentage of labels estimated correctly by the self-calibration 238

approach and the ten-fold accuracy obtained using these labels, and compared it to the 239

ten-fold accuracy obtained with ground-truth labels. 240

Thirdly, the proposed approach was compared with standard calibration procedures. 241

In order to perform this comparison, the important factors to analyze are the quality of 242

the signals acquired, and the labels quality learned from the self-calibration procedure. 243

In principle, if both the signals acquired and labels learned are equivalent to those of a 244

standard calibration, the performance of the system should also be equivalent. To this 245

end, we took advantage of the overlap of three subjects between the current work and 246

our previous work where the protocol was the same but following a classical supervised 247

calibration [18]. For this analysis, we compared first the quality of the EEG signals in 248

terms of grand averages (error minus correct grand averages); as well as the accuracies 249

obtained during the online control phase following the standard calibration versus the 250

accuracy obtained during the self-calibration session. 251

Finally, we performed an offline analysis to compare the self-calibration online results 252

with a standard calibration using the same signals acquired during the online experiment. 253

The number of calibration trials required for each subject was estimated by splitting 254

the dataset into a training set formed by 300 trials, and a test set composed of the 255

remaining ones (200). Then, a classifier was trained using an incremental number of 256

trials from the training set and evaluated on the test set. This process was repeated ten 257

times shuffling the order of the trials. The number of trials required for calibration was 258

selected as the one for which the accuracy reached a plateau for at least five consecutive 259

trials. Once a classifier was trained using the computed number of trials, the ErrP-based 260

control algorithm (see subsection 2.4) was run using the remaining data available. These 261

simulations were run 100 times for each subject to extract the task metrics comparable 262

to those obtained in the self-calibration approach (number of steps needed to reach first 263

target and number of reached targets). 264

3 Results 265

3.1 EEG results 266

Fig. 2 shows the grand-averaged signals obtained during the online experiments. Error 267

and correct assessments generated different evoked responses posterior to the device 268

actions. The difference between error and correct potentials appeared on fronto-central 269

locations at around 400 and 600 ms, where the error potential exhibited significantly 270

larger positive and negative peaks respectively (unpaired t-tests, p< 1 · 10−6). These 271

evoked responses were in line with previous experiments using error potentials [17,18]. 272
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Figure 2. Grand-averaged signals for Fz, FCz and CPz channels. Red and
blue lines represent averaged signals for the error and correct conditions respectively,
where the movement onset is marked as time 0 ms. Statistical differences (unpaired
t-tests, p-values< 1 · 10−6) between error and correct averages are marked by shadowed
areas.

Table 1. Task results

Online self-calibration Simulated standard calibration

Subject Calib. trials Steps 1st #Correct #Incorrect Calib. trials Steps 1st #Correct #Incorrect

S1 0 101 16 2 213 239.71 ± 9.2 10.33 ± 1.48 0.14 ± 0.38
S2 0 131 9 1 246 286.73 ± 14.75 5.50 ± 0.93 0.03 ± 0.22
S3 0 265 3 1 190 323.67 ± 56.32 1.78 ± 0.76 0.01 ± 0.10
S4 0 232 2 2 101 336.98 ± 75.50 0.59 ± 0.71 0.10 ± 0.33
S5 0 132 5 3 234 317.68 ± 24.85 2.60 ± 0.83 0.02 ± 0.14
S6 0 142 10 0 300 340.31 ± 15.08 4.62 ± 0.81 0.09 ± 0.29
S7 0 79 4 3 82 310.24 ± 103.64 0.48 ± 0.82 0.36 ± 0.66
S8 0 240 6 0 252 290.47 ± 12.7 5.91 ± 0.70 0.05 ± 0.22

mean 0.00 165.25 6.88 1.50 202.25 305.72 ± 32.97 3.97 ± 3.32 0.10 ± 0.11

3.2 Online self-calibration results 273

Table 1, left shows the results obtained during the online experiments. On average, users 274

were able to reach 6.88 correct targets in the 500 steps of the experiment. However, 275

users also reached an average of 1.50 incorrect targets, significantly greater than zero 276

(one-sample t-test, t7 = 3.55, p = 0.009). Whereas users needed 165 steps on average to 277

reach the first target, subsequent targets were reached after 60 ± 24 steps on average 278

across subjects. Note that the first target needed a substantially larger amount of data 279

to converge due to the uncertainty not only on the target to reach, but also on the 280

decoder of brain signals. 281

Fig. 3 shows the evolution of the ratio of errors within the last ten movements of the 282

device until reaching the first target. The results for each subject show a clear decreasing 283

trend in the percentage of errors significant for all the subjects (p < 0.001) with an 284

average correlation of r = 0.57 ± 0.17. Expectedly, these results show that the error 285

rate was variable throughout the experiment. Nonetheless, the negative tendency also 286

indicated that the system was able to iteratively learn the task even for the first target 287

using completely unsupervised data. Regarding the labels quality, Fig. 4a shows the 288

ten-fold accuracy obtained with the ground truth labels, compared against the percentage 289

of labels correctly learned by the self-calibration protocol. The results show an almost 290

significant correlation between the two variables (r = 0.69, p = 0.06). Nonetheless, the 291

ratio of labels correctly assigned was always higher than 90%, indicating that even for 292

subjects with low accuracies (< 60%), most of the labels are correctly estimated. Fig. 293

4b shows the ten-fold accuracy obtained with ground truth labels versus the accuracy 294

obtained with the labels estimated from self-calibration. Interestingly, there seemed to 295

be two clusters of subjects: those who were not affected by the labeling quality composed 296

of five subjects with very similar accuracies to the ones obtained with ground truth 297

labels, even when not all the labels were correctly assigned; and other subjects where the 298

labeling of the self-calibration approach affected the separability of the data acquired 299

with a decrease of 8.41% of accuracy on average. 300

Figure 3. Percentage of errors performed by the device during the last 10
trials, as a function of the number of trials (only during the first target). Additionally,
the tendency line and the correlation value are also shown.
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Figure 4. Learned labels quality. (a) Ten-fold accuracy using the ground-truth
labels (x-axis) vs percentage of the labels correctly learned by the self-calibration
protocol (y-axis), together with the tendency line, where each red dot represents one
subject. (b) Ten-fold accuracy using the ground-truth labels (x-axis) compared against
the ten-fold accuracy using the labels learned by the self-calibration approach (y-axis).
Each dot represents one subject, whereas the ellipsoid represents the uncertainty
computed from the ten-fold accuracies. Every dot below (above) the dashed line implies
that the self-calibration approach had worse (better) accuracies than the ground-truth
labels.

3.3 Comparison with standard calibration 301

Fig. 5 shows the comparison with the results obtained in our previous work (see [18]) in 302

terms of EEG signal and classification performance, based on the subjects that followed 303

both calibration approaches (standard calibration and self-calibration). Regarding the 304

grand-averaged signals (Fig. 5a), no substantial differences were found on the difference 305

potential, with only slight variations in the amplitude of the peaks. Despite small 306

variations of around 20 ms were found in the peak latencies, these values are below our 307

current event synchronization resolution of 62.50 ms, and thus were mainly due to noise. 308

Similarly, the accuracies obtained during the online task (Fig. 5b) following the two 309

calibrations was significantly similar (Bonferroni-corrected unpaired t-test, p > 0.1), 310

demonstrating that the self-calibration approach did not result in a decrease in the 311

classification performance. Furthermore, the performance of the self-calibration was 312

slightly higher than that of the standard calibration, probably due to a learning effect on 313

the user side. Fig. 5b also shows the number of calibration trials needed for each subject, 314

an average of 417 trials. In the same number of trials, the zero-calibration approach 315

allow to reach an average of 8±1 targets, and thus perform the reaching task much more 316

efficiently. 317

Figure 5. Signal and accuracy comparison with standard calibration. (a)
Difference average (error minus correct grand averages) at channel FCz for the 3
subjects that performed the standard calibration and self-calibration protocols. (b)
Online mean classification accuracy (± std) of the three subjects after following each
calibration procedure, together with the number of calibration trials used for training in
the standard calibration approach.

Regarding the simulation results, Fig. 6 shows the simulated training accuracies 318

for each subject. As can be seen, the accuracies varied substantially from subject to 319

subject, with a mean performance of 68.40%± 6.69. Nonetheless, the accuracy reached 320

a plateau for all of them, where the mean number of calibration trials to reach this 321

point was of 202 ± 75. This analysis served to run the simulations of an ErrP-based 322

control using a supervised calibration (see Table 1, right). In this case, the number 323

of correctly reached targets was significantly worse than the self-calibration approach 324

(paired t-test, t7 = −3.67, p = 0.008). The number of steps to reach the first target was 325

also significantly worse than the steps following self-calibration (t7 = −6.08, p = 0.001). 326

Notice that for the standard calibration the number of steps to reach the first target 327

include those steps used for supervised calibration. We can further compare the number 328

of steps during self-calibration with the number of calibration trials. In principle, it 329

would seem reasonable that, for those subjects needing more calibration trials, the 330

self-calibration approach might need more trials to reach the first target. However, this 331

hypothesis was falsified and no correlation was found (r = 0.02, p = 0.97). 332
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Figure 6. Accuracy from simulated standard calibration. Simulated
calibration represented as accuracies computed by increasing the number of trials of the
training dataset (x-axis) and testing the classifier with a fixed test set of 200 trials. In
order to have a confidence measure (shadowed areas), this procedure was repeated 10
times while shuffling the data. The horizontal solid line represents the accuracy plateau
(also shown above the line), whereas the dashed vertical line shows the number of trials
needed to reach the plateau.

4 Discussion 333

This paper presented an online study where eight subjects controlled a cursor using 334

EEG error-related potentials with a self calibration of the decoder. All the subjects 335

performed an online experiment, where the task (i.e. reaching a target position) and 336

the classification parameters were learned in parallel, in an unsupervised way and 337

transparent to the user. The results showed how both task and classifier could be 338

learned, outperforming standard calibration times in terms of whole execution time of 339

the experiment. 340

The calibration phase is indeed one of the main limitations of current BCI approaches, 341

as they strongly limit the usability of these systems and their applications in out-of-the- 342

lab conditions [1]. Despite recent approaches having demonstrated that it is possible 343

to greatly reduce the calibration time, only a few works have succeeded in removing 344

this phase. As stated in the introduction, Kindermans et al. exploited the multiple 345

repetitions of P300 stimuli and context information of the task to have a zero-calibration 346

P300 approach [13, 14]. Specifically, they exploited different particularities of a P300 347

speller: first, that among the multiple stimulations, only one event out of six encoded a 348

P300 potential in the speller paradigm (i.e. a fixed P300 ratio); second, the multiple 349

repetitions needed to increase the signal-to-noise ratio of the signal; and third, the ability 350

of rolling back and re-learning classifiers thanks to language models. Indeed, in the P300 351

speller problem only one row and one column should elicit a P300 response when flashed. 352

Compared with their approach, we could not exploit these constraints, and thus our only 353

constraint was that of having a finite number of reaching positions. As a result, we also 354

needed to add an intelligent planning and exploration algorithm whose objective was to 355

acquire data that maximized the difference between confounded targets (see [19,20] for 356

details on the exploration algorithms and implementation). 357

Comparisons with the standard calibration procedure illustrate the advantages of 358

such an adaptive system. First, it is possible to start the operation of the device from the 359

very beginning, allowing to perform the task more efficiently (see Table 1). Second, the 360

obtained accuracies are as good than those obtained with a calibration procedure (see 361

Figs. 4 and 5). Therefore, there is not an expected loss of performance in the long term. 362

Third, there is no need for expert supervision or ad-hoc stopping criterion during the 363

self-calibration process (e.g. number of required trials, time or performance constraints) 364

as the system adapts automatically to the user specific behavior. 365

Notice, however, that an important difference between a standard calibration and 366

self-calibration is the uncontrolled ratio of error vs correct trials. Indeed, it is common in 367

the literature that ErrP calibrations follow fixed ratios between 20% or 30% [17,18]. Even 368

though the use of ErrP in practical applications cannot assure a stationary percentage of 369

errors, this ratio has empirically shown to generate more distinguishable EEG patterns 370

and better accuracies [17]. As our planning method cannot guarantee the same agent 371

behavior than during a typical calibration phase, the quality of the signals generated by 372

the users might be affected, with strong variations in the error rate from random behaviors 373

(80% of errors) to close to optimal behaviors (below 10%), see Fig. 3. Nonetheless, as 374

shown in Fig. 5, we did not find any substantial differences neither at the signal level 375
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nor at the classification level between standard calibration (with a fixed rate of 30%) 376

and our proposed self-calibration. However, these results have to be taken carefully, as 377

the number of subjects was not enough to draw any definite conclusion and thus further 378

tests will be required. 379

Although the unsupervised approach attains similar results in terms of accuracy, 380

and insignificantly different grand average signals when compared to those obtained 381

using supervised calibration (see Fig. 5), simulations showed differences in performance 382

namely between the number of incorrect targets (see Table 1). There are several plausible 383

explanations for the larger number of wrong targets during self-calibration. First, initial 384

targets do not use a stable classifier and, consequently, it is more probable to misclassify 385

some signals leading to a different target from the intended one. Second, self-calibration 386

also reaches more targets and has more chances to fail. Third, there is no difference 387

between calibration and control phases which may also induce some confusion on the 388

users since the device sometimes aims to reduce its uncertainty on the signals instead 389

of progressing towards the goal. Future work is required to understand the impact of 390

each of these possible reasons and, if possible, to derive a strategy that minimizes wrong 391

targets. 392

Another influential limitation of the proposed approach is that, with the current 393

algorithm implementation, the users cannot (or should not) switch the desired target 394

during one reaching operation. Under this circumstance, the system could be affected 395

in two ways depending on the relative distance between targets or number of switches 396

among others: first, it could increase the convergence time exponentially; and second, 397

it may severely affect the labeling quality obtained once the system converges to one 398

target. As a possible solution, a target reset function could be implemented by explicitly 399

modeling two possible target locations instead of one. Nonetheless, further work will be 400

needed to understand the impact that this target switches may have on the proposed 401

system and its usability. 402

An important aspect of the proposed approach is that not only it serves as a calibration 403

system from scratch, but may serve as well as a procedure that can constantly adapt to 404

the user signals reducing the effect of possible non-stationarities. Thus, the proposed 405

approach could serve as a complement rather than an alternative to standard calibration 406

approaches. For instance, the self-calibration algorithm could be run after a standard 407

calibration of few minutes where the user gets accustomed to the protocol and data can 408

be recorded in a supervised manner. In fact, the results showed how several subjects 409

(bottom left subjects in Fig. 4b) were affected by the self-calibration, and thus might 410

have benefited from a supervised warm-up period. 411

An avenue for future research is how to exploit constraints to develop self-calibration 412

BCIs for other tasks or brain signals. On one hand and regarding the control signals, 413

there have been numerous works in the invasive and non-invasive community showing 414

how it is possible to control devices for reaching tasks (e.g. motor rhythms [27], slow- 415

cortical potentials [28] or electrocorticography [29]). We postulate that, as long as there 416

is a finite number of possible targets to reach, our self-calibration approach could be 417

applicable. This idea was partially followed by the invasive community [15,16], where 418

they studied how to minimize calibration in a center-out reaching task assuming that 419

reaching a target should be done in a straight line. We believe that it would be possible 420

to further extend the algorithm to deal with unknown targets in such scenarios. On the 421

other hand, the use of our proposed self-calibration approach on other BCI tasks solely 422

depends on the existence of task constraints that can be used to model all the possible 423

outcomes of the executed task. These further studies may confirm the usability of the 424

proposed self-calibration approach, improving this way the usability of BCI systems for 425

out-of-the-lab applications. 426
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8. Fazli S, Popescu F, Danóczy M, Blankertz B, Müller KR, et al. (2009) Subject- 446

independent mental state classification in single trials. Neural Netw 22: 1305–1312. 447

9. Iturrate I, Montesano L, Chavarriaga R, Millán JdR, Minguez J (2011) Minimizing 448

calibration time using inter-subject information of single-trial recognition of error 449

potentials in brain-computer interfaces. In: Conf Proc IEEE Eng Med Biol Soc 450

(EMBC). pp. 6369–6372. 451

10. Faller J, Vidaurre C, Solis-Escalante T, Neuper C, Scherer R (2012) Autocalibra- 452

tion and recurrent adaptation: Towards a plug and play online ERD-BCI. IEEE 453

Trans Neural Syst Rehabil Eng 20: 313–319. 454

11. Lotte F, Guan C (2010) Learning from other subjects helps reducing brain- 455

computer interface calibration time. In: Proc IEEE Int Conf Acoust Speech Signal 456

Process. pp. 614–617. 457

12. Lotte F (2011) Generating Artificial EEG Signals To Reduce BCI Calibration 458

Time. In: 5th International Brain-Computer Interface Workshop. Graz, Austria, 459

pp. 176-179. 460

13. Kindermans PJ, Verstraeten D, Schrauwen B (2012) A bayesian model for exploit- 461

ing application constraints to enable unsupervised training of a P300-based BCI. 462

PloS one 7: e33758. 463

14. Kindermans PJ, Schreuder M, Schrauwen B, Müller KR, Tangermann M (2014) 464

True zero-training brain-computer interfacing–an online study. PloS one 9: 465

e102504. 466

15. Orsborn A, Dangi S, Moorman H, Carmena J (2012) Closed-loop decoder adapta- 467

tion on intermediate time-scales facilitates rapid bmi performance improvements 468

independent of decoder initialization conditions. Neural Systems and Rehabilita- 469

tion Engineering, IEEE Transactions on 20: 468-477. 470

PLOS 12/13



16. Orsborn A, Moorman H, Overduin SA, Shanechi MM, Dimitrov DF, et al. (2014) 471

Closed-loop decoder adaptation shapes neural plasticity for skillful neuroprosthetic 472

control. Neuron 82: 1380–1393. 473

17. Chavarriaga R, Millán JdR (2010) Learning from EEG error-related potentials in 474

noninvasive brain-computer interfaces. IEEE Trans Neural Syst Rehabil Eng 18: 475

381-388. 476

18. Iturrate I, Montesano L, Minguez J (2013) Shared-control brain-computer interface 477

for a two dimensional reaching task using EEG error-related potentials. In: Conf 478

Proc IEEE Eng Med Biol Soc (EMBC). IEEE, pp. 5258–5262. 479

19. Grizou J, Iturrate I, Montesano L, Oudeyer PY, Lopes M (2014) Calibration-Free 480

BCI Based Control. Proc Conf AAAI Artif Intell : 1213-1220. 481

20. Grizou J, Iturrate I, Montesano L, Oudeyer PY, Lopes M (2014) Interactive 482

learning from unlabeled instructions. In: Proc Uncertain Artif Intell (UAI). pp. 483

290-299. 484

21. Chavarriaga R, Sobolewski A, Millán JdR (2014) Errare machinale est: The use 485

of error-related potentials in brain-machine interfaces. Front Neurosci 8: 208. 486

22. Lotte F, Congedo M, Lécuyer A, Lamarche F, Arnaldi B, et al. (2007) A review 487

of classification algorithms for EEG-based brain–computer interfaces. J Neural 488

Eng 4: R1. 489

23. Ledoit O, Wolf M (2004) Honey, I shrunk the sample covariance matrix. The 490

Journal of Portfolio Management 30: 110–119. 491

24. Gelman A, Carlin JB, Stern HS, Rubin DB (2003) Bayesian data analysis. CRC 492

press. 493

25. Barto A, Sutton RS (1998) Reinforcement learning: An introduction. MIT press. 494

26. Omedes J, Iturrate I, Montesano L, Minguez J (2013) Using frequency-domain 495

features for the generalization of eeg error-related potentials among different tasks. 496

In: Conf Proc IEEE Eng Med Biol Soc (EMBC). IEEE, pp. 5263–5266. 497

27. McFarland DJ, Sarnacki WA, Wolpaw JR (2010) Electroencephalographic (EEG) 498

control of three-dimensional movement. J Neural Eng 7: 036007. 499

28. Birbaumer N, Ghanayim N, Hinterberger T, Iversen I, Kotchoubey B, et al. (1999) 500

A spelling device for the paralysed. Nature 398: 297–298. 501

29. Schalk G, Miller K, Anderson N, Wilson J, Smyth M, et al. (2008) Two-dimensional 502

movement control using electrocorticographic signals in humans. J Neural Eng 5: 503

75. 504

Acknowledgments 505

The authors would like to thank R. Chavarriaga, A. Sobolewski and J.d.R. Millán for 506

their comments and help. 507

PLOS 13/13


	Introduction
	Methods
	Experimental Protocol
	Data recording and feature extraction
	Supervised decoding of error potentials
	Error-potential based control
	Self-calibration control
	Practicalities
	Power information
	Identifying the goal

	Self-calibration control analysis

	Results
	EEG results
	Online self-calibration results
	Comparison with standard calibration

	Discussion

