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Abstract. This paper presents preliminary work on the definition of a
general framework for handling quantified formulas in SMT solving. Its
focus is on the derivation of instances conflicting with a ground context,
redefining the approach introduced in [IT]. An enhanced version of the
classical congruence closure algorithm, able to handle free variables, is
presented.

1 Introduction

SMT solvers (see [3] for a general presentation of SMT) are extremely efficient
at handling large ground formulas with interpreted symbols, but they still strug-
gle to manage quantified formulas. Quantified first-order logic is best handled
with resolution-based theorem proving [I0]. Although there are first attempts to
unify SMT and resolution [8], the main approach used in SMT is still instan-
tiation: quantified formulas are freed from quantifiers and are refuted with the
help of decision procedures for ground formulas. Even though such techniques as
E-matching [6] and model based quantifier instantiation (MBQI) [7] have been
used successfully in state-of-the-art solvers, there are still far more instances pro-
duced than would actually be needed. Reynolds et al. [11] present an alternative
approach: instances are generated such that they are conflicting, by construc-
tion, with the ground context produced by the solver. This provides a strong
advantage due to its finer instantiation guideline: less instances are needed to
prove a formula unsatisfiable, as their experimentation data indicates.

Since their method is restricted to problems in pure first-order logic with
equality, it has strong reminiscence of the (non-simultaneous) rigid F-unification
problem. Unifying two expressions with free variables modulo a set of equations
is equivalent, as shown in [I2], to finding instances conflicting with a ground con-
text. In this preliminary work we try to exploit this relation while revisiting the
technique: defining an enhanced version of the classic congruence closure proce-
dure capable of handling free variables unification accordingly. We aim for a bet-
ter integration of ground conflicting instance generation and F-matching tech-
niques within core SMT algorithms (namely the congruence closure decision
procedure), with MBQI being used as last resort.



2 Notations and basic definitions

We recall here some usual notions of first-order logic. For simplicity, we work in
mono-sorted (in contrast to many-sorted) languages. A first-order language is a
tuple . = (X, P, F) where X, P and F are enumerable sets of variable, predicate
and function symbols, respectively. Every function and predicate symbol has an
arity. Nullary functions and predicates are called constants and propositions,
respectively. Formulas and terms are generated by

tu=a| ft,...,1) pu=txt|plt,...,t) | o |leVe|Vr...zhe

in which z,21,...,z, € X, p € P and f € F. The symbol = stands for equality.
We will mostly work in predicate-free languages. The usual conventions for dise-
quality, existential quantification and connectives are assumed. In particular we
use A for conjunction. The terms in a formula ¢ are denoted by T¥. Atoms are
formulas of the form ¢ ~ ¢ and p(¢,...,t). A literal is an atom or its negation.
A subformula appears positively (resp. negatively) in ¢ iff it is under an even
(resp. odd) number of negations. A subformula Vi ...z, .0 of ¢ is weakly (resp.
strongly) quantified iff it appears positively (resp. negatively) in ¢. A formula is
in Skolem form iff it has no strong quantifiers.

Whenever convenient, an enumeration of symbols s1,...,s, will be repre-
sented as s. Analogously, an enumeration of binary operations sy op t1,...,S, op
t, is represented as s op t.

Terms and formulas without variables are denoted ground. Free and bound
variables are defined in the usual way. A substitution is a function from vari-
ables to terms such that o = {x +— t} maps each variable x; € x into the
term ¢; € t and every other variable not in x to itself. o (resp. to) denotes
the recursive application of ¢ in the structure of the formula (resp. term) in
a capture-avoiding way, while not substituting bound variables. The domain
of o is the set dom(c) = {x | © € X and zo # z}, while the range of o is
ran(o) = {xo | © € dom(0)}. o is a ground substitution iff every term in ran(o)
is ground. The composition of two substitutions o7 and o3 is defined such that
o100y = {x — (x02)o1 | x € X}. It is commutative for ground substitution,
that is, everywhere in this text. A formula 1 is an instance of a formula o iff
there is a substitution o such that ¢, = ¥s0.

An interpretation is represented as a tuple M = (D,Z,V), in which D is
a non-empty domain; Z is a function mapping each function symbol f to a
function fZ : D; X --- x D, — D and each predicate symbol p to a predicate
pt Dy x---xD, — {T,L}; Vis a valuation assigning an element of D to every
variable. M assigns a value in D to every term ¢, denoted [t]™, and a truth value
(T, L) to every formula ¢, denoted [p]™, through the usual recursive definition.
M satisfies p, written M |= ¢, iff [p]" = T, in which case M is a model of ¢.
@ is satisfiable iff it has a model. It is unsatisfiable otherwise. A set of formulas
I" entails a set of formulas A, written I' = A, iff all interpretations satisfying
every o € I also satisfy every ¢ € A.

An interpretation M propositionally (resp. groundly) satisfies @, written
M EP ¢ (resp. M 2 ), iff it is a model of its propositional (resp. ground)



abstraction, which is a propositional (resp. ground) formula where every non-
propositional atom (resp. quantified subformula) is mapped into a fresh propo-
sitional symbol. These notions carry out accordingly to other definitions.

3 Congruence Closure with Free Variables

Modern SMT solvers handle quantified formulas using instantiation. That is,
while checking the satisfiability of a formula ¢ in a theory 7T, the ground ab-
straction of the formula is given to the ground SMT solver, which provides a
groundly T-satisfiable set of literals. These abstracted literals correspond to
(concrete) ground literals £ and quantiﬁecﬂ formulas Q, with LU Q = ¢. If
L UQ is T-satisfiable, then so is . This satisfiability check could be done by a
model finder. As in [I1] we focus here on the problem of finding instances from Q
that groundly refute £. Repeatedly adding such instances conjunctively to the
original formula, combined with MBQI [7], provides a practical and powerful
procedure to deal with unsatisfiable formulas in SMT. We believe that better in-
tegrating ground conflicting instance generation [T1] and MBQI within the core
SMT algorithm will generate new heuristics and ideas for a layered approach to
quantifier handling.

It is assumed, for simplicity, that £ contains only equality literals and that
each formula in @Q is of the form Vx.1, where v is quantifier-free and consists
of a single clause of non-ground equality literals. We further assume that 7
is the empty theory, that is, we work in pure first-order logic with equality.
Since any unsatisfiable formula in pure first-order logic is also unsatisfiable in
any theory, the techniques here can also be seen as an incomplete algorithm for
SMT, whatever the background theories.

Problem description Given some formula Vx.1) € Q, if there exists a substitution
o such that £ | -0, then, by Lemma there is a ground substitution ¢’ such
that ran(o’) C T*. Such a substitution refutes £ and is called ground conflicting.

As shown in [12], computing a ground conflicting substitution is equivalent
to solving a non-simultaneous rigid E-unification problem. Therefore it becomes
the problem of finding a conjunctive set X' of equalities z ~ ¢ (z € FV(¢) and
t € TF) such that £ = — A X, each variable occurring at most once in X. Since
this is a ground problem, classical SMT solving tools, i.e., Congruence Closure
(see e.g. [9]) can be adapted to solve it: unification of free variables must be
handled, associating variables in FV (%) to ground terms already occurring in L.

Lemma 1. Consider a ground formula ¢ and a formula i with free variables. If
there exists a substitution o such that ¢ |= 1o, then there is a ground substitution
o' such that ¢ |= o' and ran(c’) C T?.

! Assuming ¢ is Skolemized, we can safely assume Q only contains weakly quantified
formulas.



Proof. Let M be model of ¢ such that its domain elements are the interpretation
of terms in T¥. Since ¢ | o, M is a also a model of ¥o. Therefore, for each
variable © € dom(c) there is a term t € T¥ such that [ro]M = [{]". Thus,
a substitution o/ = {z +— t | 2 € dom(0),t € T?, [vo]M = [t]M} fulfills the
desired condition.

Algorithm CCFV

The CCFYV procedure shown in Figure [I| derives, if any, a ground substitution
o such that £ A @o is unsatisfiable. It computes a sequence of substitutions
09, ..,0% such that, for =¢p =13 A--- Alg,

00 =5 0,-1 Co; and L | lo;
which guarantees that £ | —voy.

Ezample 1. Consider a set of literals £ = {f(c) = a, f(a) = b, f(a) % f(b)} and
a quantified formula Vry,ze. (f(x1) % a V f(x2) & b). Successively evaluating
- = (f(x1) = anf(zz) # b) yields o1 = {x1 — ¢} such that £ = (f(z1) = a)o
and o3 = {x1 — ¢, z2 — b} such that £ = (f(z2) % b)oa. Therefore 0 = 05 is a
ground conflicting substitution, since £ A 1o is groundly unsatisfiable.

Preliminaries € and ® are initially, respectively, the set of equalities and of
disequalities in L.

Given a term s € T#Y{¥} [s] denotes the congruence class of s in the parti-
tion of TY1¥} induced by €, i.e., [s] = {t | t € T?Y{¥} ¢ |= s ~ t}. Operations
on substitutions are performed modulo the current partition, so that, e.g., 0 C¢ o
iff, for every x € dom(f), € = xo = x0, rather than requiring xo = x6.

Ay denotes the set of unfeasible substitutions, i.e., d €¢ Ay iff there is no o
such that 6 C¢ o and £ | —wpo. Tt is initially empty.

SEL denotes a function mapping variables to themselves or ground terms,
such that SEL(x) = z iff [z] contains no ground terms, otherwise SEL(z) is some
ground term ¢ € [z].

Algorithm The current instantiation in € is obtained depending on the congru-
ence classes of x containing ground terms or not. Thus {x — SEL(z) | z € x}
denotes the current instantiation in €.

For each [ € =), the procedure HANDLE checks its consistency w.r.t. € U®. If
they are incompatible then the current instantiation is unfeasible, which triggers
its addition to Ay and backtracking. Otherwise it tries to extend the current
instantiation to some o, not in Ay, for which £ |= lo. If it fails to do so, then
again the current instantiation is unfeasible. If every literal in —) is asserted
successfully, the current instantiation represents a conflicting substitution and
is outputed by CCFV. On the other hand, if @ is added to Ay, there is no o
such that £ = —wo. So the procedure terminates without producing a ground
conflicting substitution.



proc CCFV (L, )

1 C{srt|smteLl}; D+ {s#Et|s#teLl}; A+ o // Init
2 foreach | € 1) do
3 if not(HANDLE(C, D, Ay,l)) then
4 Ay +— Ax U {{z — SEL(z) | z € x}}
5 if @ € A, then return @ // No o s.t. L} o
6 RESET(C, D, ) // Backtracking
7 | return {z — SEL(z) | z € x} /!l LE o
proc HANDLE(C, D, Ay, 1)
8 match [ :
9 UV
10 if CUD | u % v then return L // Checks consistency
11 ¢+ cU{urnv} // Updates €UD
12 uFgv:
13 if ¢ Eu ~ v then return |
14 D+ DU {uv}
15 0 < {z — SEL(z) | z € X'} // Current instantiation
16 A+ (UNIFY 6 1) \e Ax // LElo, for every g € A
17 if A # @ then
18 let c € Ain
19 | €+ CUU,caomo) fz = 20}
20 return T
21 return L

Fig. 1: Congruence Closure with Free Variables.

Backtracking is handled by the procedure RESET, which simply resets € and
® to their initial states, while the literals in —) are marked to be reevaluated
by the loop. This is a naive approach, for simplicity. Smarter backtracks are
achievable through careful analysis of the dependencies for the inconsistency
found.

The function UNIFY in Figure 2] takes a set of literals £, a substitution 6 and
a literal [f as input, computing the set of substitutions ¢ such that § C¢ o and
L = lo. Tt is invoked with the current instantiation and the literal being asserted.
If the resulting set is empty, a failure is reported, showing the unfeasibility of the
current instantiation. Otherwise one of its elements is chosen and the current
instantiation is updated accordingly.

Computing feasible instantiations Adapting the recursive descent E-unification
algorithm in [I], the function UNIFY computes the set of (€, ®)-unifiers of given
equality literals u &~ v and u % v, respectively, extending an initial substitution o.
The resulting unifiers solve the F-unification problem for £ and the given literal.
In the presentation, v and f(u) represent non-ground terms, v and f(v) terms



that may or may not be ground and ¢ and f(t) ground terms, with subscripts
or not.
The merging of two ground substitutions o; and o is defined by

o100y if x € (dom(o1) N dom(oz)) only if € = xoy & 209
01 Doy = .

1%} otherwise
The merging of two sets of ground substitutions is the result of pairwisely merg-
ing their members. If either set is empty, so is their merging.

Ezample 2. Given substitutions o1 = { +— a} and o3 = {x > b}, their merging
is the empty set unless € = a = b.

(1) UNIFY L o t1 & o .
(o} otherwise

{{a} if €=ty &ty
H

(2) UNIFY Loz~ t x—thoo}

(3) UNIFY L 0 f(u) =t = Ljf(t)E [t](UNIFY Lou ~t1)D D (UNFY L 0 Uun & tn)
(4) UNIFY Loumv = UteTﬁ Uee sy £ 5 ot UNIFY £ 06 ub ~ v0

(5) UNIFY Lo ugt = UNIFY L o u =t

Ut1’¢’t2€ D,t1 € [t], t'e [tQ]
(6) UNIFY £ 0 u # v :UtETE UGEU oy UNIFY L 00 uf 7 06
NIFY U

Fig. 2. UNIFY function

Rules are applied through pattern matching on the given literal, following the
presented order. Cases and @ handle the unification with the disequalities
in ©, which ultimately also rely on the partition induced by €. Cases make
the computation of the feasible substitution by recursively going through the
terms in the equality, eventually matching modulo €. The crucial test occurs
in (1), when the substitution computed stands only if the equality over ground
terms holds in €. There is no need to check if z € dom(o) in , since every free
variable in the given literals is not in the domain of the given substitution.

Many optimizations may be devised to improve UNIFY, (if u is a function
term f(u), one does not need to go through every term in T, it is sufficient
to check any terms of the form f(t); and so on) but the above definition is
sufficient for generating every unifier solving the given E-unification problem, as
established in Lemma

Lemma 2. Consider a set of equality literals £ and a substitution 6. Let € and
D be the sets of equalities and disequalities in L, respectively, the former inducing



a partition of T in congruence classes. Then, given literals u ~ v, u % v,

UNIFY L § ud ~v0 ={0o |0 C 0,€ |= uo = vo}
UNIFY L O uf %00 ={c |0 C0,&UD = uo # vo}

Proof (sketch). Induction on the structure of the literals (rules [L{4]for €-unifiers;
for ®-unifiers).

Ezample 3. Let CCFV be applied on the following input:

C={a= f(c),b= f(a)} Ay =90
D ={f(a) % f(b)} = f(z1) ®an fzz) # b

For | = f(x1) = a, HANDLE(C, D, Ay, 1) adds [ to €, since it is consistent with
€ UD. The current instantiation is &, so UNIFY £ @ f(x1) = a is invoked. Ac-
cording to its definition,

UNIFY £ @ f(z1) = a=UNIFY L @ f(z1) = f(c)
=UNIFY L @ 21 R ¢ [Rule B

= {{z1 = c}} [Rule 2]

since f(c) is the only term in [a] unifiable with f(z1): for every other ¢ € [a],
UNIFY £ @ f(x1) =t = &. Since {x1 — ¢} is not in Ay, it is a feasible substi-
tution, triggering the addition of {z; = ¢} to € and the successful termination
of this invocation of HANDLE.

For | = f(xz2) % b, HANDLE adds [ to © (no inconsistency) and invokes
UNIFY L § f(z2) % b, with 6 = {1 — ¢} as the current instantiation. Thus,

UNIFY L 0 f(x2) % b=UNIFY L 6 f(z2) == f(b) [Rule [
=UNIFY L § 2= b [Rule 3
= {{zo— b} 0} [Rule 2]
={{z1 = ¢,z — b}} [Composition]

since f(a) % f(b), the sole disequality in D, is such that f(a) € [b] and f(b) is
unifiable with f(x2), deriving {2 — b} 04. Since {x; — ¢, 23 — b} is not in Ay,
{z2 ~ b} is added to €.

With no more literals to process in =), the current instantiation o = {x1 —
¢,z — b} is outputed. It is a ground conflicting substitution for £ A 1.

The correctness of CCFV is established in Theorem [Il

Theorem 1. Consider a ground formula £ and a formula ¥ with free variables.
If there are ground conflicting substitutions for L and 1, then there exists a

ground substitution o such that 0 = CCFV(L,1), ran(o) C T* and L = —o.

Proof (sketch). Relying on Lemma [2| the computation of ground conflicting
substitutions by CCFV can be proven through induction on the structure of .



4 Future work

Since completeness is frequently lost for theories more expressive than the empty
one, handling quantifiers is essentially an effort of having efficient but incomplete
techniques that, for some fragments, allow decision procedures, but often not.

We want to define a framework encompassing not only the derivation of
ground conflicting but of model conflicting instances, that is, instances refuting
a ground model extended into a candidate model for the original formula. This
would amount to extend CCFV to handle MBQI, an effective approach for
quantifiers in SMT. Furthermore, it is essential to include theory reasoning in
these processes.

We are starting to integrate the CCFV algorithm within the SMT solver
veriT [B], in order to evaluate and improve our approach of ground conflicting
instance generation [I1]. We believe CCFV is also strongly related to approaches
like bounded simultaneous rigid F-unification [2]. It is however not clear how to
reconcile both approaches since CCFV considers only one quantified formula at
a time.

While extending CCFV for deriving substitutions conflicting modulo theo-
ries, the foremost theory to consider will be LIA. We will investigate techniques
such as Hierarchic Theorem Proving [4], which obtains an effective procedure
for handling quantified formulas with interpreted terms. To do so they combine
ground and resolution-based reasoning, besides a model refinement technique
with similarities to MBQL.
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