COMMUNITY MINING WITH GRAPH FILTERS FOR CORRELATION MATRICES
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ABSTRACT

Communities are an important type of structure in networks. Graph filters, such as wavelet filterbanks, have been used to detect such communities as groups of nodes more densely connected together than with the outsiders. When dealing with times series, it is possible to build a relational network based on the correlation matrix. However, in such a network, weights assigned to each edge have different properties than those of usual adjacency matrices. As a result, classical community detection methods based on modularity optimization are not consistent and the modularity needs to be redefined to take into account the structure of the correlation from random matrix theory. Here, we address how to detect communities from correlation matrices, by filtering global modes and random parts using properties that are specific to the distribution of correlation eigenvalues. Based on a Louvain approach, an algorithm to detect multiscale communities is also developed, which yields a weighted hierarchy of communities. The implementation of the method using graph filters is also discussed.

Index Terms—community detection, modularity, correlation matrix, hierarchical communities, graph filters.

1. INTRODUCTION

A first goal when analyzing a set of related signals, such as times series acquired by sensor networks (see Fig. 1), economical series, or any dynamical quantity measured at different points in space, is to discover relations between them, and to group together similar series, before further processing. We adopt a network model to study this question, assuming that each series represents a node of the network and that the relation between any two series is the weight of the corresponding edge in the network. Then, groups of closely related series will appear as communities in this network, i.e., groups of nodes having a larger proportion of links within the group than without [1]. Existence of communities is a frequent and well studied feature of complex networks [2].

The objective of the present work is to show that one can cluster together series, even if they are correlated and nonstationary, considering the correlation matrix of the whole collection of series, importing thus, the concept of communities from network analysis. However, as it was shown in [3], correlation matrices are not adjacency matrices of networks and the classical modularity metrics [2] has to be adapted. Recalling how classical modularity is extended to correlation matrices, we first show some resulting pitfalls in community detection. More precisely, we will be confronted to two common problems of community detection: one is the presence of global modes or trends among all the individuals (the so-called market mode in economy) that can mask the specific relations within groups. A second difficulty comes from the size heterogeneity of the groups which raises the tricky question of resolution limit for modularity in usual networks [4]. In a second step, we propose solutions to avoid such pitfalls. This leads us to a new algorithm for multiresolution community mining from correlation matrices. The proposed approach is tested both on simulated examples and on a real-world example of temperature sensor networks.

2. BACKGROUND

2.1. Community detection with modularity matrix

Numerous works and methods exist to find communities in complex networks, many of which being reviewed in the survey of S. Fortunato [1]. As a loose definition, a community is a set of nodes that has a larger number of links inside the group than with the outside. That said, it remains to decide on a precise metrics to quantify this property. Methods have been proposed ranging from the use of spectral clustering or cut algorithms (see the review in [5]) to the use of the popular modularity metrics [2], information-theoretical approaches [6], or graph wavelet based methods where one relies on graph filterbanks defining wavelets to provide ego-centered views from each node [7].

The starting point here is the modularity of a network. This quantity measures how relevant a given node partition is to represent the different communities that compose the network. It is calculated by comparing the strength of the edges within communities to a null model corresponding to a random rewiring of the links while the nodes degree is kept unchanged. For a partition described by σ, the label of the group of node i, the modularity is defined as

\[
Q(\sigma) = \frac{1}{2m} \sum_{ij} \left( A_{ij} - \langle A_{ij} \rangle \right) \delta(\sigma_i, \sigma_j)
\]  

(1)

where δ stands for the Dirac function, \( \langle A_{ij} \rangle = \frac{k_i k_j}{2m} \) with \( k_i = \sum_j A_{ij} \) and \( 2m = \sum_i k_i \). A good partition in communities is then associated to a large value of \( Q(\sigma) \). More concisely, the modu-
particular, they show that the null model \(<A_{ij}> = 0\) is failing for correlation matrices and leads to biases. To overcome the problem, [3] proposes to rely on random matrix theory in order to have a relevant null model for correlation matrices. We briefly recall their approach.

Let us consider the time series \(X_i(t)\) for \(i = 1, \ldots, N\) at times \(t = 1, \ldots, T\). Their correlation matrix \(C\) is:

\[
C_{ij} = \text{Corr}(X_i, X_j) = \frac{X_iX_j^T}{\sqrt{\text{Var}(X_i)\text{Var}(X_j)}} = X_iX_j^T \tag{3}
\]

with centered and normalized series \(\tilde{X}_i\). Results from random matrix theory (see, e.g., [12, 13]) can be applied to decompose the correlation matrices in several parts: a random part (or bulk) associated to some null hypothesis, a structured part which describes non-random behaviors and possibly a global (also called market) mode that represents a general mode common to all series (such as the one apparent on Fig. 1).

The random part is associated to the null model that would coincide with stationary, white (i.e., uncorrelated in time) series that are i.i.d. with 0 mean and identical variance. In that case and in the limit of \(N\) and \(T\) large with ratio \(N/T > 1\) still finite, the eigen-decomposition of the correlation matrix \(C\), yields eigenvalues following the famous Marchenko-Pastur (MP) distribution:

\[
\rho(\lambda) = \frac{T}{N} \frac{\sqrt{\lambda - \lambda_0}(\lambda - \lambda_-)}{2\pi\lambda} \tag{4}
\]

for \(\lambda \in [\lambda_-, \lambda_+]\) where \(\lambda_\pm = \left(1 \pm \sqrt{\frac{N}{T}}\right)^2\), and \(\rho(\lambda) = 0\) outside this interval. Fig. 2 shows this theoretical distribution superimposed to the sample histogram obtained for stationary, white random series. This suggests that the correlation eigenvalues lying within the interval \([\lambda_-, \lambda_+]\) could correspond to a random null model with independent, stationary and white series. Hence, if there is a correlation structure that can be detected, its footprint is expected on eigenvalues that lie outside this interval.

This argument leads to decompose a correlation matrix \(C\) in its spectral domain. Let’s diagonalize \(C\) (always possible as it is a definite positive matrix) as:

\[
C = U \text{diag}(\lambda_1, \ldots, \lambda_N) U^T, \tag{5}
\]

where the eigenvalues \(\lambda_k\) are sorted in decreasing value: \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{N-1} \geq \lambda_N\). The decomposition comprises three parts:

\[
C = C^{(r)} + C^{(s)} + C^{(g)}. \tag{6}
\]

- \(C^{(s)} = U \text{diag}(\lambda_1, \ldots, \lambda_s, 0, \ldots, 0) U^T\), where \(\lambda_s\) is the smallest eigenvalue that is still larger than \(\lambda_+\) (there are \(s\) such eigenvalues). It is called the structure mode.
- \(C^{(r)} = U \text{diag}(0, 0, \ldots, 0, \lambda_{s+1}, \ldots, \lambda_N) U^T\), where \(\lambda_{s+1}\) is the first eigenvalue smaller or equal to \(\lambda_+\) (there are \(N - s\) such eigenvalues). It is the random mode or “bulk”.
- If there is a so-called global mode due to a general dynamics common to all series, it is associated to the largest structured eigenvalue \(\lambda_1\). In this case, one can split the structured part in two and remove the global mode \(C^{(g)}\) from it to keep a (reduced) structure mode:

\[
C^{(g)} = U \text{diag}(\lambda_1, 0, \ldots, 0) U^T = \lambda_1 U_1 U_1^T \tag{7}
\]

\[
C^{(s-)} = U \text{diag}(0, \lambda_2, \ldots, \lambda_s, 0, \ldots, 0) U^T. \tag{8}
\]
Fig. 3. Example of the distribution of the eigenvalues of $\mathbf{C}$, (a) when there is a global mode and the bulk is squeezed and is not located in the interval $[\lambda_-, \lambda_+]$ (two isolated eigenvalues that should be in $\mathbf{C}^{(s)}$ are lower than $\lambda_+$), and (b) after filtering of the global mode (the interval $[\lambda_-, \lambda_+]$ is more representative of the bulk).

2.3. Community detection from correlation matrices

Combining results from sections 2.1 and 2.2, the authors of [3] propose to maximize a modified modularity adapted to correlation matrices. If there is no global mode, the modularity is written, mutatis mutandis, as eq. (2) where $\mathbf{C}^{(s)}$ takes the role of the null model:

$$Q_{C}(\sigma) = \frac{1}{C_{tot}} \text{Trace}(\sigma^T(\mathbf{C} - \mathbf{C}^{(s)})\sigma).$$

Moreover, if there is a global mode in $\mathbf{C}^{(g)}$, they propose to remove it from the correlation matrix and the modularity of $\mathbf{C}^{(s-)}$ reads

$$Q_{C}^{(s-)}(\sigma) = \frac{1}{C_{tot}} \text{Trace}(\sigma^T(\mathbf{C} - \mathbf{C}^{(g)} - \mathbf{C}^{(s)})\sigma).$$

To maximise the modularity $Q_{C}(\sigma)$ or $Q_{C}^{(s-)}(\sigma)$, they resort to the Louvain algorithm described in Section 2.1.

3. PITFALLS IN COMMUNITY DETECTION FROM CORRELATION MATRICES

Let us now stress some limits of this approach, using for that, time series $X_i(t)$ that follow the same model as in [3]:

$$X_i(t) = a \alpha(t) + b_i \beta_{\alpha}(t) + c \gamma_i(t)$$

where $\alpha(t)$ is the global mode (with amplitude $a$), $\beta_{\alpha}(t)$ is the discriminant mode of the group $\sigma_i$ and common to all time series therein (with amplitude $b_i$), and $\gamma_i(t)$ is the noise for the node $i$ (with amplitude $c$). All modes are i.i.d. centered, normalised, white gaussian noises. The following sections describe situations where the proposed method fails at finding the true communities of the model.

3.1. Presence of a strong global mode

When there is a strong global mode, the bulk is squeezed as compared with the expected MP distribution and this leads both to misplace $\lambda_+$ and to have the eigenvector associated to the largest eigenvalue to dominate in $\mathbf{C}^{(g)}$. See illustration of Fig 3 (a). As a consequence, the Louvain algorithm usually finds only one community: all series share the same global evolution (e.g. see series of Fig. 1). If we were to know that there is a global mode, we could try to update the (wrong) value of $\lambda_+$. For instance, considering the one-class model $X_i(t) = a \alpha(t) + c \gamma_i(t)$ leads to a bulk ending in $c\lambda_+/\sqrt{a^2+c^2}$ instead on $\lambda_i$. However, the parameters $a$ and $c$ are unknown beforehand in practical situations and this is not easily possible.

3.2. Limit in resolution

A more standard weakness of modularity maximisation is its inability at finding small scale structures.[4]. This is illustrated in Fig 4 where $N = 100$ series are grouped in communities of sizes: 4, 6, 8, 11, 14, 17, 19, and 21. The community detection gathers the first 5 groups into a unique global community, because of the natural resolution limit of modularity.

A solution to bypass this problem is to adopt a hierarchical approach, by repeating for each community obtained separately, the whole procedure. The question then is to decide where to stop the recursion. We illustrate this issue with a variant of model (11) involving nested communities:

$$X_i(t) = a \alpha(t) + b_i \beta_{\alpha}(t) + b_i' \beta_{\gamma}(t) + c \gamma_i(t)$$

where the group dependent term now depends on two levels of embedded communities, $\sigma_i$ and $\sigma_i'$. The results of a hierarchical approach yield the matrix of communities of Fig. 5 where each coefficient $\text{Comm}_{kl}$ codes for the number of iterations up to which nodes $k$ and $l$ are kept in the same community. Although it allows to identify small communities, including the embedded ones, a problem is that there is no stopping criterion. For instance, the fourth community (nodes 61 to 80) is erroneously split into 4 sub-communities instead of just two if the iteration process were to stop at the third hierarchical level. Similarly, without control, this hierarchical approach forces the fifth monolithic community to fragment into meaningless groups. Conversely though, it is necessary to iterate the process up to level four to identify the small (sub-)communities formed by nodes 1 to 60.

4. THE PROPOSED ALGORITHM

In this section, we present our contributions to overcome the two issues of correlation based community detection, described above.

4.1. Mitigate the effect of global mode

A straightforward solution to limit the effect of global mode, as regards of a single dominant large community and of bulk squeezing,
5. EXAMPLES

5.1. Simple simulated examples

We illustrate the result of the previous algorithm on some simple examples. The first one follows the model of eq. (11), with heterogeneous communities in sizes, as in Fig. 4. The result is shown on Fig. 7 and it appears that the communities are all perfectly recovered. Then, the situation of Fig. 6 where communities are embedded in a hierarchical way as per eq. (12), is explored. The result is shown on Fig. 8. Here again, the weighted approach with our algorithm outputs a correct multi-resolution representation of the communities.

5.2. Example with real data

We consider now data from the environmental sensors from the Live E! project [11] for illustration. The data consists in several time series of temperature, with a time resolution set to 10 minutes. We will explore a specific zone, the 25 sensors in Kurashiki city, Okayama Prefecture, Japan. The goal is to group together sensors experiencing similar temperature evolutions. As expected (and seen on Fig. 1), there is a dominating global mode for all the sensors and it is the fluctuations around this mode that are interesting. That justifies the use of the detrending method and the community detection scheme we propose.
Fig. 9. Output of the algorithm for the Live E! temperature sensors. The communities displayed on the left are used to color the symbol of the sensor position according to the first level, and to color the number of the sensor according to the second level of the hierarchy of communities. The two sensors in white are malfunctioning sensors and detected as such outside communities.

The finding is that the communities are essentially geographical in their positioning: the separation in 2 big communities separate the sensors in places near the sea from sensors more inland, and the following levels are associated to refinements depending whether there is a part of forest near the sensor’s location or not. This is relevant as sea and forests have a major impact on temperature, with for instance a cooling effect that reduces the possible fluctuations in temperature measured by these sensors around the global mode.

6. DEVELOPMENTS AND PERSPECTIVES

The proposed algorithm relies on the simplification of the correlation matrix via its decomposition and the removal of its random part. In the spectral domain, the action is to filter the matrix by keeping only the largest eigenvalues. The direct implementation of that is to diagonalize $\mathbf{C}$, and this could be cumbersome for large problems. An alternative is to realize that keeping only $\mathbf{C}^{(s)}$ is a low-pass filtering of $\mathbf{C}$, that keeps only eigenvalues larger than $\lambda_+$. This interpretation in terms of filtering is possible because $\mathbf{C}$ is definite positive: it is diagonalizable with real positive eigenvalues; hence, contrary to graph filters for adjacency matrix, as proposed in [14], its spectrum is well defined and ordered. Instead of computing $\mathbf{C}$, one can try to compute the effect of this filtering in the spectral domain (using the method of [15]) of $\mathbf{C}$ (as done in [7] for community detection with wavelets) and estimate $\mathbf{C}^{(s)}$ by applying this filtering to some fixed vectors. We do not detail this graph filter implementation of the method further on here, as it remains a work in progress.

Perspectives of the present work of community mining in correlation matrices would be first to go to problems of larger scales (as the MP distribution would remain well valid), using the mentioned graph filter implementation, and, second, to be able to take also into account some adjacency matrix in the study, e.g., position in spaces (and nearest neighbors) for sensor networks. This will be studied in future works.
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