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Previous work

Segmentation methods based on texture analysis

[5] N. Journet, J. Ramel, R. Mullot, and V. Eglin, “Document image characterization using a multiresolution analysis
of the texture: application to old documents,” in International Journal of Document Analysis and Recognition (IJDAR 2008).
Springer-Verlag, 2008, pp. 9–18
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Proposed method

Autocorrelation function & Directional rose

R I(α,β)
(x ,y) =

∑
α∈Ω

∑
β∈Ω

I(x , y)I(x + α, y + β)

= FFT−1([FFT [I(x , y)] FFT ∗ [I(x , y)]])

(1)

(2)

R I
(x ,y)(Θi) =

∑
Di

R I(α,β)
(x ,y) (3)

R ′I(x ,y)(Θi) =
R I

(x ,y)(Θi)− R I
min

R I
max − R I

min
(4)

[1] S. Bres, “Contributions à la quantification des critères de transparence et d’anisotropie par une approche globale:
application au contrôle de qualité de matériaux composites,” Ph.D. dissertation, Institut National des Sciences Appliquées de
Lyon, 1994
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Examples of directional roses

(f)(e) (g) (h)

(a) (b) (c) (d)

{(a),(b),(c),(d)} are the original images,
{(e),(f),(g),(h)} are respectively their roses of directions.
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Proposed method

First texture feature : Main angle of the directional
rose

F (1)
(x ,y) = |180− argmax

Θi∈[0,180]
(R ′I(x ,y)(Θi))| (5)

(d)(c)

(a) (b)

α°
α°

[5] N. Journet, J. Ramel, R. Mullot, and V. Eglin, “Document image characterization using a multiresolution analysis
of the texture: application to old documents,” in International Journal of Document Analysis and Recognition (IJDAR 2008).
Springer-Verlag, 2008, pp. 9–18

=⇒ Principal orientation
information.
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Proposed method

Second texture feature : Intensity of the
autocorrelation function

F (2)
(x ,y) = R I

(x ,y)( argmax
Θi∈[0,180]

(R ′I(x ,y)(Θi))) (6)

α°

Autocorrelation_Intensity(α°)

[5] N. Journet, J. Ramel, R. Mullot, and V. Eglin, “Document image characterization using a multiresolution analysis
of the texture: application to old documents,” in International Journal of Document Analysis and Recognition (IJDAR 2008).
Springer-Verlag, 2008, pp. 9–18

=⇒ Level of anisotropy of the
analysis window.
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Proposed method

Third texture feature : Variance of the rose
intensities

F (3)
(x ,y) = σ2(R ′I(x ,y)(Θi)) (7)

(d) (e)

(a) (b)

Variance is low

Variance is high

[5] N. Journet, J. Ramel, R. Mullot, and V. Eglin, “Document image characterization using a multiresolution analysis
of the texture: application to old documents,” in International Journal of Document Analysis and Recognition (IJDAR 2008).
Springer-Verlag, 2008, pp. 9–18

=⇒ Overall shape of the rose.
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Proposed method

Fourth texture feature : Mean stroke width

F (4)
(x ,y) =

∑
Θ∈[10,80]

|I(x , y)− T Θ
(α,0)(I( y

| tan(Θ)|
, y))| (8)

NN
Width

[8] A. Ouji, Y. Leydier, and F. LeBourgeois, “Chromatic / achromatic separation in noisy document images,” in International
Conference on Document Analysis and Recognition (ICDAR 2011). IEEE, 2011, pp. 167–171
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Proposed method

Fifth texture feature : Mean stroke height

F (5)
(x ,y) =

∑
Θ∈[10,80]

|I(x , y)− T Θ
(0,β)(I(x , x ∗ | tan(Θ)|))| (9)

NN Height

[8] A. Ouji, Y. Leydier, and F. LeBourgeois, “Chromatic / achromatic separation in noisy document images,” in International
Conference on Document Analysis and Recognition (ICDAR 2011). IEEE, 2011, pp. 167–171
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Proposed method

Consensus clustering

Plot of ∆k changes in area under the cumulative density curve for the consensus
matrix for each clustering experiment against cluster number k [11].

[11] T. Simpson, J. Armstrong, and A. Jarman, “Merged consensus clustering to assess and improve class discovery with
microarray data,” in Boston Medical Center Bioinformatics (BMC Bioinformatics 2010). BioMed Central, 2010, pp. 1471–1482
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Evaluation

Homogeneity measure

H(B,G) =
1
|G |

∑
j

max1≤k≤kopt (|bi , (bi ∈ gj) ∧ (lBi = k)|)
| {bi ∈ gj} |

(10)

where |.| is the number of pixels in the given block.
B = {b1, b2, ..., bi , ..., bn} and G = {g1, g2, ..., gj , ..., gm} are
respectively the sets of result blocks and rectangular regions
of the ground-truth.
LB = {lB1 , lB2 , ..., lBi , ..., lBn} corresponds to a set of labels
obtained with our clustering methodology.
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Example of segmentation and evaluation result

(a) original grayscale image, (b) cluster representing the graphics, (c) cluster
representing the text and (d) ground-truth (Ground-truthing Editor (GEDI)).

(a)

(c)

(b)

(d)
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Manuscript-Two fonts and graphics
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Results

Homogeneity measure

H is based on spatial overlaps of the ground-truth rectangle and the
segmentation result

Document category Document content Pages µ(H) σ(H)

H(B,G)

Manuscript
One font and graphics 50 0,94 0,03
Two fonts and graphics 56 0,84 0,05

Only two fonts 50 0,87 0,05
Overall 156 0,88 0,04

Printed
One font and graphics 50 0,84 0,14
Two fonts and graphics 50 0,80 0,05

Only two fonts 60 0,80 0,10
Overall 160 0,81 0,09

Overall 316 0,85 0,07
µ(H), σ(H), Max(H) and Min(H) are respectively the mean value, standard deviation, maximum and minimum values of the

homogeneity measure
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Conclusion and further work

Automatic, non-parametric, and unsupervised method for the
segmentation and characterization of historical document images
without any a priori knowledge

Computation of frequency descriptors (Gabor filters)

Computation of statistical attributes (Grey Level Co-occurrence
Matrix, Entropy, Homogeneity degree, Connection degree, etc.)

Computation of other texture features (Wavelets, etc.), and LBP, etc.

Feature selection (Sequential Forward-Backward Search (SFBS),
Genetic Algorithm (GA), etc.)

Recursive clustering

Definition of one or more signatures for each page
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