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Counting-based particle flux estimation for
traffic analysis in live cell imaging

Thierry Pécot, Charles Kervrann, Jean Salamero, Jérôme Boulanger

Abstract—A quantitative analysis of the dynamic contents
in fluorescence time-lapse microscopy is crucial to decipher
the molecular mechanisms involved in cell functions. In this
paper, we propose an original traffic analysis approach based
on the counting of particles from frame to frame. The suggested
method lies between individual object tracking and dense motion
estimation (i.e., optical flow). Instead of tracking each moving
particle, we estimate fluxes of particles between predefined and
adjacent regions. The problem is formulated as the minimization
of a global cost function and the approach allows us to process
image sequences with a high number of particles and a high
rate of particle appearances and disappearances. We propose
to study the influence of object density, image partition scale,
motion amplitude and particle appearances/disappearances in a
large variety of simulations. The potential of the method is finally
demonstrated on real image sequences showing GFP-tagged Rab6
trafficking in confocal microscopy.

Index Terms—intracellular trafficking, particle counting, mo-
tion analysis, graphical models, energy minimization, video-
microscopy.

I. INTRODUCTION

Fluorescence microscopy enables localizing the distribution
of fluorescently tagged proteins of interest along time. The
automated quantification of the dynamic behavior of tagged
proteins is of major importance in cell biology since it offers
a better understanding of fundamental mechanisms including
membrane transport, cell signaling, cell division and motility.
Here, we focus on traffic estimation [1]–[3] (see Fig. 1)
to quantify the interactions between different membrane do-
mains. The monitoring of fluxes between different cell com-
partments highlights intracellular communication. Moreover,
the determination of the number of objects interacting with a
region of interest over a given period of time can allow the
identification of a potential trigger effect.

In this paper, we propose to estimate the flux of particles
and fluorescence intensities between adjacent regions, given a
partition of the image. It is worth noting that the fluorescence
intensities are proportional to the amount of tagged proteins.
Our three-step counting-based approach is as follows:

i) The cell is uniformly partitioned into fixed-size and fixed-
shape regions.

ii) The moving particles are automatically detected using an
appropriate algorithm.

iii) The fluxes are estimated with sparse constraints from an
image pair at each time step from temporal variations of
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35042 Rennes Cedex, France. Jean Salamero and Jérôme Boulanger are with
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Fig. 1. (a) Maximum projection along the z-axis of a fluorescent image of
a sequence showing Rab6-proteins in a crossbow-shaped cell; (b) intensity
difference between a pair of images (first image (a)) projected along the z-
axis; (c-d) display of moving vesicles in the image pair using the C-CRAFT
algorithm [3]. The scale bars correspond to 5 µm.

the number of particles in each region of the uniform
tessellation. Except for some trivial cases, the flux es-
timation is actually an ill-posed problem and additional
constraints are necessary to find the optimal solution.

In this modeling, appearances and disappearances can be taken
into account by adding a virtual region to the image partition.
In real 2D and 3D image sequences, the spots typically
appear and disappear because of molecular interactions, photo-
bleaching, a low signal-to-noise ratio, limited fields of view
or out-of-focus displacement. A preliminary version of the
proposed approach was described in [4]. In this paper, we
provide the following improvements:

• extension of the method to process 2D and 3D data with
the same framework;

• extension of the method to estimate particle and intensity
fluxes;

• evaluation of the influence of the sparsity parameter and
discussion on the settings of the parameters;

• evaluation on a large set of artificial image sequences;



IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING 2

• application to Rab6 vesicular trafficking;
• comparison with optical flow and particle tracking frame-

works.

Related work

The approach we propose can be related to the network
tomography originally developed for Internet traffic estimation
[5] and applied later to computer vision [6]. In this approach,
knowing the routing matrix, the average traffic over time
between any region pair in an image partition is recovered
from the local traffic measured between adjacent regions; it
is not necessary to track an object in an image sequence, but
just to determine when an object reaches a region. However, as
shown in [7], this computational approach is limited when the
number of regions is high in fluorescence video-microscopy.
A cell counting approach without cell tracking based on the
sum of in-flux and out-flux rates was recently proposed in
[8]. Unfortunately, this method cannot be applied to estimate
particle fluxes since appearances and disappearances are not
taken into account.

Traditionally, particle tracking methods estimate the particle
trajectories over time. Therefore, particle fluxes could be ob-
tained from the tracks by identifying the particles crossing the
uniform tessellation boundaries from frame to frame. In what
follows, we focus on tracking methods that could be applied
for flux estimation. Multi-object tracking methods generally
involve a frame by frame object detection [9] and an associa-
tion step across time [10], [11]. While several authors directly
address the latter as a distance-based optimization problem
[12], this approach generally fails when the density of objects
increases or when the localization of the particles is corrupted
by noise and clutter. The use of state estimation via for exam-
ple Kalman filtering has been successfully explored for multi-
target tracking [13], [14]. Unfortunately, the performance of
these methods decreases when the number of objects increases.
Hybrid approaches [15], [16] first connect detected points into
short tracks and then link the resulting tracklets together to ob-
tain the final trajectories. These methods are efficient but rely
on ad hoc mathematical formulations which do not insure the
convergence to a global optimum. Particle filtering methods
[17] provide an interesting framework to address multi-object
tracking. The filter performs both localization and position
estimation over time, not only improving temporal matching,
but also improving detection accuracy. These sampling-based
methods regrettably require a high computational cost and
the tuning of several meta parameters. Recently, multiple
hypotheses tracking methods have become popular [18], [19].
These methods rely on different global optimization methods,
such as linear programming [18] or integer programming
[19]. To limit the exponential increase of the solution space,
these methods use a sliding time window, leading to sub-
optimal solutions. Moreover, these methods rely on a large
set of parameters that can be automatically estimated from
annotated data, if available. Finally, closer to the approach
presented in this paper, a graphical approach investigated in
computer vision considers object fluxes between predefined
regions to recover the individual object tracks along time [20].

This method is attractive but cannot be directly applied to
fluorescence microscopy images because of the high number
of particles to track and the possibility for the objects to appear
and disappear anywhere in the image, given that these events
occur at specified entrances and exits in the observed scene.

The estimation of a dense displacement field may unravel
the mechanical constraints taking place in the cell and rep-
resents an alternative to tackle the analysis of movement in
fluorescence microscopy. The displacement field estimated at
several resolution levels could be related to particle fluxes
since motion estimation is performed on uniform tessellations.
Dominant or average motion vectors in blocks could also be
interpreted as intensity fluxes. Generally, block matching tech-
niques based on correlation measures are used in practice to
model physical phenomena and typical intensity changes [21],
[22]. The temporal stationarity of motion also improves the
matching [21], [23]. However, these correlation-based methods
remain unable to produce a reliable estimate in arbitrary
context because of mismatches due to local correspondence
ambiguities and limitations related to locally constant motion
assumption. As an alternative, assuming intensity preservation
in time, one can derive the optical flow constraint. In this
context, two main strategies can be distinguished:
• Local approaches are based on the seminal work of

Lucas & Kanade [24] and have been applied to several
biological problems [25], [26]. The idea is to assume a
parametric motion model in a fixed-size neighborhood of
each pixel, and to estimate the corresponding parameters
by solving the linear system composed of brightness
constancy equations at each pixel. It leads to failures in
the case of a local lack of intensity gradient or in presence
of motion discontinuities.

• Global approaches have only recently been investigated
for biological purposes [27]–[29]. The idea is to impose
smoothness of the flow field via a global regularization
model penalizing large spatial variations of the flow field.
Associated to variational optimization schemes, global
energy models constitute the standard framework of
state-of-the-art methods in computer vision benchmarks.
However, we observe serious limitations in fluorescence
imaging: (i) the use of a coarse-to-fine decomposition to
cope with large displacements leads to the loss of small
moving structures; (ii) variational optimization tends to
over-smooth the motion field; (iii) semi-local intensity
changes cannot be easily estimated.

Our approach is a global approach able to process 2D and 3D
data but we do not impose a regularized solution as considered
in motion estimation methods.

Organization

The remainder of the paper is organized as follows. In
Section II, we present the graph-based modeling for flux
estimation and describe the sparsity-based cost functional
and the optimization method. In Section III, we evaluate
the influence of the grid size, the object density, the motion
amplitude and the particle appearance and disappearance rate.
We also quantitatively compare the proposed method to a
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Fig. 2. (a-b) Particle positions at time t (a) and time t+ 1 (b); (c) difference of the number of particles between t and t+ 1 for each region and possible
particle fluxes represented as colored arrows (the region numbers are indicated at the top left of every region); (d) graphs associated to the three arbitrary
partitions where the virtual region is represented in green.

baseline approach (nearest neighbor correspondence) on ar-
tificial image sequences. In Section IV, the interest of the
method is demonstrated on 3D real image sequences showing
vesicular trafficking within single cells expressing the protein
Rab6-GFP. In Section V, we present the advantages and
the limitations of the proposed framework and we discuss
the relationships with the optical flow and particle tracking
approaches. Section VI contains concluding remarks.

Notations: Throughout the paper, the matrices are denoted by
bold upper-case letters A and the vectors by bold lower case
letters a. We denote the ith element of a vector a by ai, a set
A by upper-case letters and |A| denotes the cardinal of set A.
The `2 norm of vector a is denoted by ‖a‖2 =

√∑
i a

2
i and

the `1 norm by ‖a‖1 =
∑
i |ai|.

II. FLUX ESTIMATION ON AN IMAGE PARTITION

In this section, we first present the concept of flux analysis
based on particle counting by using a toy example. We
then develop the mathematics for particle and intensity flux
estimation and optimization.

A. Proof of concept: a toy example

Let us assume an image domain uniformly partitioned into
fixed-size and fixed-shape regions and a set of particles moving
over time within this domain. We propose to infer the number
of particles moving from one adjacent region to another
from the variations of the number of particles in each region

from two consecutive frames. Let us consider three particles
observed at each time step as illustrated in Fig. 2 and assume
three different image partitions respectively composed of 2, 4
and 16 regions as shown in Fig. 2. For each partition strategy,
the variation of the number of particles is indicated in Fig. 2
c).

When considering the partition with 2 regions, the dif-
ference of the number of particles is equal to 0 in both
regions, suggesting that there are no particles moving across
their common boundary. In the case of the partition with 4
regions, assuming no particle appearance and disappearance,
two scenarios are possible:

i) two particles moved from region #1 to region #3 while
one particle moved from region #4 to region #2;

ii) one particle moved from region #1 to region #2, one
particle moved from region #1 to region #3 and one
particle moved from region #4 to region #3.

Finally, in the case of the partition with 16 regions, only
one possible solution exists assuming that the exchanges
between adjacent regions are more plausible than the particle
appearances and disappearances. Indeed, one particle moved
from region #2 to region #3 and one particle moved from
region #15 to region #14, one particle disappeared in region
#1 and one particle appeared in region #9.

This trivial example allows us to make three comments:

1) An approach based on the variation of particle numbers
within a given region enables estimating particle move-
ments.
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2) The number of regions needs to be high enough to
disambiguate several competitive scenarios.

3) If the particle fluxes between neighboring regions are
not favored with respect to particle appearances and
disappearances, all the particle fluxes will be considered
as appearance or disappearance processes.

These points will be quantitatively studied in Section III. In
the next section, we formulate the flux estimation problem as
a convex optimization problem.

B. Representation of the flux

In the previous section, we have shown how it is possible
to infer the particle motion across the boundaries of an image
partition from the variations of the number of these particles
over time in each region by assuming that the variations of
the particle number over time in each region and by assuming
that the total particle number is preserved over time. This idea
shares a strong connection with optical flow (see Section I)
where usually, a data term reflects the constancy over time of
quantities such as brightness or intensity gradients. In the case
of the analysis of the movement of particles used as tracers
within a fluid [30] or the movement of clouds from satellite
imaging [31], the intensity is generally assumed to be related
to the density of the observed quantity [32], [33]. Therefore,
with some approximations, the image intensity follows the
continuity equation in fluid mechanics, which can be written
as:

∂ρ

∂t
+ div(f) = s, such that f = ρv, (1)

with ρ the mass density, v = (vx, vy)> the velocity and s
a spatially varying source term. Our aim is to estimate f
through the boundary ∂R separating two regions R. From the
divergence theorem, we have

∫
R

div(f) dV =
∫
∂R

f · n dS
where n denotes the surface normal.

In the discrete setting, let us now consider the set of the
regions Ri with i ∈ [1, |V |] defining a partition of the image
domain Ω. The associated oriented graph G(E,V ) contains
|E| edges and |V | vertices, where E denotes the set of edges
associated to boundaries between two adjacent regions and
V the set of vertices associated to the regions. Moreover, in
order to deal with possible appearances and disappearances of
particles (either due to biophysical/biochemical processes or
over/under detections), a virtual region is added to the graph
and connected to each region of this partition. In what follows,
yi(t) denotes the evolution over time of the number of particles
yPi (t) ∈ Z+ or the intensity level yIi (t) ∈ R+ in each region
i ∈ [1, |V |] at time t ∈ [1,T ]. On this discrete grid, the
conservation equation (1) now leads to:

∂y(t)

∂t
−Mx(t) = 0, (2)

where y(t) = (y1(t), · · · , y|V |(t))
> and ∂yi(t)/∂t

4
= yi(t +

1)−yi(t). This equation allows us to associate the particle flux
vector x(t) = (x1(t), · · · ,x|E|)

> with the temporal variations
∂yi/∂t of particle numbers in each region i ∈ [1, |V |]. In this

modeling, the divergence operator M = [mij ] is a |V | × |E|
matrix such that for each vertex i and edge j, we have:

mij =

 1 if edge j points to vertex i,
−1 if edge j originates from vertex i,

0 otherwise.
(3)

If the number of particles in the virtual region i∗ is not
accessible by definition, it can be estimated from the variation
of the total number of particles:

zi∗(t) = − ∂

∂t

∑
i∈V \i∗

yi(t). (4)

Finally, the full observation vector considering the virtual
region i∗ ∈ V is defined as

z(t) =

(
∂y1(t)

∂t
, · · · ,

∂y|V−1|(t)

∂t
, zi∗(t)

)>
(5)

and the proposed model can be written as

z(t)−Mx(t) = 0, t ∈ [1,T − 1], (6)

including in its general form the fluxes from and towards the
virtual region.

C. Non-negative sparse flux estimation

Instead of assuming a spatial smoothness constraint which
would not always be relevant since the size of the region can
be large, we propose to seek for a sparse positive solution. The
non-negativity is required as we are considering an oriented
graph.

The number of edges being higher than the number of
vertices, the flux estimation is an ill-posed problem and
additional constraints are necessary to find a relevant solution.
Note that the appearance of a particle and the disappearance
of another particle lead to two particle fluxes, from and
towards the virtual region i∗, while a particle that is moving
from one region to an adjacent region only involves one
single particle flux. Therefore, imposing a sparse constraint
favors fluxes between regions and discourages appearances and
disappearances.

To be concise, we will drop the variable t and just use
x to denote the flux vector and z to denote the observation.
Formally, the flux estimation problem is formulated as LASSO
optimization problem [34]:

(P1) min
x≥0

1

2
‖z −Mx‖22 + κ‖x‖1 (7)

where the `1 norm is used as sparsity proxy and κ is a real
positive parameter. To solve this non differentiable convex
minimization problem, several efficient algorithms have been
developed such as the ADMM [35], [36] or PPXA [37].

We have further investigated another formulation of the
problem (P1) as:

(P2) min
x

1

2
‖z −Mx‖22 + κ‖x‖1 +

1

2
d2C(x), (8)
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where d2C denotes the squared distance of x to the space C
of the positive solutions, defined in a point-wise fashion as:

d2C(x) =

|E|∑
i=1

d2C(xi), (9)

and

d2C(xi) =

{
0 if xi ≥ 0,
x2i otherwise.

(10)

This approach allows to include the non-negativity in a
“softer” way and lets the algorithm reach the optimal solution
with a smooth trajectory in a dozen of iterations. To minimize
this 3-term cost function, we consider the PPXA algorithm
[37], a multi-term extension of the Douglas-Rachford algo-
rithm [38] relying on the following proximity operators:

prox 1
2d

2
C

(xi) =

{
xi if xi ≥ 0,
xi/2 otherwise, (11)

applied to each coordinate of the vector x. The `1-norm prox-
imal operator corresponds to the following soft-thresholding:

proxκ‖xi‖1(xi) =

 xi − κ if xi ≥ κ,
xi + κ if xi ≤ −κ,
0 otherwise,

(12)

which is also applied to each coordinate of the vector x.
Finally, the proximity operator associated to the squared `2-
norm involving the linear operator M is defined by:

prox 1
2‖Mx−z‖2(x) = (I + MM>)−1(x + M>z) (13)

with I denoting the identity matrix. The PPXA and ADMM
proximal minimization approaches are well suited when the
operator M remains of reasonable size and/or sparse. We have
tested both approaches and have obtained the same results in a
similar range of time (ADMM being slightly faster when using
sparse matrices). When the size of the problem increases, it
is possible that the algorithms that do not compute the direct
inversion of M>M such as FISTA [39] will be more suited.

The proposed approach can be applied to both variation of
intensity and variation of a discrete number of particles. In
the latter case, one may suggest that the problem is now an
integer problem and that dedicated algorithms may prove to
be more efficient. However, solving integer programs is NP-
hard and the proposed approach can be seen as a relaxation
technique. Moreover, as the matrix M is totally unimodular
(being a network matrix), it can be proven that the solution
converges towards an integer solution (see e.g., [20]).

III. EVALUATION ON SYNTHETIC IMAGE SEQUENCES

In this section, we describe the performance of the proposed
approach with respect to the region connectivity, the particle
density, velocity and rate of appearances and disappearances.
The robustness of the sparsity parameter κ is shown as well.

2D images 3D images

d = 0.001 particle per pixel d = 0.001 particle per voxel

d = 0.005 particle per pixel d = 0.005 particle per voxel

d = 0.01 particle per pixel d = 0.01 particle per voxel
Fig. 3. Examples of images and volumes extracted from sequences simulated
with three different particle densities.

A. Simulation settings

We consider synthetic sequences of 50 images or volumes
to evaluate the performance of the Particle Flux Estimation
(PFE). In these sequences, the particles are moving according
to a directed motion along a direction that is changing over
time combined with a random walk. The particle velocity is
slightly and randomly varying over time around vmax = 3
pixels or voxels per frame. Image and volume sequences are
simulated for three different particle densities as illustrated
in Fig. 3: i) d = 0.001 pp/pv (particle per pixel/particle
per voxel); ii) d = 0.005 pp/pv; iii) d = 0.01 pp/pv. Note
that in this evaluation, the density of particles is higher than
those usually considered for particle tracking benchmarks [40].
The particle coordinates are directly used to estimate the
particle fluxes and no noise is added to those coordinates.
For each simulation, the true positive probability (sensibility)
Pd is defined as the ratio between the number of accurately
estimated particle fluxes and the total number of particles
that cross a common boundary between two regions over the
sequence. The probability of false alarm (specificity) Pfa is
defined as the ratio between the number of false alarms and
the number of actual boundary crossings. For all evaluations,
Pd and Pfa are averaged over 50 simulations for the same set
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Fig. 4. (a) Correspondence between a square and a hexagon used for
squared (b) and hexagonal (c) partitions; (d) superposition of two consecutive
hexagonal grids along the z-axis and shifted in the xy plane.

of parameters to take into account the simulation variability.

B. Influence of region size and connectivity

We first apply the PFE on a regular grid of squares (see
Fig. 4 (b)) and regular hexagons (see Fig. 4 (c)) on sequences
of 64 × 64 pixel images. The estimation is performed for
different square and hexagon sizes. As shown in Fig. 4 (a),
the square side length is equal to c while the hexagon side
length is equal to c

2 and the distance between parallel sides
is equal to

√
3
2 c. The results shown in Fig. 5 (a) confirm that

the smaller the regions are, the better the estimation is, up to
a critical region size where the particles can move from one
region to another region with no common boundary in the
image partition. This critical size is formally obtained when
c = vmax for squared regions and c

2 = vmax for hexagonal
regions. But most of the time for hexagonal regions, a particle
that moves from one region to another that is not adjacent
will have to travel the distance between the parallel sides, i.e.,√

3
2 c. In that case, the critical size becomes c = 2√

3
vmax. In

Fig. 5 (a), Pd maximum and Pfa minimum are reached when
c = 4, a value between 2√

3
vmax and 2 vmax. Consequently,

the lower bound for region size depends on vmax. Then, if
the performance is increasing up to the critical size when the
particle density is high, good results are obtained with larger
regions when the particle density is low. Consequently, the
upper bound of region size depends on particle density. As
shown in Fig. 5 (a), the estimation obtained with the hexagonal
partition is more accurate for higher particle densities. For a
hexagonal partition, each region has 2 neighbors less than for
a squared partition, that means 4 edges less per node. The
divergence operator M is then sparser and the optimization

process is facilitated, leading to an improved estimation.
Consequently, hexagonal partitions are preferable to squared
partitions.

We then apply the PFE to 16 × 16 × 16 voxel volume
sequences by considering two different hexagonal partitions:
i) a superposition of hexagons with a thickness equal to√

3
2 c, inducing 20 neighbors per region; ii) a superposition of

hexagons with a thickness equal to
√
3
2 c but shifted as shown in

Fig. 4 (d), leading to 14 neighbors per region. The results are
shown in Fig. 5 (b). From 2D to 3D, the number of neighbors
increases from 6 to 14 or 20, that is 16 or 28 more edges for
each node than in 2D. The optimization process then becomes
more complex and the results are less satisfying. As shown
in Fig. 5 (b), the estimation results are more accurate with 14
neighbors than with 20 neighbors. This confirms that regions
with the minimum number of neighbors imply the minimum
number of edges, leading to a sparser divergence operator
and a better performance. Again, the results are improving
when the regions are smaller. But differently from the results
obtained with 2D images, the performance is still increasing
for regions smaller than the critical size, particularly for high
particle densities. Presumably, the errors coming from particles
moving from one region to another region with no common
boundary are compensated by a more efficient estimation
obtained with smaller regions, shifting the optimal region size.

From these experiments, we conclude that the optimal
region size depends on the particle maximum velocity and
particle density. The best performance is reached with an
image partition with the minimum number of neighbors.

C. Influence of particle appearance and disappearance rate

To evaluate the impact of particle appearances and disap-
pearances on the PFE, a probability for the particles to appear
and disappear at each time step is introduced in the sequences.
To measure the global performance of the PFE, we compare
this approach with the nearest neighbor matching algorithm
(NNMA) that associates each particle at time t to the nearest
particle at time t+1. The particles that move from one region
to a neighboring region contribute to the fluxes estimated with
this method. To use this method when the particles appear
or disappear, the area or volume considered to look for the
nearest neighbor is bounded by the maximum particle velocity.
The results obtained for image and volume sequences with a
varying particle appearance and disappearance probability are
shown in Fig. 6. c is set to 6 for the NNMA to assure that no
particle flux is missed. For the PFE, c is set to 3.5 for image
sequences with d = {0.001, 0.005}, to 3 for image sequences
with d = 0.01, to 3 for volume sequences with d = 0.001 and
to 2.5 for volume sequences with d = {0.005, 0.01}. For both
2D and 3D simulations, the NNMA provides a higher Pd than
the PFE when no particle appears or disappears. In contrast,
the particle appearances and disappearances slightly affect the
performance obtained with the PFE while they significantly
deteriorate the results obtained with the NNMA. It also has
to be noted that the Pfa value obtained with the PFE method
is always lower than the Pfa value obtained with the NNMA.
These results demonstrate that the PFE is extremely robust to
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(a) (b)
Fig. 5. Results obtained with the particle flux estimation method for squared and hexagonal image partitions with varying region sizes and three different
particle densities for 2D and 3D image sequences. The true positive probability Pd, defined as the ratio between the number of accurately estimated particle
fluxes and the total number of particles that cross the partition boundaries from frame to frame, is represented as solid lines. The probability of false alarm
Pfa, defined as the ratio between the number of false alarms and the number of actual boundary crossings, is represented as dashed lines.

particle appearances and disappearances. Consequently, if the
detection method used to provide the data to the PFE extracts
a high number of false detections, these events are considered
as particle appearances and disappearances by the PFE and the
particle fluxes between regions are still accurately estimated.

D. Influence of the sparsity parameter κ

Finally, the robustness of the PFE with respect to the
parameter κ is evaluated. Simulations with a particle density
d = 0.005 pp/pv and a probability for the particles to appear
and disappear from 0 to 0.5 are generated. The PFE is applied
to these simulations for a value of κ that is defined between
0.25 and 3. The results presented in Fig. 7 demonstrate the
robustness of the PFE with respect to κ. If κ is large enough
(κ > 0.5), the results are extremely similar. In the following
experiments, κ is set to 1.

IV. ANALYSIS OF RAB6 MEMBRANE TRAFFICKING

In this section, we apply the flux estimation method to real
3D data in order to analyze the dynamics of Rab6 positive
membranes for crossbow-shaped and disk-shaped cells.

1) Biological context: Rab6 are membrane associated pro-
teins attached to moving vesicles from the Golgi apparatus
(bright region at the cell center in first and third rows of

Fig. 8) to the cell periphery where it transiently accumulates
[41]. In our study, shapes of the cells are constrained with
micro-fabricated patterns [42]. Previous studies showed that
micro-patterns influence the spatial distribution of cellular en-
domembranes [43]. But their influence on membrane dynamics
has never been explored.

2) Microscopy: We used HeLa cells stably transfected with
GFP-tagged proteins. A spinning-disk confocal microscope
(Ti Eclipse, Nikon, S.A, France) equipped with spinning disk
system and a CoolSnap (HQ2 CCD from Roper Scientific
S.A.R.L, France) was used to acquire 3D 380 x 380 x 8 stacks
(the voxel resolution is 64.5 nm x 64.5 nm x 300 nm) at a
rate of one stack per second.

3) Image processing and analysis: A variance stabilization
[44] is first applied to the 3D stacks as a pre-processing step.
The C-CRAFT algorithm [3] is then performed to obtain the
object component for each sequence defined at point p and
time t as

c(p, t) =

{
I(p, t) if a particle is detected
0 otherwise,

where I(p, t) is the intensity at point p and time t for which
the background intensity has been subtracted. Other methods
could be applied [9]. The particle centers are defined as the
mass centers of the connected components extracted from the
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Fig. 6. Results obtained with the particle flux estimation (PFE) method and the nearest neighbor matching algorithm (NNMA) for a varying probability of
particle appearances and disappearances and three different particle densities for 2D and 3D image sequences. The true positive probability Pd, defined as
the ratio between the number of accurately estimated particle fluxes and the total number of particles that cross the partition boundaries from frame to frame,
is represented as solid lines. The probability of false alarm Pfa, defined as the ratio between the number of false alarms and the number of actual boundary
crossings, is represented as dashed lines.

object component. To compare all sequences, these results
are registered together by considering the direction between
the Golgi center and the cell center (resp. the crossbow
orientation) for the disk-shaped cells (resp. the crossbow-
shaped cells). From these registered coordinates, the number
of particles in every region of the image partition is computed
to define yP for particle flux estimation. The average inten-
sity measured over each connected component in the object
component is summed over each region of the image partition
at each time step to define yI for intensity flux estimation:

yIi (t) =
1

|1[c(p, t) > 0]|
∑
p∈Ri

c(p, t),

where 1[·] denotes the indicator function. As the intensity
is proportional to the amount of proteins, it might be more
accurate to estimate intensity fluxes than particle fluxes. In
these sequences, the particle density is low (about 0.0002 pv).
Therefore, we choose a region size that is quite large (c = 10).
To take into account the resolution anisotropy, the region
thickness is equal to 10 × 64.5/300 = 2.15. As trafficking
is not occurring at the Golgi region and outside the cell, a
mask is defined for every sequence accordingly.

4) Disappearance fluxes: Previous studies [3], [45] showed
that Rab6 trafficking is oriented towards the crossbow tips
for crossbow-shaped cells while it is uniform for disk-shaped
cells. This distribution suggests that the Rab6 trafficking end-

points are located at the tips of the crossbow for crossbow-
shaped cells and are uniformly distributed at the cell periphery
for disk-shaped cells. To validate this assumption, we extract
the fluxes going to the virtual region that correspond to
particle disappearances. The set of the disappearance particle
fluxes and disappearance intensity fluxes are first summed over
time for each sequence and then averaged over sequences
showing crossbow-shaped or disk-shaped cells. These results
are shown in Fig. 9. As the studied sequences are noisy,
some estimated disappearance fluxes correspond actually to
false or missed detections. However, the results confirm the
initial assumption: particle end-points are primarily located
at the tips of the crossbow for crossbow-shaped cells while
they are uniformly located at the cell periphery of the disk-
shaped cells. Differences between intensity and particle fluxes
are not striking even though the intensity fluxes seem to better
highlight the crossbow tips.

5) Multi-resolution analysis: To go further in the global
dynamics analysis of the Rab6 positive membranes, we pro-
pose to analyze the estimated flux at a coarser scale and
define a new image partition with larger regions (see Fig. 10).
As the region size needs to be small enough to get a good
flux estimation (see Section III), we transcribe the estimated
fluxes on the partition defined with regions where c = 10
on this cruder image partition. For example, in the partition
shown in Fig. 10 (a), all the fluxes that originate in the central
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Fig. 7. Results obtained with the particle flux estimation (PFE) method for a varying probability of particle appearances and disappearances, a particle density
equal to 0.05 pp/pv and different values for the parameter κ for 2D and 3D image sequences. The true positive probability Pd, defined as the ratio between
the number of accurately estimated particle fluxes and the total number of particles that cross the partition boundaries from frame to frame, is represented
as solid lines. The probability of false alarm Pfa, defined as the ratio between the number of false alarms and the number of actual boundary crossings, is
represented as dashed lines.

region and terminate in the next top left region in the partition
defined with regions where c = 10 are summed to define
flux #10. These fluxes are then grouped according to four
different categories related to direction: i) fluxes towards the
cell periphery (green arrows in cell partitions of Fig. 10); ii)
fluxes towards the Golgi (red arrows in Fig. 10); iii) lateral
fluxes in the inner crown (purple arrows in Fig. 10); iv)
lateral fluxes in the outer crown (blue arrows in Fig. 10). In a
previous study [46], the authors tracked individually vesicles
associated with Rab6 positive membranes and evaluate the
proportion of vesicles heading to the cell periphery (36%),
to the Golgi (24%), and moving in a lateral direction (40%)
in unconstrained HeLa cells. This study confirmed that the
Rab6 positive membranes predominantly move to the cell
periphery (as lateral directions are divided into two opposite
directions, corresponding to 2×20%). In our study, we divide
the lateral directions into two different categories to evaluate
if the vesicles have the same behavior when they are close
to the Golgi or close to the cell periphery. The results are
reported in Fig. 11. These results demonstrate that for micro-
patterned cells, Rab6 positive membranes are predominantly
trafficking towards the cell periphery. This behavior is even
more striking for disk-shaped cells. For both micro-patterns,
the lateral fluxes in the outer crown are more important than
lateral fluxes in the inner crown, especially for crossbow-
shaped cells. This indicates that Rab6 trafficking is more
directed in regions close to the Golgi than in regions located
at the cell periphery. This might be due to the vesicle docking
step that is happening before vesicle reach their end-point,

corresponding to a random walk close to the end-point. Finally,
the estimated particle and intensity fluxes are extremely close,
indicating that intensity is quite uniformly distributed over the
particles.

V. DISCUSSION

In this section, we first present how to define an image parti-
tion before applying the flux estimation. We then compare the
flux estimation with optical flow and particle tracking methods.
Finally, we compare particle and intensity flux estimations
based on particle counting and mean intensity measurements.

A. Setting of algorithm parameters

As shown in Sections III-B and III-C, the flux estimation
accuracy depends on the partition topology and region size,
the particle density and the probability of particle appearances
and disappearances. The region size has to be small enough
to alleviate critical cases. The higher the particle density is,
the smaller the region size needs to be, up to the critical size
when the particles can move from one region to another region
that are not neighbors. The partition topology greatly impacts
the results as it can complexify the optimization procedure.
Consequently, it is important to choose an image partition that
minimizes the number of neighbors for each region. It has
to be noted that the particle appearances and disappearances
slightly impact the flux estimation. As demonstrated in Section
III-D, the flux estimation is very robust to the parameter κ and
a value superior to 0.5 leads to similar results.
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Volume rendering

Maximum intensity projection

t = 0 t = 30 t = 0 t = 30

Fig. 8. First two rows: volume rendering of fluorescent images (first row) and the corresponding object component obtained with [3] (second row) taken
from two sequences showing Rab6 proteins in a crossbow-shaped (left) or a disk-shaped (right) cell; last two rows: maximum projection along the z-axis of
the same images shown in the two first rows. The scale bars correspond to 5 µm.
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(a) (b) (c) (d)

Fig. 9. Volume rendering of the disappearance particle (a;c) and intensity (b;d) fluxes averaged other 15 sequences with crossbow-shaped cells (a-b) or 15
sequences with disk-shaped cells (c-d). The color code defines the disappearance rate represented in the volume renderings.
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Fig. 10. Cell partition of a crossbow-shaped cell (a) and a disk-shaped cell
(b). The edge identification numbers are written next to each edge. Green
edges are oriented towards the cell periphery, red edges are oriented towards
the Golgi, purple edges correspond to lateral fluxes in the inner crown and
blue edges to lateral fluxes in the outer crown.
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Fig. 11. Particle and intensity fluxes estimated for cell partitions shown in
Fig. 10 over all sequences and grouped according to four different categories.

Fig. 12. Comparison with optical flow on a synthetic data set. The first frames
A and B represent the original data composed of 50 particles moving randomly
with a velocity of 1pixel per frame. In C, the flux estimate given by the product
of the intensity with a local optical flow estimator [24] is represented with a
color-coding of the vector field and in D, the flux estimated with the PFE is
displayed.

In future works, we will investigate in details the trade-off
between particle density, region size and optimization to be
able to define the optimal image partition for a given problem.

B. Pixel-wise flux estimation

When the regions tend to the pixel size, the flux estimation
modeling is close to the optical flow framework. To illustrate
this idea, we do not represent the graph of regions by a matrix
M but rather represent the operator M by the divergence
operator −div. In this context, we use the FISTA algorithm
[39] which does not involve the inversion of M>M but only
requires the computation of the gradient of the cost function
and the projection associated to the `1 constraint. We compare
this pixel-wise flux estimation with the product of the intensity
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Fig. 13. Comparison with optical flow on an image pair. These images depict a RPE1 cell expressing LifeAct acquired using total internal reflection microscopy
(TIRF). The cell is progressing towards the left with a contraction movement. The scale bars correspond to 5 µm. In the lower panels, the fluxes estimated
by a standard multi-scale Horn and Schunck algorithm [47] (lower left) and the proposed method (lower right) are displayed as color coded according to their
orientations. The movement is well captured by the proposed method while the flux estimated from the product of the intensity and the optical flow seems
unrelated to the actual displacement (large green and red regions).

considered as the local density ρ and the motion vector field
v estimated with an optical flow method.

In a first experiment, we use a synthetic dataset representing
50 particles randomly moving and displayed in Fig. 12. We can
see that the PFE method (shown on the right) allows to recover
the motion of these moving particles as much as a Lucas
and Kanade motion estimator [24]. In a second experiment
displayed on Fig. 13, we have applied the proposed approach
to a real dataset representing a RPE1 cell expressing LifeAct
that is moving from the right to the left. These images were
acquired with total internal reflection microscopy (TIRF). This
experiment shows that the proposed method is able to capture
a different information than the flux computed with the global
optical flow method [47]. Visually, the fluxes from the right
to the left displayed in red on the right part of the cell and
the fluxes from the upper left to the right displayed in blue
correspond well to the contraction of the cell.

C. Optical flow computation versus flux estimation

Optical flow methods aim at estimating velocity vector fields
while the flux estimation approach leads to particle fluxes and
fluorescence intensity fluxes between neighbor regions. By
considering particle counts and intensity measurements, the
flux estimation modeling manages to estimate discrete fluxes
over time, a task that optical flow methods generally fail to

achieve. The flux estimation also allows a sparse modeling of
the fluxes that is not addressed in optical flow methods.

D. Particle tracking versus flux estimation

The flux estimation approach aims at quantifying fluxes
between predefined adjacent regions from two consecutive
frames. Similar traffic features could be obtained from tracks
given pairs of regions. In our framework, the flux estimation
method provides a global optimum and is very robust to parti-
cle appearances and disappearances. Only two free parameters
are tuned by the user: i) the region size that depends on particle
density and velocity; ii) a robust parameter that controls the
sparsity of traffic modeling. Additionally, this method exploits
particle counts and image intensity information to estimate
fluxes and can be applied to sequences with high particle
densities. Finally, the flux estimation allows a sparse modeling
of the fluxes that is not addressed in particle tracking methods.

E. Particle flux versus intensity flux

In Section IV, we estimate both particle and intensity fluxes
on real 3D image sequences. In our experiment, the two
estimation methods produced similar results. The intensity-
based approach could be applied without object detection and
segmentation by measuring the intensity difference in each
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region of the partition between two consecutive time steps.
This would be particularly well adapted to situations with no
background. Note that the fluorescence intensity is known to
be proportional to protein concentration and can potentially be
more appropriate for a large variety of applications.

VI. CONCLUSION

In this paper, we have presented an original approach for
monitoring intracellular activity by retrieving fluxes between
adjacent regions from particle countings and mean intensity
measurements. We have developed an estimation procedure
with a sparsity constraint on the fluxes. We have evaluated
this approach with respect to the particle density, velocity,
appearance and disappearance rate, the region size and the
sparsity parameter values. We have finally demonstrated the
interest of the method for the quantification of Rab6 positive
membrane trafficking. This approach can be used to get low-
level traffic features given by fluxes between small regions or
for high-level analysis given an appropriate partition of the
cell. For testing purpose, we provide an online version of
our implementation: http://mobyle-serpico.rennes.inria.fr/cgi-
bin/portal.py#forms::FLUX.

In this study, unidirectional fluxes were defined to compare
the approach with methods such as the nearest neighbor
matching algorithm. We plan to consider bidirectional fluxes
to reduce the number of vertices and consequently the dimen-
sionality of the divergence operator M in order to simplify the
optimization problem. We also intend to look at super pixel-
based image representation [48] to improve the flux estimation
model and to adapt better to structures in the cell.
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