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Abstract

We study theories with W -algebra symmetries and their relation to WZNW

models on (super-)groups. Correlation functions of the WZNW models are ex-

pressed in terms of correlators of CFTs with W -algebra symmetry. The symmetries

of the theories involved in these correspondences are related by the Drinfeld-Sokolov

reduction of Lie algebras to W -algebras. The W -algebras considered in this paper

are the Bershadsky-Polyakov algebra for sl(3) and the quasi-superconformal alge-

bra for generic sl(N |M). The quantum W -algebras obtained from affine sl(N) are

constructed using embeddings of sl(2) into sl(N), and these can in turn be char-

acterized by partitions of N . The above cases correspond to N + 2 = 2 + N1 and

its supergroup extension. Finally, sl(2N) and the correspondence corresponding to

2N = N2 is also analyzed.
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1 Introduction

Two-dimensional conformal field theories play an important role in both theoretical

physics and mathematics. Their infinite-dimensional symmetries restrict the theories to

a large extent, but leave enough room for interesting structures and intriguing dualities.

When the basic Virasoro symmetry is complemented with higher spin generators up

to spin N , it is known as WN -algebra symmetry, see [1] for a nice review. Recently,

theories with W -symmetry have appeared in several contexts. A prominent example is

the AdS/CFT correspondence. It was shown in [2, 3] that the asymptotic symmetry of

higher spin gravity theory on AdS3 can be identified with W -symmetry. Based on this
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fact, the authors of [4] proposed that the minimal model with WN -algebra symmetry

in a large N limit is dual to the higher spin gravity by Prokushkin and Vasiliev [5].

The higher spin W -symmetry plays an important role in the evidence of this AdS/CFT

correspondence. Supersymmetric versions of the higher spin AdS/CFT correspondence

were also proposed, e.g., in [6, 7, 8, 9, 10, 11, 12, 13, 14], where super W -algebras appear as

symmetry algebras. The theories with WN -symmetry also appear as effective descriptions

of subsectors of four-dimensional SU(N) gauge theories [15, 16].

In this paper, we study some aspects of two-dimensional conformal field theories with

W -symmetry. More concretely, we relate correlation functions of Wess-Zumino-Novikov-

Witten (WZNW) models on the groups SL(3) and SL(2N) to correlators of theories with

W -symmetry, and similarly we consider the correspondence between WZNW models on

the supergroups SL(N |M) and theories with super W -algebra symmetry. Already in [17]

Ribault and Teschner showed explicitly that there is a relation between N -point ampli-

tudes of primary operators on spheres in the H+
3 WZNW model, which describes strings

in Euclidean AdS3, and (2N − 2)-point spherical amplitudes in Liouville field theory. In

[18] this relation was re-derived using an intuitive path integral method and extended

the correspondence to amplitudes on Riemann surfaces of arbitrary genus. Using this

method further generalizations were possible: The relation between correlation functions

of the OSP(p|2) WZNW model and of N = p supersymmetric Liouville field theory was

obtained in [19] for p = 1, 2. In our previous paper [20], we have extended these relations

to the cases with WZNW models on supergroups whose bosonic subgroup is of the form

SL(2) × A. For example, the PSU(1, 1|2) WZNW model is related to the small N = 4

super Liouville field theory, and the OSP(p|2) WZNW model with p ≥ 3 is related to

a superconformal field theory with SO(p)-extended super conformal symmetry discussed

in [21, 22]. Other examples considered in that paper are with the supergroups SL(2|p),
D(2, 1;α), OSP(4|2p), F(4) and G(3), see also [23]. Especially the case of D(2, 1;α) relates

to the large N = 4 super conformal algebra. This paper is a continuation of these works.

It is known that quantum W -algebras can be obtained by quantum Drinfeld-Sokolov

reduction of affine Lie algebras, which are the symmetries of WZNW models [1]. We think

of the relations between correlation functions mentioned above as correlator versions of

Drinfeld-Sokolov reduction. There are different quantum W -algebras associated to a given

simple Lie algebra corresponding to different embeddings of a sl(2) subalgebra into the

Lie algebra, see e.g. [24]. The principal embedding leads to the WN -algebra starting from

the affine sl(N) algebra; but we are interested in other embeddings. The simplest non-

trivial case appears for sl(3), where the non-principal embedding leads to the Bershadsky-

Polyakov algebra [25, 26], see also [27] for some more general cases. For sl(N), the sl(2)

embedding can be determined by the branching of the fundamental representation N ,

which can be expressed by a partition of N (see, e.g., [28] in this context). The principal

embedding corresponds to N = N . For sl(3), the principal embedding 3 = 3 leads to
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W3-algebra firstly introduced in [29], and the Bershadsky-Polyakov algebra comes from

the embedding 3 = 2+1. We also consider the embedding N + 2 = 2+N1, which leads to

a generalized Bershadsky-Polyakov algebra also called the quasi-superconformal algebra

[30]. The algebra is like the Knizhnik-Bershadsky algebra [21, 22], and we note that they

all have bosonic spin-3/2 fields. Further, the non-trivial embedding given by 2N = N2 is

also discussed. Furthermore, supergroup cases are examined.

Once these relations are established, there are many ways to utilize them. In order to

investigate the AdS/CFT correspondence, it is important to analyze superstrings on AdS

spaces, which may be described by supergroup WZNW models. One of the applications

is thus to use the relations for the study of supergroup models. In fact, some structure

constants of OSP(1|2) models are computed in terms of N = 1 super Liouville field theory

in [19, 31]. Another important use of this type of relation was in a proof of the Fateev-

Zamolodchikov-Zamolodchikov (FZZ) duality [32, 33, 34]. The FZZ conjecture can be

viewed as a T-duality in curved space, and the T-dual of the two-dimensional Euclidean

black hole is proposed to be sine-Liouville theory. The black hole model can be described

by the SL(2)/U(1) coset, and the application of the Ribault-Teschner relation to the SL(2)

part is an essential part of the proof in [33]. Our hope is that similar relations naturally

lead to generalizations of the FZZ dualities. We will comment on this in the conclusion.

The organization of this paper is as follows. In the next section, we derive a relation be-

tween correlation functions of the SL(3) WZNW model and of a theory with Bershadsky-

Polyakov symmetry. In section 3, we extend the relation to the more general case where

the SL(N + 2|M) WZNW model is related to a theory with quasi-superconformal sym-

metry. In section 4, we study the theory obtained by the Drinfeld-Sokolov reduction of

the SL(2N) WZNW model with the product embedding 2N = N2. In section 5, we

make a proposal of how to combine the cases analyzed so far. Some technical details are

collected in appendices. In appendix A, the conventions for the Lie (super-)algebras are

summarized. In appendix B, we extend the analysis in section 3 to the cases with Rie-

mann surfaces of arbitrary genus. In appendix C, our correspondence is compared with

the known facts on the Hamiltonian reduction with the product embedding 2N = N2. In

appendix D, some field redefinitions used in section 4 are derived.

2 Bershadsky-Polyakov algebra and SL(3)

We start our discussion with the interesting example of a theory with the Bershadsky-

Polyakov algebra as symmetry algebra. This algebra is a Drinfeld-Sokolov reduction of

ŝl(3), and the Bershadsky-Polyakov algebra corresponds to the non-principal embedding

of sl(2) in sl(3). Conventions on sl(3) and the non-principal embedding are provided in

Appendix A.1.

Given this embedding, the sl(2) subalgebra acts on sl(3). Especially, we can decompose
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sl(3) into eigenspaces of the Cartan subalgebra of sl(2). This leads to a Z5-gradation

sl(3) = g−1 ⊕ g−1/2 ⊕ g0 ⊕ g1/2 ⊕ g1. (2.1)

This gradation is the starting point for the construction of the map between correlation

functions in the SL(3) WZNW-theory and a theory with the Bershadsky-Polyakov algebra

as symmetry algebra.

2.1 SL(3) WZNW action

In order to construct the action of the WZNW theory, we start with a SL(3)-valued

field g. For our purposes it is important to parameterize this field according to above

Z5-gradation, namely

g = g−1 g− 1
2
g0 g 1

2
g1 = eγ−1eγ−1/2eφ0eγ1/2eγ1 . (2.2)

This is similar to the case of SL(2|1) studied in [19, 20], but of course γ±1/2 are here

bosonic fields.

The action of the SL(3) WZNW model at level k is

SWZNW[g] =
k

4π

∫
Σ

d2z〈g−1∂g, g−1∂̄g〉+
k

24π

∫
B

〈g−1dg, [g−1dg, g−1dg]〉 (2.3)

with ∂B = Σ. The invariant bilinear form is of course the Killing form. The Polyakov-

Wiegmann identity

SWZNW[gh] = SWZNW[g] + SWZNW[h] +
k

2π

∫
d2z〈g−1∂̄g, ∂hh−1〉 (2.4)

leads to

SWZNW[g] =SWZNW[g0] +
k

2π

∫
d2z〈

(
∂̄γ−1 −

1

2
[γ−1/2, ∂̄γ−1/2] + ∂̄γ−1/2

)
,

Ad(g0)
(
∂γ1 +

1

2
[γ1/2, ∂γ1/2] + ∂γ1/2

)
〉 .

(2.5)

Here, we used that the Killing form respects the Z5-gradation. We can now introduce

the auxiliary fields β1, β−1 with β1 ∈ g1, β−1 ∈ g−1 such that the integration over β1, β−1

reproduces the original action. Likewise, we also introduce auxiliary variables for the

half-integer parts, β1/2, β−1/2 with β1/2 ∈ g1/2, β−1/2 ∈ g−1/2. The action now takes the
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form

SWZNW[g] = SWZNW
ren [g0] + S0 + Sint ,

S0 =
k

2π

∫
d2z
[
〈β1, ∂̄γ−1〉+ 〈β1/2, ∂̄γ−1/2〉+ 〈β−1, ∂γ1〉+ 〈β−1/2, ∂γ1/2〉

]
,

Sint = − k

2π

∫
d2z
[
〈β1, Ad(g0)(β−1)〉

+ 〈
(
β1/2 −

1

2
[γ−1/2, β1]

)
,Ad(g0)

(
β−1/2 +

1

2
[γ1/2, β−1]

)
〉
]
,

(2.6)

where we have used the invariance of the inner product. The quantum action SWZNW
ren (g0)

is then obtained by taking care of the Jacobian which appears due to the introduction of

the new auxiliary fields.

This is as far we can go using just the knowledge of the 5-gradation. We can now

insert the SL(3) generators (see appendix A.1), we define

g = eγ
3F3eγ

1F1+γ2F2eφθ+φ
⊥θ⊥eγ̄

1E1+γ̄2E2eγ̄
3E3 , (2.7)

and correspondingly (abusing notation – on the left hand side the fields are the old Lie

algebra valued fields, and the βis on the right hand side are the new fields).

β1 = β3E3 , β−1 = β̄3F3 ,

β1/2 = β1E1 + β2E2 , β−1/2 = β̄1F1 + β̄2F2 .

(2.8)

The action then takes the form

SWZNW[g] = SWZNW
ren [g0] + S0 + Sint ,

SWZNW
ren [g0] =

1

4π

∫
d2z
[1

2
∂φ∂̄φ+

3

2
∂φ⊥∂̄φ⊥ − 1

2
b
√
gRφ

]
,

S0 =
1

2π

∫
d2z
[
β1∂̄γ

1 + β2∂̄γ
2 + β3∂̄γ

3 + β̄1∂γ̄
1 + β̄2∂γ̄

2 + β̄3∂γ̄
3
]
,

Sint = − k

2π

∫
d2z
[
β3β̄3e

−bφ + (β1 +
1

2
β3γ

2)(β̄1 +
1

2
β̄3γ̄

2)e−bφ/2−3bφ⊥/2

+ (β2 −
1

2
β3γ

1)(β̄2 −
1

2
β̄3γ̄

1)e−bφ/2+3bφ⊥/2
]
,

(2.9)

where we have rescaled the fields φ, φ⊥ with b = 1/
√
k − 3. The equations of motion for
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the auxiliary fields take the form (before this rescaling)

β3 = keφ
(
∂γ̄3 +

1

2
γ̄1∂γ2 − 1

2
γ̄2∂γ1

)
, (2.10)

β2 = keφ/2−3φ⊥/2∂γ̄2 +
1

2
γ1β3 , (2.11)

β1 = keφ/2+3φ⊥/2∂γ̄1 − 1

2
γ2β3 . (2.12)

This tells us the correct renormalization of the fields φ, φ⊥ for the action SWZNW
ren . Note

that the background charge implies that the first interaction term β3β̄3e
−φ is not marginal,

but it can be seen as a contact term and neglected. The sl(3) currents can be written in

terms of these free fields as is demonstrated in appendix A.2.

2.2 A relation to Bershadsky-Polyakov algebra

We would now like to derive the relation between correlation functions, so we begin

by considering a correlator in the SL(3) WZNW model. The vertex operators can always

be chosen of the form

Vν(zν) = eµ
ν
3γ

3−µ̄ν3 γ̄3f(γ1, γ2, γ̄1, γ̄2, φ, φ⊥) , (2.13)

and we consider correlators

〈
n∏
ν=1

Vν(zν)〉 =

∫
Dg e−SWZNW(g)

n∏
ν=1

Vν(zν) , Dg = DφDφ⊥
3∏

α=1

D2βαD2γα . (2.14)

Later we fix the form of the functional f(γ1, γ2, γ̄1, γ̄2, φ, φ⊥), but here we leave it arbitrary.

Following [18] we integrate out γ3 which only appears linearly in exponents. This gives

a delta function in β3 which is solved by setting

β3(z) 7→ B3(z) =
n∑
ν=1

µν3
z − zν

= u

∏n−2
i=1 (z − yi)∏n
ν=1(z − zν)

. (2.15)

Similarly for the antiholomorphic side we have

β̄3(z̄) 7→ −B̄3(z̄) = −
n∑
ν=1

µ̄ν3
z̄ − z̄ν

= −ū
∏n−2

i=1 (z̄ − ȳi)∏n
ν=1(z̄ − z̄ν)

. (2.16)

We then remove the function B3 from the action by the following transformation:

γ′
a

= (uB3)
1
2γa , β′a = (uB3)−

1
2βa , ϕ = φ− 1

2b
ln |uB3|2 , ϕ⊥ = φ⊥ . (2.17)

This will change the background charge of ϕ, and the remaining β′1, γ
′1, β′2, γ

′2 ghost

systems are now dimension (1/2, 1/2) systems. This also gives extra terms of the form

δS =
1

2π

∫
d2z
[
− 1

2
β′iγ
′i∂̄ lnB3 − 1

2
β̄′iγ̄
′i∂ ln B̄3

]
. (2.18)
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A natural way to proceed is to use that ∂∂̄ lnB3 can be expressed by delta functions

localized at the points zν and yi. The extra terms can thus put in the form of vertex

operators if we bosonize the β, γ systems as follows

β′1 = ∂Y1e
−X1+Y1 , γ′1 = eX1−Y1 , : β′1γ

′1 : = ∂X1 , (2.19)

and likewise for β′2, γ
′2. We then get extra insertions in the correlators depending on

X1, X2 and ϕ and these are located in the zeroes of B3, namely yi. Further, the original

vertex operators in zν also gets modified. An explicit formula can be found in equation

(3.21) in the next section.

On the other hand, we can also do a SP(2) transformation of the β′, γ′ systems as

follows

β′1 = 1
2
(γ − γd) , γ′1 = −β + βd , β′2 = 1

2
(β + βd) , γ′2 = γ + γd , (2.20)

and similarly for the anti-holomorphic side

β̄′1 = 1
2
(γ̄ − γ̄d) , γ̄′1 = −β̄ + β̄d , β̄′2 = −1

2
(β̄ + β̄d) , γ̄′2 = −γ̄ − γ̄d . (2.21)

The point is that this decouples the βd, γd system and, as we will see below, the remaining

action has Bershadsky-Polyakov symmetry. After the transformation, the action takes the

form

S = Skin + Sint ,

Skin =
1

4π

∫
d2z
[1

2
∂ϕ∂̄ϕ+

3

2
∂ϕ⊥∂̄ϕ⊥ − 1

2
(b+

1

2b
)
√
gRϕ

+ 2β∂̄γ + 2βd∂̄γd + 2β̄∂γ̄ + 2β̄d∂γ̄
d
]
,

Sint = − k

2π

∫
d2z
[
γγ̄e−bϕ/2−3bϕ⊥/2 − ββ̄e−bϕ/2+3bϕ⊥/2

]
.

(2.22)

We have here omitted the contact term in the action. However, the holomorphic part of

the extra ghost terms (2.18) are now

δS =
1

2π

∫
d2z
[
− 1

2
(γβd + γdβ)∂̄ lnB3 − 1

2
(γ̄β̄d + γ̄dβ̄)∂ ln B̄3

]
. (2.23)

Since the logs are holomorphic up to branch cuts, these terms look more like line operators

than the extra vertex operators that were found after the bosonization (2.19) above. To

perform the SP(2) rotation on the vertex operators is thus not a simple problem, however

in the similar OSP(N |2) case [33, 20] the corresponding problem for the fermionic ghost

systems was solvable using spin operators. We are thus hopeful that future research will

find a solution.
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Let us now consider the symmetry of the action. We want to show that the action

with the βd, γ
d part removed is invariant under the Bershadsky-Polyakov W 2

3 -algebra [26].

This algebra is generated by dimension 3/2 fields G± and the U(1) current H with the

OPEs

G+(z)G−(w) ∼ (k − 1)(2k − 3)

(z − w)3
+
−3(k − 1)H(w)

(z − w)2
(2.24)

+

(
3 : HH : +(k − 3)TW 2

3
− 3(k−1)

2
∂H
)
(w)

z − w
,

G±(z)G±(w) ∼ 0 , H(z)H(w) ∼ −(2k − 3)/3

(z − w)2
.

The task is to construct these currents in terms of our free fields.

We have removed B3 from the action, and it changes the stress energy tensor to

Timproved = Tsl3 − ∂Jθ , (2.25)

which is called the improved stress-energy tensor in [26]. We here have to think of the

β3, γ
3 systems as being removed. After doing the SP(2) transformation (2.20) we get the

stress-energy tensor

T = TW 2
3

+ Tβd,γd ,

TW 2
3

= −1
4
∂ϕ∂ϕ− 3

4
∂ϕ⊥∂ϕ⊥ − (b+

1

2b
)∂∂ϕ+ 1

2
(γ∂β − ∂γβ) ,

Tβd,γd = 1
2
(γd∂βd − ∂γdβd) . (2.26)

Here TW 2
3

exactly has the central charge 25 + 24/(k − 3) + 6(k − 3) as expected for the

level k Bershadsky-Polyakov algebra. The G±, H currents are obtained from the currents

where first all terms depending on γ3 is removed, then B3 is taken out, and finally, after

the SP(2) transformation, the terms depending on βd, γd are removed. Then we get (the

currents are like in [35]):

G+ = JE2 |reduced =
1

2b
∂ϕγ − 3

2b
∂ϕ⊥γ − γγβ + (k − 1)∂γ ,

G− = JE1|reduced = − 1

2b
∂ϕβ − 3

2b
∂ϕ⊥β − γββ − (k − 1)∂β , (2.27)

H = −2

3
Jθ
⊥|reduced = −1

b
∂ϕ⊥ − γβ .

Finally, our interaction terms are screening operators for the W 2
3 algebra which can be

directly checked, and we have thus demonstrated that the action is invariant under the

Bershadsky-Polyakov algebra.
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3 Quasi-superconformal theory from SL(2 +N |M)

In this section we generalize the analysis for sl(3) in the previous section to the case

with a supergroup SL(2 +N |M) with arbitrary numbers N,M . In [20], we have derived

relations between correlation functions of supergroup WZNW models and extended super

Liouville theory. The supergroup used in [20] has a bosonic subalgebra of the form SL(2)×
A. The procedure developed in [18] applied to the SL(2) part led to the correspondence

found in [20]. Here we use a similar embedding of sl(2) such that the elements of the Lie

superalgebra are decomposed as

g = g−1 ⊕ g− 1
2
⊕ g0 ⊕ g+ 1

2
⊕ g+1 . (3.1)

The generators of the embedded sl(2) are in tz ∈ g0 and t± ∈ g±1. In fact, g±1 are

generated by t±. Notice that g±1/2 are fermionic in the cases considered in [20], but here

they can be bosonic and fermionic. This is the main point of the generalization.

The relations in [18, 19, 20] remind us of Hamiltonian reduction [1], and one of the aims

of this paper is to investigate the relation between the two. We can construct a theory

with W -symmetry from the WZNW model on G, and the symmetry algebra depends on

how sl(2) is embedded in g. The above sl(2) embedding corresponds to the partition of

2 +N |M as

2 +N |M = 2|0 +N1|0 +M0|1 . (3.2)

For N = 0 the supergroup is given by SL(2|M) and hence analyzed in [20], and for

M = 0 the Hamiltonian reduction of sl(2 + N) yields the quasi-superconformal algebra

in [30]. Here we deal with generic N,M , which involves a generalization of the quasi-

superconformal algebra.

3.1 SL(2 +N |M) WZNW action

The elements of the sl(2+N |M) Lie superalgebra can be expressed by the (2+N |M)×
(2 +N |M) supermatrix of the form

M =

(
A B

C D

)
, strM = trA− trD = 0 , (3.3)

where A,D are Grassmann even and B,C are Grassmann odd. Following the general

argument, we decompose sl(2 + N |M) as in (3.1). Roughly speaking, we interpret the

(2 + N |M) × (2 + N |M) supermatrix as a four block supermatrix, where the diagonal

blocks are a 2× 2 block representing the embedded sl(2) and the (N |M)× (N |M) block

representing a sl(N |M) algebra which commutes with the sl(2) and further there is also

a u(1) algebra. The off-diagonal part carries the standard representation of sl(N |M)⊕
sl(2) and its conjugate, and they will be represented by free bosons and fermions. See
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for instance [36]. For our explicit conventions see appendix A.3. We parameterize a

supergroup valued field according to our 5-decomposition

g = g−1 g− 1
2
g0 g 1

2
g1 , (3.4)

where

g−1 = eγE
−
, g+1 = eγ̄E

+

, g0 = e−2ΦQe−2φE0

(
I2 0

0 q

)
. (3.5)

The generators of the embedded sl(2) are E0, E± and the elements of sl(N |M) are repre-

sented by q. The generator of the u(1) algebra is denoted by Q, and it commutes with

the sl(2) and sl(N |M). For 2 +N = M , the u(1) part can be decoupled and we can start

from psl(M |M) instead of sl(M |M). The other parts are

g−1/2 = exp(
N∑
i=1

γ1
i S
−
1,i) exp(

N∑
i=1

γ2
i S
−
2,i) exp(

M∑
î=1

θ1
î
F−

1,̂i
) exp(

M∑
î=1

θ2
î
F−

2,̂i
) , (3.6)

g+1/2 = exp(
M∑
î=1

θ̄2
î
F+

2,̂i
) exp(

M∑
î=1

θ̄1
î
F+

1,̂i
) exp(

N∑
i=1

γ̄2
i S

+
2,i) exp(

N∑
i=1

γ̄1
i S

+
1,i) . (3.7)

In [20] we have only fermions θai , θ̄
a
i , and the appearance of bosons γai , γ̄

a
i is the new feature

in this case. The explicit form of the generators are summarized in appendix A.3.

With the above parametrization, the action of SL(2 + N |M) WZNW model is given

by

SWZNW
k [g] = SWZNW

k [q] +
k

2π

∫
dz2
[
∂̄Φ∂Φ + ∂̄φ∂φ+ e−2φ(∂̄γ + ∂Θ1Θt

2)(∂γ̄ + Θ̄2∂Θt
1)

+ e−φ+ηΦ∂Θ̄1q
−1∂̄Θt

1 + e−φ−ηΦ∂̄Θ2q∂Θ̄t
2

]
, (3.8)

where

γa = (γa1 , · · · , γaN) , γ̄a = (γ̄a1 , · · · , γ̄aN) , θa = (θa1 , · · · , θaM) , θ̄a = (θ̄a1 , · · · , θ̄aM)

with a = 1, 2. Moreover we denote Θa = (γa, θa) and Θ̄a = (γ̄a, θ̄a). We introduce

auxiliary fields β, β̄, Pa = (βa, pa), P̄a = (β̄a, p̄a) with

βa = (βa1 , · · · , βaN) , β̄a = (β̄a1 , · · · , β̄aN) , pa = (pa1, · · · , paM) , p̄a = (p̄a1, · · · , p̄aM) .

Then we find classically

SWZNW
k [g]

clas.
= SWZNW

k [q] +
1

2π

∫
d2z
[
k∂̄Φ∂Φ + k∂̄φ∂φ− β∂̄γ − β̄∂γ̄ +

2∑
a=1

(Pa∂̄Θt
a + P̄a∂Θ̄t

a)

− 1

k
ββ̄e2φ − 1

k
(P1 + βζΘ2)qζ(P̄1 + β̄Θ̄2)teφ−ηΦ − 1

k
P̄2q

−1ζP t
2e
φ+ηΦ

]
, (3.9)

10



where we have used Pa∂Θt
a = ∂ΘaζP

t
a with

ζ =

(
IN 0

0 −IM

)
. (3.10)

Due to the anomaly from the change of path integral measure there are shifts of

coefficients. To get these corrections, we first set q = 1. Then from the measure of the

path integral the contribution from β, γ is

− 1

π

∫
d2z∂φ∂̄φ+

1

8π

∫
d2z
√
gRφ . (3.11)

Further, let

δs = − 1

4π

∫
d2z∂φ∂̄φ+

1

16π

∫
d2z
√
gRφ , (3.12)

then a pair of βa, γa contributes δs, while a pair of pa, θa contributes −δs to the anomaly

(see (2.22) of [20]). Taking this anomaly into account, the action becomes

SWZNW
k [g] = SWZNW

k−2 [q] (3.13)

+
1

2π

∫
d2z
[
∂̄Φ∂Φ + ∂̄φ∂φ+

Q̂

4

√
gRφ− β∂̄γ − β̄∂γ̄ +

2∑
a=1

(Pa∂̄Θt
a + P̄a∂Θ̄t

a)

− 1

k
ββ̄e2bφ − 1

k
(P1 + βζΘ2)qζ(P̄1 + β̄Θ̄2)teb(φ−ηΦ) − 1

k
P̄2q

−1ζP t
2e
b(φ+ηΦ)

]
with b−2 = k−2−N+M and Q̂ = b(1+N−M). The central charge of the SL(2+N |M)

WZNW model is

c =
((N −M + 2)2 − 1)k

k − 2−N +M
. (3.14)

After the renormalization, we have

c = 1 + 6Q̂2 + 2 + 2 · (2N − 2M) + 1 +
((N −M)2 − 1)(k − 2)

k − 2−N +M
, (3.15)

which is the same as above. Note that the central charge for one pair (pa, θa) is −2.

3.2 Correspondence to a quasi-superconformal theory

In subsection 2.2 we have studied a relation between correlators of SL(3) WZNW

model and a theory with W 2
3 -symmetry. Here we would like to derive similar relations

involving the SL(2 + N |M) WZNW model. In order to obtain an explicit formula, we

specify the form of vertex operator, see (2.13). In the supergroup cases analyzed in
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[19, 20], it was useful to express the fermions in bosonized language. From this experience

we again enlarge the Hilbert space by utilizing the bosonization formula

βai (z) = −∂ξai e−X
a
i , γai (z) = ηai e

Xa
i , pai (z) = eiY

a
i , θai (z) = e−iY

a
i , (3.16)

where the operator products are

ξai (z)ηbj(0) = δa,bδi,j
1

z
, Xa

i (z)Xb
j (0) ∼ Y a

i (z)Y b
j (0) ∼ −δa,bδi,j ln z . (3.17)

Analogous expressions hold for the barred quantities. Then the vertex operators can be

defined as

V
tai ,s

a
î

j,L (µ|z) = µj+1− 1
2

∑
a,i t

a
i + 1

2

∑
a,̂i s

a
î µ̄j+1− 1

2

∑
a,i t̄

a
i + 1

2

∑
a,̂i s̄

a
î (3.18)

· et
a
iX

a
i +t̄ai X̄

a
i +isa

î
Y a
î

+iŝa
î
Ŷ a
î eµγ−µ̄γ̄e2b(j+1)φV

SL(N |M)
L (q) ,

where L labels the representation of sl(N |M). Other vertex operators may be obtained

by applying ξai , η
a
i and their derivatives. The correlation functions are computed as in

(2.14).

In order to obtain relations to a reduced theory, we follow the strategy adopted in [18]

as in the SL(3) case. We integrate out γ, then the field β is replaced by

n∑
ν=1

µν
z − zν

= u

∏n−2
l=1 (z − yl)∏n
ν=1(z − zν)

= uB(yl, zν ; z) , (3.19)

and similarly for β̄. Now the action includes the functions B and B̄, and the functions

can be removed by the shift of fields φ,Xa
i , Y

a
î

as

φ+
1

2b
ln |uB|2 → φ , Xa

i +
1

2
lnuB → Xa

i , Y a
î

+
i

2
lnuB → Y a

î
. (3.20)

After some manipulations, we arrive at the relation among the correlators as

〈
n∏
ν=1

V
tai ν ,s

a
î ν

jν ,Lν
(µν |zν)〉 = δ(2)(

n∑
ν=1

µν)|Θn|2〈
n∏
ν=1

V
tai ν−1/2,sa

î ν
+1/2

b(jν+1)+1/2b,Lν
(zν)

n−2∏
l=1

V
1/2,−1/2
−1/2b,0 (yl)〉 . (3.21)

The action for the right hand side is

S = SWZNW
k−2 [q] +

1

2π

∫
d2z
[
∂̄Φ∂Φ + ∂̄φ∂φ+

Q

4

√
gRφ+

2∑
a=1

(Pa∂̄Θt
a + P̄a∂Θ̄t

a)

+
1

k
e2bφ − 1

k
(P1 + ζΘ2)qζ(P̄1 − Θ̄2)teb(φ−ηΦ) − 1

k
P̄2q

−1ζP̄ t
2e
b(φ+ηΦ)

]
(3.22)

with Q = Q̂+ b−1. The vertex operators are

V
tai ,s

a
î

α,L (z) = et
a
iX

a
i +t̄ai X̄

a
i +isa

î
Y a
î

+iŝa
î
Ŷ a
î e2αφV

SL(N |M)
L (q)(z) , (3.23)
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and the pre-factor is

Θn = u

n∏
i<j

(zi − zj)
1

2b2
+N−M

2

n−2∏
p<q

(yp − yq)
1

2b2
+N−M

2

n∏
i=1

n−2∏
p=1

(zi − yp)−
1

2b2
−N−M

2 . (3.24)

The result for N = 0 reproduces the one in [20]. As mentioned in subsection 2.2, there

are extra insertions of operators with the identity representation L = 0 at yl, and shifts

of parameters of vertex operators at zν .

In the case of SL(3), the reduced theory consists of a free theory and a theory with

W 2
3 -symmetry. We have similar decoupling in this generalization. If we rotate Pa,Θa as

Θ1 − ζP2 → Θ1 , Θ2 + ζP1 → Θ2 , Θ̄1 + P̄2 → Θ̄1 , Θ̄2 − P̄1 → Θ̄2 , (3.25)

then the action becomes

S[q,Φ, φ, ψa] = SWZNW
k−2 [q] +

1

2π

∫
d2z
[
∂̄Φ∂Φ + ∂̄φ∂φ+

Q

4

√
gRφ (3.26)

+
2∑

a=1

(Pa∂̄Θt
a + P̄a∂Θ̄t

a) +
1

k
e2bφ +

1

k
ζΘ2qζΘ̄t

2e
b(φ−ηΦ) − 1

k
P̄2q

−1ζP t
2e
b(φ+ηΦ)

]
.

We thus see that P1,Θ1 is a free decoupled system. As in the SL(3) case it is also

here an outstanding problem how to rewrite the vertex operators in terms of the rotated

variables. For M = 0, the symmetry of the theory should be the quasi-superconformal

symmetry discussed in [30] and for M 6= 0 it is a generalization of it. Utilizing our free

field realization, we could construct the currents for the symmetry as for SL(3) case.

Furthermore, it should be possible to apply the above analysis to more generic cases in

page 14 of [23].

4 The product embedding 2N = N2

In the previous section, all n-point functions of WZNW models on SL(2 + N |M) on

a sphere are found to be written in terms of reduced theories with some specific W -

symmetry. Since different W -algebras can be obtained though the Hamiltonian reduction

by using different sl(2) embeddings, one may wonder whether we can establish relations

between correlators involving more generic W -algebras. In this section, we give an exam-

ple corresponding to the simple product embedding of sl(2) as 2N = N2. More generic

cases are under investigation.

4.1 SL(2N) WZNW action

We start from the action of SL(2N) WZNW model. In order to adopt the reduction

procedure in [18], we should find out a proper free field realization of the WZNW model.
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Let us consider sl(2N) and the following embedding of sl(2) (in block matrix form)

tz =
1

2

(
IN 0

0 −IN

)
, t+ =

(
0 IN
0 0

)
, t− =

(
0 0

IN 0

)
. (4.1)

The commutant of this sl(2) is sl(N) generated by

tAsl(N) =

(
A 0

0 A

)
. (4.2)

The splitting of the fundamental representation of sl(2N) can now be written as

2N sl(2N) = N sl(N) 2sl(2) . (4.3)

We get a 3-grading of the algebra from the eigenvalues of tz. In this case upper left

block is +1, lower left −1 and the diagonal blocks are zero graded. Following [28] we

make the standard Gauss decomposition obeying this grading

g =

(
IN 0

γ IN

)
e2φtz

(
g1 0

0 g2

)(
IN γ̄

0 IN

)
, (4.4)

where g1 and g2 are SL(N) matrices. The action then takes the form (with k having

opposite sign as in the compact case)

SWZNW
k [g] =

k

4π

∫
Σ

d2z〈g−1∂g, g−1∂̄g〉+
k

24π

∫
B

〈g−1dg[g−1dg, g−1dg]〉

= SWZNW
k [g1] + SWZNW

k [g2] +
k

2π

∫
d2z N∂φ∂̄φ+ e2φ tr(∂̄γg1∂γ̄g

−1
2 ) (4.5)

as is easily found using the Polyakov-Wiegmann identity (2.4). We then go to a first order

formalism by introducing the N ×N matrices β, β̄

Sk[φ, g1, g2, γ, γ̄, β, β̄] =SWZNW
k−N [g1] + SWZNW

k−N [g2] +
1

2π

∫
d2z ∂φ∂̄φ− N2b

4

√
gRφ

+
1

2π

∫
d2z tr(β∂̄γ + β̄∂γ̄ − 1

k
e−2φβ̄g−1

1 βg2) . (4.6)

Here we have introduced b = 1/
√
N(k − 2N) and rescaled φ 7→ bφ. To find the renor-

malization we have used (in the old φ)

β = ke2φg1∂γ̄g
−1
2 (4.7)

and that the contribution from the path integral measure for each of the N2 β, γ systems

then is

δS = − 1

π

∫
d2z∂φ∂̄φ− 1

8π

∫
d2z
√
gRφ , (4.8)
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and a similar analysis can be made using g1 and g2 in their Cartan sector. Since they

have unit determinant, we do not get any background charge for the SL(N) factors. We

can check that the central charge is correctly reproduced as

c = 2csl(N)k−N +N2cβγ + cφ = 2
(N2 − 1)(k −N)

k −N −N
+ 2N2 + 1 + 6

N3

(k − 2N)

=
((2N)2 − 1)k

k − 2N
. (4.9)

The currents in this hybrid first order formulation are constructed in [28] (they introduce

this name). They are of the form

J =

(
H1 β

J+ H2

)
, (4.10)

where H i contain bilinears in β and γ, while J+ needs cubic terms.

4.2 The reduced action

We will now see how to obtain the reduced action without making constraints on the

momenta of the vertex operators. Due to the form of the currents we can choose a simple

µij basis, i, j = 1, . . . , N , of the vertex operators

Vα,r1,r2,µij ,µ̄ij(z) = eµijγ
ji−µ̄ij γ̄jie2αbφV SL(N)

r1
(g1)(z)V SL(N)

r2
(g2)(z) , (4.11)

where r1, r2 label two sl(N) representations. As in the previous cases, the interaction term

in the action (4.6) does not depend on γ, γ̄. Since the kinetic terms in the Lagrangian are

of the form βij ∂̄γ
ji, we can thus integrate out γ and γ̄ in order to obtain

βij 7→
n∑
ν=1

µνij
z − zν

= uij

∏n−2
l=1 (z − ylij)∏n
ν=1(z − zν)

= Bij(ylij, zν ; z) , (4.12)

where n is the number of vertex operators. Likewise we have

β̄ij 7→ −
n∑
ν=1

µ̄ji
z̄ − z̄ν

= −ūji
∏n−2

l=1 (z̄ − ȳlji)∏n
ν=1(z̄ − z̄ν)

= −B̄ji(ȳlij, z̄ν ; z̄) . (4.13)

The interaction term then takes the form

Sint =
1

2π

∫
d2z tr(

1

k
e−2bφB†g−1

1 Bg2) . (4.14)

Here we would like to remove B from the action by making use of field redefinitions. Since

g1, g2 ∈ SL(N), the SL(N) part of B may be removed by the change of g1, g2, which will
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be discussed later. First, the determinant of B can be rescaled to one by a translation in

φ. This will give extra insertions of φ where the determinant is zero or infinite:

φ = ϕ+
1

2b
ln

∣∣∣∣ d(z)1/N∏n
ν=1(z − zν)

∣∣∣∣2 ,

d(z) := det{
n−2∏
l=1

uij(z − ylij)}i,j=1,...,N = det{uij}
N(n−2)∏
m=1

(z − dm) , (4.15)

assuming det{uij} 6= 0. Here we have just used that the determinant is a polynomial in

z of degree N(n− 2) and we have denoted the zeroes dm.

We will now use that∫
d2z ∂∂̄ ln z f(z, z̄) = −2π

∫ ∞
0

dz ∂f(z, z̄) ,

∫
d2z ∂∂̄ ln z̄ f(z, z̄) = −2π

∫ ∞
0

dz̄ ∂̄f(z, z̄) , (4.16)

where the paths are along the branch cut of the logarithm, and f is a function which

is smooth in a neighborhood of the branch cut. Adding the two integrals gives a path

integral over a complete derivative just giving the difference of the values at the endpoints.

The insertions we get from the transformation of φ are then

exp(− 1

2π

∫
d2z ∂φ∂̄φ) ∝

exp(− 1

2π

∫
d2z ∂ϕ∂̄ϕ)

N(n−2)∏
m=1

e
1
bN
ϕ(dm)

n∏
ν=1

e−
1
b
ϕ(zν)e

2
b
ϕ(∞) .

(4.17)

Here we have left out a constant which also contains zeroes. The zeroes precisely cancel the

infinities coming from creating the new exponential vertex operator since they need normal

ordering. The insertions of ϕ at infinity can be seen as an addition of the background

charge. We can see this precisely using

√
gR = −4∂∂̄ ln |ρ|2 . (4.18)

Since ρ = 1 everywhere except at infinity, z′ = 1/z = 0, we have zero curvature in the

whole plane, but a delta function at infinity

√
gR = −4∂∂̄ ln |z′|−2 = 16πδ(2)(z′) . (4.19)

We thus get the background charge

Qϕ = −bN2 − 1/b , (4.20)
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In appendix C we analyze the Drinfeld-Sokolov reduction and find the correct improved

Virasoro tensor and this result compares precisely, see eq. (C.9). Note there will also be

a constant term coming from the background charge due to the constant translation of φ.

One last technicality needs to be considered before continuing. When we get the extra

insertions in eq. (4.17) some of them are inserted in the same point as the original vertex

operators. This will create infinities from placing two operators in the same point, but

these are exactly canceled by the zeroes coming from the change of φ in the existing vertex

operator which will also give some extra constant term. We will see something similar

happen later.

The action is now

Sk[φ, g1, g2] =SWZNW
k−N [g1] + SWZNW

k−N [g2] +
1

2π

∫
d2z ∂ϕ∂̄ϕ+

Qϕ

4

√
gRϕ

+
1

2π

∫
d2z tr(

1

k
e−2bϕB′†g−1

1 B′g2) , (4.21)

where

B′ij = uij

∏n−2
l=1 (z − ylij)(

det{ui′j′}
∏N(n−2)

m=1 (z − dm)
)1/N

. (4.22)

The correlator becomes

〈
n∏
ν=1

Vαν ,rν1 ,rν2 ,µνij ,µ̄νij(zν)〉SL(2N) =

|Θϕ|2〈
n∏
ν=1

| det{µνij}|2α
ν/Ne(2ανb− 1

b
)ϕV

SL(N)
rν1

(g1)V
SL(N)
rν2

(g2)(zν)

N(n−2)∏
m=1

e
1
bN
ϕ(dm)〉

where

Θϕ = det{uij}N
(∏N(n−2)

m,m′=1,m 6=m′(dm − dm′)1/N2∏n
ν,ν′=1,ν 6=ν′(zν − zν′)∏N(n−2)

m=1

∏n
ν=1(dm − zν)1+1/N

) 1
4b2

. (4.23)

The first factor is due to the background charge.

To proceed we now need to absorb the determinant one matrices B′,B′† in a redefinition

of g1, g2. This will give extra insertions, and to see this explicitly we consider the case

4 = 2 + 2.

4.3 The example N = 2

To make the transformation of g1, g2, we suggest to do it in terms of the simple

steps given in appendix D. As mentioned there, there are in principle many ways to do
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combine these steps, and correspondingly we would get different expressions for the same

amplitude. We have not yet shown that these different expressions actually are equal, but

reserve it for future research. However, it turns out that there is a particular choice where

we can write all new operators in the correlators as insertions in points using bosonization,

and we can avoid some very complicated insertions.

To do this we parameterize our SL(2) fields as

g1 =

(
1 −γ1

0 1

)(
e−φ1 0

0 eφ1

)(
1 0

−γ̄1 1

)
,

g2 =

(
1 0

γ2 1

)(
eφ2 0

0 e−φ2

)(
1 γ̄2

0 1

)
, (4.24)

i.e. g1 has been parameterized transposed inverse compared to appendix D. We now use

(D.38) to write

B′ =

(
1

u12
∏n−2
l=1 (z−yl12)

u22
∏n−2
l=1 (z−yl22)

0 1

)( (
det{ui′j′}

∏N(n−2)
m=1 (z−dm)

)1/N
u22

∏n−2
l=1 (z−yl22)

0

0
u22

∏n−2
l=1 (z−yl22)(

det{ui′j′}
∏N(n−2)
m=1 (z−dm)

)1/N
)

(
1 0

u21
∏n−2
l=1 (z−yl21)

u22
∏n−2
l=1 (z−yl22)

1

)
.

Thus we make the following field change

g1 = Ag′1A
† , g2 = Bg′2B

† (4.25)

where

A =

(
1

u12
∏n−2
l=1 (z−yl12)

u22
∏n−2
l=1 (z−yl22)

0 1

)
(

det{ui′j′}
∏N(n−2)
m=1 (z−dm)

)1/2N(
u22

∏n−2
l=1 (z−yl22)

)1/2 0

0

(
u22

∏n−2
l=1 (z−yl22)

)1/2(
det{ui′j′}

∏N(n−2)
m=1 (z−dm)

)1/2N


:=

(
1 f12

f22

0 1

)(
1

(f22)1/2
0

0 (f22)1/2

)
,

B =

(
1 0

−f21
f22

1

)(
(f22)1/2 0

0 1
(f22)1/2

)
.

Using the notation of appendix D, we can now compactly write the total change in the
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correlators in terms of the currents of J±,zi constructed out of the two sl(2) generators gi:

〈
∏
ν

V (zν)〉SL(4) = 〈e
i
2π

∮
∂R2

dz (ln f22(−Jz1 +Jz2 ))+conj.

e
i
2π

∮
∂R1

dz

(
f12
f22

J+
1 −

f21
f22

J−2 + 1
b

ln
d(z)1/N∏n
ν=1(z−zν )

Jφ

)
+conj.∏

ν

V (zν)|γ=γ̄=0〉4=2+2,

Here Jφ = ∂φ and R1 ⊂ R2 are regions containing all the vertex operators, singularities

and branch cuts. The integral around R1 has to be performed first. The OPEs are taken

from the SL(N) × SL(N) theory, and the interaction terms are simply transformed to

absorb the B-functions. The evaluation will give the extra insertions and also the field

independent factors as explained in appendix D.

Firstly the −f21
f22
J−2 transformation simply gives the following insertions in yl22, see eq.

(D.11), and similarly for the transformation f12
f22
J+

1 since we have parameterized it dually

n−2∏
l=1

exp

(
u21

∏n−2
l′=1(yl22 − yl

′
21)

u22

∏n−2
l′=1,l′ 6=l(y

l
22 − yl

′
22)
β2(yl22) +

u12

∏n−2
l′=1(yl22 − yl

′
12)

u22

∏n−2
l′=1,l′ 6=l(y

l
22 − yl

′
22)
β1(yl22)

)
. (4.26)

Next we perform the transformation ln f22(−Jz1 +Jz2 ). In principle we will get a line integral

over the currents, but if we bosonize like in (D.23) this will give us extra insertions (D.27)

2∏
i=1

Θi

n−2∏
l=1

e(φi/bi−Xi)(yl22)

N(n−2)∏
m=1

e−
1
N

(φi/bi−Xi)(dm) (4.27)

where bi = (ki − 2)−1/2 = (k −N − 2)−1/2 and the constant factors are

Θi =

∏n−2
l,l′=1,l′ 6=l(y

l
22 − yl

′
22)ki/4

∏N(n−2)
m,m′=1,m′ 6=m(dm − dm′)ki/4N

2∏N(n−2)
m=1

∏n−2
l=1 (dm − yl22)ki/2N

. (4.28)

Here we have again removed some zeroes which cancel the infinities from creating the new

insertions. Further we have to change the βs in the previous insertions (4.26). However,

this creates zeroes which should cancel infinities from when the new insertions (4.27) are

in the same position as the βi insertions. To see this cancellation let us move the new

insertions to yl22 + ε. We then have (focusing on of the β2(yl22) insertion)

exp

(
u22

∏n−2
l′′=1(yl22 − (yl

′′
22 + ε))(

det{ui′j′}
∏N(n−2)

m=1 (yl22 − dm)
)1/N

u21

∏n−2
l′=1(yl22 − yl

′
21)

u22

∏n−2
l′=1,l′ 6=l(y

l
22 − yl

′
22)
β2(yl22)

)
e(φ2/b2−X2)(yl22+ε)

ε→0→ : exp

(
u21

∏n−2
l′=1(yl22 − yl

′
21)(

det{ui′j′}
∏N(n−2)

m=1 (yl22 − dm)
)1/N

β2(yl22)

)
e(φ2/b2−X2)(yl22) : , (4.29)

since we have the OPEs

(β2)p(z)e−X2(w) = (z − w)−p : (β2)p(z)e−X2(w) : . (4.30)
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We can now write out the relation between WZNW amplitudes and the model with

4 = 2 + 2 W -algebra

〈
n∏
ν=1

Vαν ,rν1 ,rν2 ,µνij ,µ̄νij(zν)〉SL(4) =

|Θ|2〈
n∏
ν=1

| det{µνij}|α
ν

e(2ανb− 1
b
)ϕV

SL(2)
rν1

(Ag1A
†)V

SL(2)
rν2

(Bg2B
†)(zν)

2(n−2)∏
m=1

e
1
2b
ϕ(dm)e−

1
2

((k−4)1/2φ1−X1)(dm)e−
1
2

((k−4)1/2φ2−X2)(dm)

n−2∏
l=1

: e

u12
∏n−2
l′=1

(yl22−y
l′
12)

det{ui′j′ }
1/2 ∏2(n−2)

m=1 (yl22−dm)1/2
β1(yl22)

e((k−4)1/2φ1−X1)(yl22) :

: e

u21
∏n−2
l′=1

(yl22−y
l′
21)

det{ui′j′ }
1/2 ∏2(n−2)

m=1 (yl22−dm)1/2
β2(yl22)

e((k−4)1/2φ2−X2)(yl22) :〉4=2+2 , (4.31)

where Θ is

Θ = det{uij}2

∏n
ν,ν′=1,ν 6=ν′(zν − zν′)(k−4)/2

∏n−2
l,l′=1,l′ 6=l(y

l
22 − yl

′
22)(k−2)/2

∏2(n−2)
m,m′=1,m′ 6=m(dm − dm′)(k−6)/8∏2(n−2)

m=1

∏n
ν=1(dm − zν)3(k−4)/4

∏2(n−2)
m=1

∏n−2
l=1 (dm − yl22)(k−2)/2

,

(4.32)

and the action is

Sk[φ, g1, g2] =SWZNW
k−2 [g1] + SWZNW

k−2 [g2] +
1

2π

∫
d2z ∂ϕ∂̄ϕ+

Qϕ

4

√
gRϕ

± 1

2π

∫
d2z tr(

1

k
e−2bϕg−1

1 g2) , (4.33)

with b = 1/
√

2(k − 4) and Qϕ = −4b−1/b. The currents for the 4 = 2+2 W -algebra can

be written in terms of our free fields explicitly, and the action is invariant under these.

We saw that the procedure already becomes very technical in the simplest example

where the W -algebra corresponds to the partition 2 + 2 = 4. However, we believe that

the analysis generalizes to generic N , but leave the analysis for future work.
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5 SL(2N +M |P ) WZNW model and W -algebras

In this section, we would like to sketch a generalization of our results by finding the cor-

respondence between the sl(2N +M |P ) WZNW model and the W -algebra corresponding

to the partition

2N +M |P = N2|0 +M1|0 + P0|1 . (5.1)

This will be done on the level of the action without considering the details of the vertex

operators. The Lie superalgebra sl(2N + M |P ) is best pictured as supertraceless (2N +

M |P )×(2N+M |P ) matrices. The embedding of sl(2) that provides above decomposition

of the fundamental representation is given by

tz =
1

2

 IN 0 0

0 −IN 0

0 0 0M |P

 , t+ =

 0 IN 0

0 0 0

0 0 0M |P

 , t− =

 0 0 0

IN 0 0

0 0 0M |P

 . (5.2)

The commutant of sl(2) is sl(N)⊕ sl(M |P )⊕ u(1) (except if M = P + 0, then there is no

u(1)) generated by the elements corresponding to the matrix

X =

 A 0 0

0 A 0

0 0 B

 . (5.3)

This means that the W -algebra will have sl(N) ⊕ sl(M |P ) ⊕ u(1) current symmetry

extended by some higher-dimensional fields. For example, there will be 2NM bosonic

dimension-3/2 fields and 2NP fermionic ones, and these transform in the tensor prod-

uct of the fundamental of sl(N) and the anti-fundamental of sl(M |P ) plus its conjugate

representation.

The superalgebra decomposes into tz graded components as follows

Y =

 A0 A1 A1/2

A−1 B0 B−1/2

A−1/2 B1/2 C0

 . (5.4)

Here the components Xi have grade i for X = A,B,C. Let us denote the u(1) generator

normalized to have norm one by t0, then the action can be constructed as follows. Define

a group valued field

g =

 IN 0 0

γ IN 0

0 0 IM |P


 IN 0 0

ba/2 IN b

a 0 IM |P

 e2φtz+Xt0

 g1 0 0

0 g2 0

0 0 g3



×

 IN āb̄/2 ā

0 IN 0

0 b̄ IM |P


 IN γ̄ 0

0 IN 0

0 0 IM |P

 (5.5)
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then the WZNW action can be rewritten using the Polyakov-Wiegmann identity as

SWZNW
k [g] = SWZNW

k [g1] + SWZNW
k [g2] + SWZNW

k [g3]+

+
k

4π

∫
d2z (∂X∂̄X + 2N∂φ∂̄φ)+

+
k

2π

∫
d2z e2φtr

(
(∂̄γ +

1

2
(∂̄ba− b∂̄a))g1(∂γ̄ +

1

2
(ā∂b̄− ∂āb)g−1

2 )
)
+

+
k

2π

∫
d2z eφ+αXtr

(
g1∂āg

−1
3 ∂̄a

)
+

k

2π

∫
d2z eφ−αXtr

(
∂̄bg3∂b̄g

−1
2

)
.

(5.6)

Here we defined

α =

√
2N +M − P
2N(M − P )

. (5.7)

We then pass to a first order formulation by introducing auxiliary matrix valued fields

β, β̄ and super-matrix fields (partially even partially odd) p, p̄, q, q̄. Then after integrating

these auxiliary fields in, the action is equivalent to

SWZNW
k [g] = S0 + Sint ,

S0 = SWZNW
k−N−M+P [g1] + SWZNW

k−N−M+P [g2] + SWZNW
k−2N [g3]+

+
1

2π

∫
d2z (∂X∂̄X + ∂φ∂̄φ+

Q̂φ

4

√
gRφ)+ (5.8)

+
k

2π

∫
d2z tr(β∂̄γ) + tr(β̄∂γ̄) + tr(p∂̄a) + tr(∂āp̄) + tr(∂̄bq) + tr(q̄∂b̄) ,

Sint = − k

2π

∫
d2z e−2δφtr(βg2β̄g

−1
1 ) + e−δφ−α

′Xtr((
1

2
βb+ p)g3(p̄+

1

2
b̄β̄)g−1

1 )+

+ e−δφ+α′Xtr((−1

2
β̄ā+ q̄)g−1

3 (q − 1

2
aβ)g2)

with

δ−2 = N(k − 2N −M + P ) , α′ =
√

2Nδα , Q̂φ = δN(N +M − P ) . (5.9)

Quantum corrections come from the Jacobians due to the change of variables as before.

The central charge of the above action is

c = 1 + 1 + 6Q̂2
φ + 2(N2 + 2NM − 2NP ) +

2(N2 − 1)(k −N −M + P )

(k −N −M + P )−N

+
((M − P )2 − 1)(k − 2N)

k − 2N −M + P
=

((2N +M − P )2 − 1)k

k − 2N −M + P
, (5.10)
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which is that of the SL(2N +M |P ) WZNW model as it should be.

Since the interaction terms do not involve γ, γ̄, we can integrate them out when the

inserted vertex operators are proportional to exp(µγ − µ̄γ̄). Then β, β̄ are replaced by

matrices B,−B̄, which may be absorbed by field redefinitions. This field redefinitions will

yields extra insertions and shifts of momenta as before. The reduced action is then

S = S0 + Sint ,

S0 = SWZNW
k−N−M+P [g1] + SWZNW

k−N−M+P [g2] + SWZNW
k−2N [g3]+

+
1

2π

∫
d2z (∂X∂̄X + ∂φ∂̄φ+

Qφ

4

√
gRφ)+

+
k

2π

∫
d2z tr(p∂̄a) + tr(∂āp̄) + tr(∂̄bq) + tr(q̄∂b̄) , (5.11)

Sint = − k

2π

∫
d2z e−2δφtr(g2g

−1
1 ) + e−δφ−α

′Xtr((
1

2
b+ p)g3(p̄+

1

2
b̄)g−1

1 )+

+ e−δφ+α′Xtr((−1

2
ā+ q̄)g−1

3 (q − 1

2
a)g2)

with

Qφ = δN(N +M − P ) + δ−1 . (5.12)

If we perform proper rotations of a, q and b, p, then half of the system decouples from

the rest and becomes free. The remaining part of the action has W -algebra symmetry

corresponding to the partition (5.1). In this way, correlators of the WZNW model can be

written in terms of a theory with W -algebra corresponding to the partition (5.1).

6 Conclusion and discussions

The present work is a continuation of [18, 19, 20] where path integral methods are used

to establish relations between WZNW theories and their W -algebras. Given a WZNW

theory of a Lie algebra, there are W -algebras for each inequivalent embedding of sl(2) in

the Lie algebra. Our path integral reduction essentially works if the resulting W -algebra

is generated by fields of conformal dimension at most two. There are many W -algebras

that do not have this property and one of our main future goals is to understand this

more general case. A key example should be the W3-algebra corresponding to the princi-

pal embedding of sl(2) in sl(3). We already found a relation from SL(3) WZNW theory

to the Bershadsky-Polyakov algebra, and as a next step we plan to investigate the rela-

tion between the latter and W3 Toda theory. Three different free field realizations of the
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Bershadsky-Polyakov algebra can be extracted from [37] and one needs to investigate if

one of them allows for our path integral techniques. Notice, that to actually construct a

correlator correspondence in this case, we also need to solve the problem of the factoriza-

tion of the vertex operators, expressed in bosonized variables, under the SP(2) rotation

(2.20). There is no guarantee that the transformation of the vertex operators actually is

local, and indeed the expression in eq. (2.18) looks more like a line operator. It is thus

an important problem for future research to find the transformed vertex operators, and

determine if the correlator dependence holds for point-operators like in the SL(2) case, or

a generalization is needed.

Importantly, one can use the correspondence of Liouville theory and the SL(2) WZNW

theory to prove the strong-weak duality between the two-dimensional Euclidean black hole

and sine-Liouville theory [33] and its supersymmetric analogue [34]. The proof proceeds

roughly as follows. First, one embeds the gauged WZNW theory in the product theory

SL(2) × U(1), then one reduces SL(2) to Liouville and finally absorbs the additional

degenerate fields in the action. A possible generalization is to consider gauged WZNW

models of type SL(N)/RN−1. The most important task is to find a theory that has the

same symmetry algebra as the coset theory. In the case of the SL(3) coset, the symmetry

algebra has been exhaustively described in Example 7.10 of [38], it has 30 generators.

As mentioned in the introduction, the theories with WN -symmetry appear in the

context of the AGT correspondence [15, 16]. Interestingly, a relation between the SL(N)

WZNW model and WN Toda theory can be obtained by inserting surface operators into

four-dimensional SU(N) gauge theories [39, 40]. In the simplest case with N = 2, two

different interpretations of surface operator lead to the relation between the SL(2) WZNW

theory and Liouville theory with extra degenerate insertions [39], and a close study was

also done in a quite recent paper [41]. The type of surface operator is labeled by the

partition of N , and then each choice leads to the W -algebra labeled by the same partition,

such as, the Bershadsky-Polyakov algebra for N = 3 [42, 43]. The relation to our results

definitely deserves further study.
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A Conventions

In this appendix the notations for the generators of sl(3) algebra and the sl(2 +N |M)

superalgebra are summarized.

A.1 Conventions for sl(3) algebra

The standard notation of sl(3) generators is

H1 =

1 0 0

0 −1 0

0 0 0

 , H2 =

0 0 0

0 1 0

0 0 −1

 ,

E1 =

0 1 0

0 0 0

0 0 0

 , E2 =

0 0 0

0 0 1

0 0 0

 , E3 =

0 0 1

0 0 0

0 0 0

 , (A.1)

F1 =

0 0 0

1 0 0

0 0 0

 , F2 =

0 0 0

0 0 0

0 1 0

 , F3 =

0 0 0

0 0 0

1 0 0

 .

These generators satisfy (i, j = 1, 2)

[Hi, Hj] = 0 , [Ei, Fj] = δi,jHi , (A.2)

[Hi, Ej] = GijEj , [Hi, Fj] = −GijFj , Gij =

(
2 −1

−1 2

)
,

and the last commutators are

[E1, E2] = E3 , [F1, F2] = −F3 , [E3, F3] = H1 +H2 ,

[E1, F3] = −F2 , [E2, F3] = F1 , (A.3)

[F1, E3] = E2 , [F2, E3] = −E1 .

Denote by θ the longest root, then

θ =
H1 +H2

2
, f−θ = F3, eθ = E3 (A.4)

forms a SU(2)

[eθ, f−θ] = 2θ, [θ, eθ] = eθ, [θ, f−θ] = −f−θ . (A.5)
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Further we have

[θ, E1] = 1
2
E1, [θ, E2] = 1

2
E2, [θ, F1] = −1

2
F1, [θ, F2] = −1

2
F2 . (A.6)

We thus have a Z5-gradation with respect to from the eigenvalues of adθ. The zero part

contains, besides θ itself, also

θ⊥ =
H1 −H2

2
. (A.7)

This has non-zero commutators

[θ⊥, E1] = 3
2
E1, [θ⊥, E2] = −3

2
E2, [θ⊥, F1] = −3

2
F1, [θ⊥, F2] = 3

2
F2 . (A.8)

A.2 Free field realization of sl(3) currents

The sl(3) currents in this first order formalism take the form

JF1 = β1 −
1

2
γ2β3 , JF2 = β2 +

1

2
γ1β3 , JF3 = β3 ,

Jθ =
1

2b
∂φ− 1

2
γ1β1 −

1

2
γ2β2 − γ3β3 , Jθ

⊥
=

3

2b
∂φ⊥ − 3

2
γ1β1 +

3

2
γ2β2 ,

JE1 =
1

2b
(∂φ+ ∂φ⊥)γ1 − γ1γ1β1 −

1

4
γ1γ1γ2β3 +

1

2
γ1γ2β2 −

1

2
γ1γ3β3 − γ3β2 + (k − 1

2
)∂γ1 ,

JE2 =
1

2b
(∂φ− 3∂φ⊥)γ2 +

1

2
γ1γ2β1 +

1

4
γ1γ2γ2β3 − γ2γ2β2 −

1

2
γ2γ3β3 + γ3β1 + (k − 1

2
)∂γ2 ,

JE3 =
1

b
∂φγ3 +

3

2b
∂φ⊥γ1γ2 − 1

2
γ1γ1γ2β1 −

1

4
γ1γ1γ2γ2β3 +

1

2
γ1γ2γ2β2 − γ1γ3β1

− 1

2
(k − 1)γ1∂γ2 − γ2γ3β2 − γ3γ3β3 +

1

2
(k − 1)∂γ1γ2 + k∂γ3 ,

where we have defined J = k∂gg−1 due to our opposite sign for k, and J t
i

= tr Jti.

Note that the currents are a bit more complex than in the standard decomposition of

g corresponding to positive and negative roots. Standard right nested normal ordering

is assumed. In particular we have terms with five components. The advantage is a

symmetric look along the diagonal of the matrix going from lower left to upper right.
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A.3 Conventions for sl(2 +N |M) algebra

We here some of the generators of sl(2 +N |M) needed in the text. First we have

Q =
1

2
√

(N −M)(N −M + 2)

(
(N −M)I2 0

0 −2IN+M

)
, (A.9)

E± =

(
σ± 0

0 0

)
, E0 =

1

2

(
σ3 0

0 0

)
,

where Q is normalized as 〈Q,Q〉 = strQQ = 1/2. Other generators are

S+
1,i = ei+2,1 , S+

2,i = e2,i+2 , S−1,i = e1,i+2 , S−2,i = ei+2,2 , (A.10)

F+

1,̂i
= eî+2+n,1 , F+

2,̂i
= e2,̂i+2+n , F−

1,̂i
= e1,̂i+2+n , F−

2,̂i
= eî+2+n,2

with (eIJ)KL = δILδJK . Useful commutation relations are

[Q,S±1,i] = ∓1
2
ηS±1,i , [Q,S±2,i] = ±1

2
ηS±2,i , [E0, S±a,i] = ±1

2
S±a,i , (A.11)

[Q,F±
1,̂i

] = ∓1
2
ηF±

1,̂i
, [Q,F±

2,̂i
] = ±1

2
ηF±

2,̂i
, [E0, F±

a,̂i
] = ±1

2
F±
a,̂i

with η =
√

N−M+2
N−M and a = 1, 2. With the help of

[S±1,i, S
±
2,j] = ∓δi,jE± , {F±

1,̂i
, F±

2,ĵ
} = δî,ĵE

± , (A.12)

we may find

g−1
−1/2dg−1/2 =

N∑
i=1

(
dγ1

i S
−
1,i + dγ2

i S
−
2,i + γ2

i dγ
1
iE
−)+

M∑
î=1

(
dθ1

î
F−

1,̂i
+ dθ2

î
F−

2,̂i
− θ2

î
dθ1

î
E−
)
,

dg+1/2g
−1
+1/2 =

N∑
i=1

(
dγ̄1

i S
+
1,i + dγ̄2

i S
+
2,i + γ̄2

i dγ̄
1
iE

+
)

+
M∑
î=1

(
dθ̄1

î
F+

1,̂i
+ dθ̄2

î
F+

2,̂i
+ θ̄2

î
dθ̄1

î
E+
)
.

B Higher genus extension for quasi-superconformal

algebra

In section 3 we have considered amplitudes on a sphere. Here we would like to gen-

eralize the analysis to those on a compact Riemann surface Σ of genus g ≥ 1. We follow

the discussions in [18, 33], see also [44, 45, 46, 47]. We denote by ωl (l = 1, 2, · · · , g) the

holomorphic one forms on Σ, which are normalized as∮
αk

ωl = δkl ,

∮
βk

ωl = τkl . (B.1)

27



Here (αk, βk) is a canonical basis of homology cycles and τkl is the period matrix of Σ.

In order to express multi-valued functions on Σ, we consider the universal cover Σ̃ and

introduce the Abel map (zk) =
∫ z
ωk ∈ Cg. In particular, the Riemann’s theta function

can be written as

θδ(z|τ) =
∑
n∈Zg

exp iπ[(n+ δ1)kτkl(n+ δ1)l + 2(n+ δ1)k(z + δ2)k] . (B.2)

Here δk = (δ1k, δ2k) with δ1k, δ2k = 0, 1/2 represents the spin structure along the homology

cycles αk and βk.

We treat the action of SL(2 +N |M) (3.13) in terms of free fields as the starting point.

Then, we can impose the following periodic boundary conditions for the SL(2) sub-sector

as

β(wk + τkln
l +mk|τ) = e2πinlλlβ(wk|τ) ,

γ(wk + τkln
l +mk|τ) = e−2πinlλlγ(wk|τ) , (B.3)

φ(wk + τkln
l +mk|τ) = φ(wk|τ) +

2πnlImλl
b

,

and for the free fields as

βai (wk + τkln
l +mk|τ) = eπin

lλlβai (wk|τ) ,

γai (wk + τkln
l +mk|τ) = e−πin

lλlγai (wk|τ) , (B.4)

pa
î
(wk + τkln

l +mk|τ) = eπin
lλlpa

î
(wk|τ) ,

θa
î
(wk + τkln

l +mk|τ) = e−πin
lλlθa

î
(wk|τ) .

Similar boundary conditions are imposed for barred expressions. The twists with (λl, λ̄l)

are quite specific ones, but here we consider only the case with these twists. In the

presence of twists, there are no zero mode for γ and g − 1 zero modes for β, which are

proportional to λ-twisted holomorphic differentials ωλσ (σ = 1, 2, · · · , g−1). Their explicit

expressions may be found in [48]. Here we fix the coefficients of zero modes $σ as in [18],

even though we have to integrate over them for the correlators of WZNW models. Once

the relation is established, we may integrate over the zero modes depending on the cases

considered as in [33].

We study n-point functions of vertex operators V
tai ,s

a
î

j,L (µ|z) defined in (3.18). First we

integrate γ, β as before. Then β is replaced by the function as

β(w) =
n∑
ν=1

µνσλ(w, zν) +

g−1∑
σ=1

$σω
λ
σ(w) . (B.5)
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Here σλ(w, z) is a propagator defined in [18] as

σλ(w, z) =
(hδ(w))2

θδ(
∫ w
z
ω|τ)

θδ(λ−
∫ w
z
ω|τ)

θδ(λ|τ)
, (hδ(z))2 =

∑
k

∂kθδ(0|τ)ωλk (z) (B.6)

with an odd spin structure δ. Since β(w) is a one-differential on a surface of genus g, it

should have 2(g − 1) more zeroes than poles. Thus, β(w) can be expressed as

β(w) = u

∏n+2(g−1)
i=1 E(w, yi)σ(w)2∏n

ν=1E(w, zν)
, (B.7)

where E(w, z) is the prime form

E(z, w) =
θδ(
∫ z
w
ω|τ)

hδ(z)hδ(w)
= uBg(yi, zν ;w) . (B.8)

This function has a single zero at z = w. The other function σ(w) is a g/2-differential,

which has no zeroes and poles. The details can be found in [18, 47]. Due to the periodic

boundary condition with λl (B.3), the positions yi have to satisfy g conditions given in

(4.6) of [18].

Then the rest would be straightforward. After the shift of fields as in (3.20), the

relation becomes

〈
n∏
ν=1

V
tai ν ,s

a
i ν

jν ,Lν
(µν |zν)〉 = |Θg

n|2〈
n∏
ν=1

V
tai ν−1/2,sai ν+1/2

b(jν+1)+1/2b,Lν
(zν)

n+2(g−1)∏
i=1

V
1/2,−1/2
−1/2b,0 (yi)〉 , (B.9)

where the right hand side is computed with the vertex operators (3.23) and the action

(3.22). Notice that due to the shift of fields (3.20), the fields appearing in the action

(3.22) are single-valued on the Riemann surface Σ. The most complicated calculation is

for Θg
n. We deduce it from the known result in [18, 33]. For SL(2) the pre-factor may be

decomposed as

|Θg
n|2 = |det′∇λ|−2|Θkin|

1
b2 |Θbc|2 . (B.10)

The first factor |det′∇λ|−2 comes from the integration over γ, β with twist λ. Here the

prime implies that we do not integrate over zero mode. This factor does not change in

our case. The second factor comes from the kinetic term of φ and given as

|Θkin| = e
3
4
Ug

n∏
ν=1

|σ(zν)|−2

n+2(g−1)∏
i=1

|σ(yi)|2 (B.11)

×
n∏

ν<µ

|E(zν , zµ)|
n+2(g−1)∏

i<j

|E(yi, yj)|
n∏
ν,i

|E(zν , yi)|−1
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with

Ug =
1

192π2

∫
d2wd2y(

√
gR)(w)(

√
gR)(y) ln |E(w, y)|2 . (B.12)

Here the power 1/b2 comes from 1/2b in front of the shift 1/2b ln |uB|2 of φ in (3.20).

From (3.20) we can see that the contributions from one Xa
i and one Y a

î
are 1/(

√
2)2 and

1/(−i
√

2)2.1 Therefore, 1/b2 is replaced by 1/b2 + 2N/2− 2M/2 for our case. There are

also contributions from the coupling to the world-sheet curvature and summarized as

|Θbc|2 = e
3
2
Ug |u|2(1−g)

n∏
ν=1

|σ(zν)|−2

n+2(g−1)∏
i=1

|σ(yi)|2 . (B.13)

The power is related to the product Q̂ · 1/2b, which is 1/2 for SL(2). The background

charges of Xa
i and Y a

i are −1/
√

2 and −i/
√

2, respectively. Therefore, the factor does not

change since

Q̂ · 1

2b
+ 2N ·

(
−1√

2

)
· 1

2
√

2
+ 2M ·

(
−i√

2

)
· 1

−2i
√

2
=

1

2
(B.14)

for our case. In total, we have

|Θg
n|2 = |det′∇λ|−2|Θkin|

1
b2

+N−M |Θbc|2

= |det′∇λ|−2|Θkin|k−2|Θbc|2 (B.15)

= e
3
4
kUg |det′∇λ|−2|u|2(1−g)

n∏
ν=1

|σ(zν)|−2k+2

n+2(g−1)∏
i=1

|σ(yi)|2k−2

×
n∏

ν<µ

|E(zν , zµ)|k−2

n+2(g−1)∏
i<j

|E(yi, yj)|k−2

n∏
ν,i

|E(zν , yi)|2−k .

Interestingly, the end result does not seem to depend on N,M . If we properly normalize

the correlation function by its partition function, then the pre-factor |Θg
n|2 should be

written in a more simple way as in [18].

C DS reduction for the embedding 2N = N2

Let us consider the current in eq. (4.10). Hamiltonian reduction basically sets all

currents to zero that are not highest weight (or lowest in our formulation here) in the

1Here we have used a strange notation that operator product expansions are φ(z, z̄)φ(0, 0) ∼
−1/2 ln |z|2, Xa

i (z)Xa
i (0) ∼ − ln z, and Y a

î
(z)Y a

î
(0) ∼ − ln z as mentioned before.
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SL(2) decomposition, except the field related to t+ which is set to one. Here this means

H1 = H2 and β = IN . I.e.

Jfix =

(
JN IN
T JN

)
. (C.1)

JN and T will be the generators of the symmetries of the reduced model. This means

setting β = IN and solving for γ such that J takes the wanted form. Inserting into the

action gives a new action whose interaction term is (this was already done in [49])

Sint = − 1

2kπ

∫
d2z tr(e−2bφg−1

1 g2) . (C.2)

Note that this term obviously is symmetric under the SL(N) group that commuted with

the embedded SL(2) since g1 and g2 transform in the same way under this.

However, there is a certain gauge freedom allowed. In our language, when we have

integrated out γ to fix β to a matrix of functions, to which value do we then put γ in J?

If we use the value they solve for, we would also get (C.1). However if we simply set γ to

zero we would get (all terms in J+ depend on γ)

Jfix =

(
J1 IN
0 J2

)
. (C.3)

This is a gauge equivalent constraint also mentioned in [28]. Here we directly see the two

SL(N) currents, except that they also contain the current for φ. The relation to JN and

T above is

JN =
1

2
(J1 + J2), T = 2J̃2 + ∂J̃, (C.4)

where J̃ = (J1−J2)/2−qjIN , and we have explicitly pulled out the U(1) current j = i
√

2∂φ

with j(z)j(w) ∼ (z−w)2, and q2 = (2N−k)/2N . The stress-energy tensor of the reduced

model is supposed be (remember that we have opposite sign on level)

T Improved
red = − 1

2(k − 2N)
tr J2

fix + tr ∂Jfixt
z = − 1

2(k − 2N)
trT − 1

k − 2N
tr J2

N + 2Nq∂j

= − 1

2(k − 2N)
tr(J2

1 + J2
2 )− N

k − 2N
q2j2 +

qN

2(k − 2N)
∂j + 2Nq∂j

= T
SL(N)
k−N (g1) + T

SL(N)
k−N (g2)− ∂φ∂φ− (

Nb

2
+

2

b
)∂2φ . (C.5)

There is, however, a factor 2N missing in the background charge for the term proportional

to b. For future reference we now show how to correctly obtain the reduced stress-

energy tensor. The improvement term will correspond to the extra correction of the U(1)
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background charge when we remove the β fields from our action. Since we have k 7→ −k
we can write

T Improved
red = − 1

2(k − 2N)
tr J2

fix − tr ∂Jfixt
z + background charges, (C.6)

where we think of Jfix in the form (C.3) since it is most natural to set the γ fields to zero

after they have been integrated out. Remembering the shifts in levels, we here have

Jfix =

(
Jg1k−N + 1

Nb
∂φIN IN

0 Jg2k−N − 1
Nb
∂φIN

)
. (C.7)

The extra background charges come for the following reason. When we start with

the SL(2N) WZNW model we also have terms in the stress energy tensor of the form

tr(J+J− + J−J+)/(2(k − 2N)), where plus and minus refer to the upper right and lower

left block respectively. J− are all going to be zero when setting γ = 0, however a normal

ordering is required and let us use right nested normal ordering. When setting γ = 0 and

hence J− = 0, then we want J− to stand to the right since J− is then actually evaluated

in the point of the normal ordered product and not along some integral. Thus we use

1

2(k − 2N)
trN J

−J+ =
1

2(k − 2N)
trN J

+J− +
1

2(k − 2N)
tr[J−, J+]

=
1

2(k − 2N)
trN J

+J− +
−2N

2(k − 2N)
tr2N ∂Jt

z . (C.8)

Inserting we now get

T Improved
red = − 1

2(k − 2N)
tr J2

fix − tr ∂Jfixt
z − 2N

2(N − 2k)
tr ∂Jfixt

z

= T
SL(N)
k−N (g1) + T

SL(N)
k−N (g2)− ∂φ∂φ− (N2b+

1

b
)∂2φ . (C.9)

This indeed has the correct background charge for the term proportional to b, and the

term proportional to 1/b is exactly produced by removing the βs.

Decomposing the adjoint representation into sl(2) representations also tells us how the

original sl(2N) currents splits into symmetries of the new action. This is done in [28] and

gives

adsl(2N) 7→ (adsl(N) ⊗ 1sl(2))⊕ (adsl(N) ⊗ 3sl(2))⊕ (1sl(N) ⊗ 3sl(2)) . (C.10)

The first term simply gives the sl(N) currents, the second term gives N2− 1 spin-2 fields

which transform in the adjoint of sl(N), and the last terms gives a single spin-2 field

which commutes with sl(N). The spins follow from their eigenvalues under tz due to

the extra background charge that will arise in our formulation when we integrate out

β, or correspondingly due to the choice of an “improved” Virasoro tensor. In terms of

the current (4.10) the traceless part of T gives the N2 − 1 fields and the trace of T the

single spin 2 field. In all, we simply have a W2 algebra minimally coupled to sl(N). The

commutators are given in the appendix of [28] and section 8.2 in [35].
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D Non-holomorphic field changes in first order SL(2)

WZNW model

Consider the SL(2) WZNW model in first order formalism, i.e. we use parametrization

g =

(
1 0

γ 1

)(
eφ 0

0 e−φ

)(
1 γ̄

0 1

)
=

(
eφ γ̄eφ

γeφ e−φ + γγ̄eφ

)
7→ ebφ

(
1 γ̄

γ γγ̄

)
,

(D.1)

with action

Sk[φ, γ, γ̄, β, β̄] =
1

2π

∫
d2z ∂φ∂̄φ− b

4

√
gRφ+ β∂̄γ + β̄∂γ̄ − 1

k
e−2bφββ̄ . (D.2)

Here b = (k − 2)−1/2. We will only consider the spherical topology in this section. In

the last expression for g, we are in the first order formalism where the term e−bφ is of

wrong dimension (it will be a contact term), and has been removed. The currents are

(tz = diag{1/2,−1/2})

JzB =
1

b
∂φ− : γβ : , J−B = β ,

J+
B = 2

1

b
∂φγ + k∂γ − : βγγ : , (D.3)

with OPEs

γ(z)β(w) ∼ 1

z − w
, φφ ∼ −1

2
ln |z − w|2. (D.4)

Remember here J = +k∂gg−1 due to the opposite sign on k.

We need to know what happens with the action when make a field redefinition of the

form

g = A(z)g′, (D.5)

where A is a holomorphic matrix with unit determinant except for poles and branch cuts.

The interaction term is invariant under these transformations up to total derivative terms,

but there will be effects from the kinetic terms and the measure of integration over the

fields. We split the problem into the three cases corresponding to the grading of the

algebra.

Changes in t− direction

We first consider the transformation

g =

(
1 0

f(z) 1

)
g′ . (D.6)
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In terms of fields this is simply

γ(z) = γ′(z) + f(z) . (D.7)

Since this is a translation it will not change the measure and the change simply comes

from the kinetic term

S[γ] = S[γ′] +
1

2π

∫
d2z β′∂̄f(z) . (D.8)

We thus only get insertions in poles and along branch cuts. Let us consider

f(z) =
z −Q
z − P

. (D.9)

Then we can limit our integration to a small neighborhood of P , denoted R. We will

here think of β as a smooth function that only has poles if we meet insertions. Thus R

can be chosen as any area not containing insertions (such that the partial integration can

be made without considering the term with ∂̄β), and we can write (employing Polchinski

notation)

S[γ] = S[γ′] +
−i
2π

∮
∂R

dz βf(z) = S[γ′] +
−i
2π

∮
∂R

dz f(z)J−, (D.10)

as is expected from the Polyakov-Wiegmann identity (2.4). With (D.9) we will thus get

an insertion of β′ in P :

e−S[γ] = e−S[γ′]e−(P−Q)β′(P ) . (D.11)

The OPE of γ with this insertion exactly reproduces the infinity in (D.7). Note that if

we consider some correlator 〈
∏

i V (zi)〉SL(2) we can write

〈
∏
i

V (zi)〉SL(2) = 〈e
i
2π

∮
∂R dz f(z)J−

∏
i

V (zi)〉SL(2), (D.12)

where R is now a region encircling all points of insertion (which can include infinity) and

poles of f . We can deform the contour as long as we do not cross insertions or poles in

f(z) due to the Ward identity ∂̄J− = 0 outside insertions. Since we can close the contour

around a point without insertions, the exponential can be evaluated to one giving the

identity. The contour integral around an insertion simply generates the transformation

γ 7→ γ′. Further, remember here that currents generate transformations of g with opposite

sign

Ja(z)g(w) ∼ −t
ag(w)

z − w
. (D.13)
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Changes in tz direction

We now consider the transformation

g(z) =

(
f(z) 0

0 1/f(z)

)
g′(z) . (D.14)

In terms of fields, the transformation is

φ(z) = φ′(z) +
1

b
ln f(z) , γ(z) =

1

f(z)2
γ′(z) , β(z) = f(z)2β′(z) . (D.15)

The change in the action is thus (after partial integration over the whole sphere)

S[φ, γ, β] = S[φ′, γ′, β′] +
1

2π

∫
d2z
(2

b
∂̄ ln f∂φ′ + f 2∂̄

1

f 2
β′γ′

)
+ const. , (D.16)

where we have ignored a constant that also contains infinities. Let us consider functions

of the form

f(z) =

(
z −Q
z − P

)p
. (D.17)

For 2p ∈ Z we see that the extra terms in βγ coming from the action are actually zero

– they will have the form of a delta function multiplied with a zero. However, we must

also get a contribution from the measure since the change (D.15) tells us that β′ is forced

to have a zero of order 2p in P (remember β is thought of as a well-behaved function),

and further it can have a pole in Q (but in principle this can be multiplied by zeroes in

β). Likewise γ′ is forced to have a zero of order 2p in Q, and can have a pole in P . For

2p non-integer we also get zero, but here care has to be taken due to the branch cut. We

propose that including effects from the measure we simply get the logarithm version

DφDγDβeS[φ,γ,β] ∝ Dφ′Dγ′Dβ′eS[φ′,γ′,β′]e
1
2π

∫
d2z
(

2
b
∂̄ ln f∂φ−2∂̄ ln fβγ

)
. (D.18)

The integral can only be non-zero in a small region around the branch cut going from P

to Q so as before we get

DφDγDβe−S[φ,γ,β] ∝ Dφ′Dγ′Dβ′e−S[φ′,γ′,β′]e
i
2π

∮
δR dz 2 ln fJz

∝ Dφ′Dγ′Dβ′e−S[φ′,γ′,β′]e−
∫ P
Q dz 2pJz , (D.19)

where the factor two is due to the one half in the definition of tz and in the last line the

integral runs along the branch cut from Q to P . As before for correlators we get

〈
∏
i

V (zi)〉SL(2) = 〈e
i
2π

∮
∂R dz 2 ln f(z)Jz

∏
i

V (zi)〉SL(2) , (D.20)
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where R now contains all insertions and poles and branch cuts of f . In this operator

formalism we can also find the constant of proportionality needed above. We have (away

from other insertions)

〈e
i
2π

∮
∂R dz 2 ln f(z)Jz〉SL(2) = 〈e

i
2π

∮
∂R′ dz 2 ln f(z)Jz−

∫ P
Q dz 2pJz〉SL(2) (D.21)

where the integral from Q to P is along a curve north of the branch cut and the region R′

is containing this curve, but not the branch cut (except at the end points of the curve).

The integral over ∂R′ gives the change Jz 7→ Jz + k∂ ln f in the integral from Q to

P , which can also be found using the OPE JzJz ∼ −k/2
(z−w)2

. However, it is zero when

evaluated away from this. We can thus use the Baker-Campbell-Hausdorff formula in the

form exp(A+B) = exp(B) exp(A) exp([A,B]/2) to get

〈e
i
2π

∮
∂R dz 2 ln f(z)Jz〉SL(2) =

(
f(Q)

f(P )

)kp
〈e−

∫ P
Q dz (2pJz)〉SL(2) . (D.22)

We have also used that the function ln f(z) = p ln(z −Q)/(z − P ) is holomorphic on the

path from P to Q except at the endpoints, such that we have a line integral over a total

derivative. The constant contains zeroes which cancels the infinities needed in the normal

ordering of the integral over Jz.

To see that this is indeed correct, we bosonize the βγ system

β = e−X+Y ∂Y , γ = eX−Y , (D.23)

with kinetic terms

Sgh
kin =

1

2π

∫
d2z
(

1
2
∂X∂̄X − 1

2
∂Y ∂̄Y − 1

8

√
gR(X − Y )

)
. (D.24)

The field transformation (D.15) is now translational without changes in the measure

X(z) = X ′(z)− 2 ln f(z) . (D.25)

Using (4.16) we get

DφDXDY e−S[φ,X,Y ] = Dφ′DX ′DY ′e−S[φ′,X′,Y ′]e−
∫ P
Q dz (pk∂ ln f)e−

∫ P
Q dz (2p∂(φ′/b−X′)) .

(D.26)

Using βγ = ∂X this gives the same result as before including the constant factor. If we

split X = XL +XR, then as long as we do not have other insertions along the path from

Q to P we get a total derivative and the result

DφDXDY e−S[φ,X,Y ] = Dφ′DX ′DY ′e−S[φ′,X′,Y ′]

(
f(Q)

f(P )

)kp
e2p(φ′/b−X′)(Q)e−2p(φ′/b−X′)(P ) ,

(D.27)
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where we directly see the need for the zeroes in the constant factor. Note that there is no

change from the background charges even for a general function with f(∞) 6= 1. Further

this has a nice interpretation. Consider p = 1/2, then

γ(z)e−X(w) = O(z − w) (D.28)

and thus it is customary to label e−X(z) = δ(γ(z)) and likewise eX(z) = δ(β(z)). Thus

the above extra insertions precisely forces the extra zeroes in β and γ than we mentioned

above.

Changes in t+ direction

Let us finally consider

g =

(
1 f(z)

0 1

)
g′ , (D.29)

where we again think of f in the form (D.9). The strategy to perform this is to take

g 7→ (g−1)t, do the transformation (D.6) with opposite sign on f , and transform back

again g 7→ (g−1)t. The transformation to the inverse transposed takes the following form

φ 7→ φ+
1

b
ln(γγ̄) ,

γ 7→ −1

γ
,

β 7→ : βγγ : − 2
1

b
∂φγ − k∂γ − 1

b2
∂γ̄
γ

γ̄
' −J+. (D.30)

The first two equations simply give the wanted transformation if we use the last form of g

in (D.1) i.e. removing the term of irrelevant dimension in the first order formalism. The

transformation for β then follows by keeping the kinetic terms invariant. That β = J−

maps to −J+ up to a term that is zero using the equations of motion, simply follows from

J 7→ −J t. Note that there are normal ordering issues when inserting into the kinetic

terms. The transformation can however also be done in the bosonized system (D.23)

where it takes the form

φ 7→ φ+
1

b
(X − Y ) ,

X 7→ −X + (k − 2)(X − Y ) +
2

b
φ , Y 7→ −Y + (k − 2)(X − Y ) +

2

b
φ (D.31)

followed by flipping the signs β 7→ −β, γ 7→ −γ. This gives the same result using

((γβ)γ) = (β(γγ))− ∂γ . (D.32)
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Note that in the bosonized version we also see that the background charges are left

invariant. This is hard to see in the non-bosonized version since we do not know the

changes from the measure. The total transformation for φ and γ is thus

φ = φ′ +
1

b
ln(1 + fγ′) , γ =

γ′

1 + fγ′
. (D.33)

For the action we get an extra insertion exp((P − Q)β(P )) like in (D.11) after the

translation with −f = −(z − Q)/(z − P ). However, after the last transformation g 7→
(g−1)t we thus get

e−S[φ,γ,β] = e−S[φ′,γ′,β′]e−(P−Q)J+(P ) . (D.34)

In total we can write

〈
∏
i

V (zi)〉SL(2) = 〈e
i
2π

∮
∂R dz f(z)J+

∏
i

V (zi)〉SL(2) , (D.35)

where the region R includes infinity.

Remarks

Note that in all the three cases considered, we can write

〈
∏
i

V (zi)〉SL(2) = 〈e
i
2π

∮
∂R dz tr(lnA(z)J(z))

∏
i

V (zi)〉SL(2) , (D.36)

for the transformation (D.5) since e.g.

ln

(
1 f(z)

0 1

)
=

(
0 f(z)

0 0

)
. (D.37)

The reason is simply that in these cases ∂A commutes with lnA.

Also note that even though it is possible to bosonize to get insertions in points in

the basic cases, this is not always the case. Consider e.g. first doing the transformation

(D.14) and then (D.6). Then from the first change we have a line integral over βγ, but

the second change will give a translation in γ and thus produce an extra line integral over

β times a function, which cannot directly be bosonized to a derivative of a field. If we

think about the first line integral as being delta functions of γ and β in the endpoints,

then the translation will simply give a translation in the argument of the delta functions.

Note that there are many different ways to perform the same total transformation in

steps of the three basic operations, e.g.(
A B

C D

)
=

(
1 0

C/A 1

)(
A 0

0 1/A

)(
1 B/A

0 1

)
,

(
A B

C D

)
=

(
1 B/D

0 1

)(
1/D 0

0 D

)(
1 0

C/D 1

)
. (D.38)

38



Doing transformations in these two different ways will give insertions in different points

and with different line integrals. The amplitudes should however match, and for the

matching it will be important to consider the field independent factors that are produced

like e.g. in (D.22).
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