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ABSTRACT

Immersive virtual reality systems or high resolution wall-sized dis-
plays become more common for analyzing the increasing among of
data from science, industry, business and society. These large in-
teractive spaces are powerful tools to enable remote users to work
together on shared data. However, we cannot imagine that remote
collaboration in such systems becomes wide-spread if it requires
that all users have the exact same physical devices, and we need to
make remote collaboration across different systems possible. The
asymmetric interaction capabilities of each user are also an inter-
esting opportunity to develop new collaboration strategies. In this
short position paper, we present our past work about collaborative
virtual environments and, in particular, how to represent the phys-
ical environments of each user in a virtual environment. We also
introduce an on-going project which aims to support remote collab-
orative interaction across heterogeneous large interactive spaces.

Index Terms: 1.3.7 [Computer Graphics]: 3D Graphics and
Realism—Virtual Reality; H.5.3 [Information Interfaces and Pre-
sentation]: Group and Organization Interfaces—CSCW

1 INTRODUCTION

More and more large datasets including scientific data or CAD
models (train, aircraft, etc.) have to be visualized by remote experts.
These datasets are complex to visualize and manage. Consequently,
large interactive spaces with specific visualization systems such as
high resolution wall-sized displays or immersive virtual reality sys-
tems are becoming more common to deal with large datasets. The
possibility to display large amounts of information, potentially in
3D, and to improve the spatial organization of this information of-
fers new opportunities to manage the complexity of these datasets.

Remote collaboration across interconnected large interactive
spaces enables remote experts to deal with the complexity of the
tasks, combine expertise, share knowledge, but also take advantage
of the different features of their visualization systems. For example,
some experts can have a 3D view of the data using an immersive vir-
tual reality system, while some others can have a wider view of the
data or a view of the data at different times using a high resolution
wall-sized display. Even if remote users do not have the same inter-
action capabilities (2D, 3D, tactile, etc.), they still need to be able
to interact together and to understand what the others are doing.
The main challenge of remote collaboration across large interactive
spaces is to enable all the users to interact together by leveraging the
particular interaction capabilities of each physical system. Design-
ing interaction for such asymmetric capabilities will lead to new
collaboration strategies for large interactive spaces.

2 PREVIOUS WORK

In previous work, we have studied remote collaboration in vir-
tual environments, covering both collaborative interaction among
remote users and technical aspects of distributed virtual environ-
ments including data distribution [6] and software architecture [3].
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Figure 1: Remote collaboration across two immersive virtual reality
systems located in Rennes and London (scientific data analysis) [7].

We ran experiments to study collaborative manipulation techniques
for analyzing scientific data among users located in two intercon-
nected immersive virtual reality systems in Rennes (France) and
London [7] (Figure 1). These experiments aimed to compare a re-
mote collaborative manipulation technique with a single user ma-
nipulation technique for positioning a clipping plane to perform a
precise cross-section of scientific data. The experiments has shown
that the remote collaborative manipulation technique was signifi-
cantly more efficient than the single user manipulation when the
manipulation task was more difficult and required more precision.

We have also investigated the feeling of presence in virtual envi-
ronment and the awareness of the other users in collaborative virtual
environment. We think that it is important for each user to under-
stand what his/her own interaction capabilities are, but also what the
interaction capabilities of the other users are in the virtual environ-
ment. In [5], we proposed the Immersive Interactive Virtual Cabin
(IIVC) model to describe these interaction capabilities according
the hardware devices used by each user, and to obtain a virtual rep-
resentation of the users’ physical environments. This 3D abstract
representation of physical features is useful to improve the mutual
understanding between users. In [4], we illustrated how the IIVC
model can be used in a collaborative navigation task, and we pre-
sented how we can add 3D representations of 2D interaction tools
to deal with asymmetrical collaborative configurations, providing
3D cues for a user to understand the actions of others even if he/she
is not fully immersed in the shared CVE.

Finally, we have studied co-located collaboration in multi-
stereoscopic immersive virtual reality systems and, in particular,
how to manage perceptual conflicts such as occlusion [1] or cohab-
itation for individual navigation tasks [2] when users share the same
interaction spaces. Since each user has his own particular view
of the virtual environment in such systems because of the multi-
stereoscopic display, this collaboration mode is widely related to
remote collaboration. It would be interesting to investigate these
two collaboration modes in parallel and to compare them in the
context of different large interactive spaces.

3 COLLABORATION ACROSS HETEROGENEOUS SYSTEMS

We have started a large project, called DIGISCOPE, to create a
high-performance visualization infrastructure for collaborative in-
teraction with extremely large datasets and computations in the
context of scientific data analyses, design, engineering, decision-
support, education and training. DIGISCOPE consists of ten in-
terconnected large interactive spaces, including virtual reality sys-
tems, 3D display devices, large wall-sized displays and a variety of
interaction devices such as motion trackers. One of the main goals
of DIGISCOPE is to create a unique infrastructure to develop and



Figure 2: Users in a 3D virtual reality system (left) and in front of a 2D wall-sized display (right) are analyzing together scientific data.

study remote collaboration systems for interconnected large inter-
active spaces. At the time of this writing, nine of the ten rooms are
operational and the system interconnecting them is being created.

In the context of DIGISCOPE, we want to design interfaces that
consider collaboration as a fundamental feature of the system: users
should be able to act together on shared contents, but also to under-
stand what the others are seeing or doing, and what their interaction
capabilities are. Understanding the current activity of other users is
crucial for remote collaboration across heterogeneous large interac-
tive spaces. We will investigate novel collaborative interfaces that
enable users both to perform collaborative manipulation, but also
to communicate with each other to show something to the others,
share a particular viewpoint, annotate shared data, etc.

Users in different interactive spaces usually do not have the
same interaction capabilities depending of the configuration of their
physical devices. For instance, users in front of a wall-sized dis-
play interact using 2D devices, while users in an immersive virtual
reality system use 3D interaction techniques. An efficient remote
collaboration is possible in this case only if users can interact with
the shared contents with both 2D and 3D techniques. Consequently,
collaborative interfaces should deal with a wide variety of physical
devices and use cases. We aim to develop technical tools to design
interaction techniques suitable with multiple physical environments
and user requirements. For example, we are currently investigat-
ing techniques for pointing on targets in dense environment such as
molecular simulation, that are suitable with both immersive virtual
reality systems and wall-sized displays [8].

4 2D/ 3D COLLABORATIVE INTERACTION

We have started to work on this project by deploying a 3D virtual
environment on two different large interactive spaces (Figure 2):

e The EVE platform is an immersive virtual reality sys-
tem (CAVE) composed of four back-projected stereoscopic
screens: 4.8 x 2.7m (front & flour), 2.7 x 2.7m (left & right).
A 3D tracking system is used to track the user head and hands.

e The WILD platform is a high resolution 2D wall-sized display
(5.5 x 1.8m, 20480 x 6400 pixels) made of a grid of 8 x 4 30”
monitors. A 3D tracking system and 2D tactile devices can be
used for interaction.

The virtual environment is similar to the one used for the experi-
ments about scientific data analysis in [7] (section 2), and is based
on the data distribution proposed in [6] and the software architec-
ture proposed in [3]. In the original experiments, a collaborative 3D
manipulation task was performed by two remote users in two im-
mersive virtual reality systems, but the users have now to perform
the same task even if one is in front of a 2D wall-sized display.
This asymmetric collaboration arises several questions: how can
we design interaction techniques to enable users to perform the
same task with both 2D and 3D devices, free gestures and hap-
tic feedback, 2D and stereoscopic vision? Can we find a way to
make this design process more generic and independent from the
task and from the physical devices? How can the users be as ef-
ficient with these different interaction techniques? Even if their

interaction techniques are not the same according to their physical
devices, we want that all users can be equally involved in the task.
We should also consider how to represent users in front of a wall-
sized display or in an immersive virtual reality system to give to the
others a sense of both what they are doing and what they can do.

5 CONCLUSION

To make remote collaboration across large interactive spaces pos-
sible, remote users need to interact together even if they do not
use the same physical systems. They must be able both to act on
shared contents, but also to understand what are the activity and
the capabilities of the other users. The DIGISCOPE project is an
unique opportunity to explore remote collaboration across ten inter-
connected heterogeneous platforms. In particular, we have started
to study how users in a immersive virtual reality system can collab-
orate with users in front of a 2D wall-sized display on a shared task.
We also want investigate how these asymmetric interaction systems
can lead to new collaboration strategies.
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