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Functional Approach to Tree-Adjoining Grammars and
Semantic Interpretation: an Abstract Categorial Grammar
Account

Sylvain Pogodalla*
December 11, 2015

Abstract

We present a functional interpretation of the substitution and adjunction operations of
Tree Adjoining Grammars (TAGs). This allows us to encode TAGs within the formalism
of Abstract Categorial Grammars (ACGs). In this encoding, abstract terms representing
derivation trees are full-fledged objects of the grammar. These terms are mapped onto logical
formulas representing the semantic interpretation of natural expressions that TAG can analyze.
Because of the reversibility properties of ACGs, this provides a way to parse and generate with
the same TAG encoded grammar. We then show some examples of how we can use and extend
this representation of derivation trees, in particular to analyze idioms, subordinate clauses,
and scope ambiguities. All the examples can be run with the ACG toolkit.

1 Motivations

1.1 Tree-Adjoining Grammar and Semantic Representation

The Tree-Adjoining Grammar (TAG) formalism (Joshi, Levy, and Takahashi 1975; Joshi and Sch-
abes 1997) is a formalism dedicated to the modeling of natural languages. As the name indicates,
the primary objects it considers are trees rather than strings as context-free grammars, for instance,
do. As such, the object language a TAG generates is a tree language, the language of the derived
trees. These trees result from the application of two operations, the substitution and the adjunc-
tion, to a set of generators: the elementary trees. The substitution operation consists in replacing
the leaf of a tree by another tree, while the adjunction operation consists in inserting a tree into
another one by replacing an internal node with a whole tree. A sequence of such operations and
the elementary trees they operate on can be recorded as a derivation tree. Reading the leaves of
the derived tree, or computing the yield, produces the associated generated string language.

The class of the generated string languages strictly includes the one generated by context-
free grammars. This property, together with other ones such as the crucial polynomial parsing
property, plays an important role in the characterization of the expressive power that natural
language modeling requires. (Joshi 1985) proposes to call the class of languages (resp. grammars)
necessary for describing natural language the class of mildly context sensitive languages or mCSL
(resp. mildly context sensitive grammars or mCSG). These formal and computational properties

*E-mail: sylvain.pogodalla@inria.fr



1 Motivations

have been extensively studied' and provide TAG with appealing features for natural language
processing.

Another key feature that makes TAG relevant to natural language modeling lies in the capability
of its elementary trees to locally specify (syntactic and semantic) dependencies between parts that
can occur arbitrary far from each other at the surface level at the end of a derivation. This
property to locally state, within the elementary trees, dependency constraints is also known as
the extended domain of locality (Joshi 1994). Thanks to the adjunction operation, a dependency
locally described in an elementary tree can end as a long-distance dependency in the resulting
derived tree. The relevant structure to store relations between the elementary trees that are used
in a derivation is then the derivation tree. This makes the latter structure appropriate to derive
semantic representations for TAGs.

It was however noticed that derivation trees do not directly express the semantic dependencies
and that they seem to lack some structural information (Vijay-Shanker 1992; Candito and Kahane
1998). To overcome this problem, several approaches where proposed. Some rely on extensions of
the TAG formalism (Rambow, Vijay-Shanker, and D. Weir 1995; Rambow, Vijay-Shanker, and D.
Weir 2001), some others revisit the derivation tree definition (Schabes and Shieber 1994; Shieber
1994; Kallmeyer 2002; Joshi, Kallmeyer, and Romero 2003; Kallmeyer and Joshi 2003) in order to
allow for recovering all the semantic dependency relations. Nevertheless, solutions to the problem
strictly relying on derivation trees were then proposed. They make use of unification (Kallmeyer
and Romero 2004; Kallmeyer and Romero 2008), functional tree interpretation (Pogodalla 2004a;
Pogodalla 2009) or synchronous grammars (Nesson and Shieber 2006; Nesson 2009) and tree trans-
duction (Shieber 2006; Kallmeyer and Kuhlmann 2012; Shieber 2014).

In this article, we elaborate on (Pogodalla 2004a; Pogodalla 2009) in order to propose a semantic
construction framework for TAGs. We make explicit the above mentioned mismatch between the
structure of the TAG derivation trees and the expected semantic dependencies (Section 5.3) and
show how our approach can cope with it.

1.2 TAGs and Abstract Categorial Grammars

We base our analysis on the framework of Abstract Categorial Grammars (ACGs) (de Groote
2001). ACGs derive from type-theoretic grammars in the tradition of Lambek (1958), Curry
(1961), and Montague (1973). Rather than a grammatical formalism on their own, they provide
a framework in which several grammatical formalisms may be encoded (de Groote and Pogodalla
2004), in particular TAGs (de Groote 2002). The definition of an ACG is based on a small set of
mathematical primitives from type-theory, A-calculus, and linear logic. These primitives combine
via simple composition rules, offering ACGs a good flexibility. In particular, ACGs generate
languages of linear A-terms, which generalize both string and tree languages.

A key feature of ACGs is to provide the user a direct control over the parse structures of the
grammar, the abstract language. Such structures are later on interpreted by a morphism, the
lexicon, to get the concrete object language. The process of recovering an abstract structure from
an object term is called ACG parsing and consists in inverting the lexicon. In this perspective,
derivation trees of TAGs are represented as terms of an abstract language, while derived trees (and
yields) are represented by terms of some other object languages. It is an object language of trees
in the first case and an object language of strings in the second case.

Second-order ACGs (2nd ACGs) is a particular class of interest because of its polynomial
parsing property (Salvati 2007). When considering strings as the object language, the generated
languages coincide with multiple context-free languages (Salvati 2006). When considering trees,
the generated languages coincide with the tree languages generated by hyperedge replacement

1See for instance (Vijay-Shanker and Joshi 1985; Vijay-Shanker 1987; D. J. Weir 1988).
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grammars (Kanazawa 2009). A further refinement on the ACG hierarchy allows for a fine-grained
correspondence with regular (string or tree) languages, context-free string and linear context-free
tree languages, or well-nested multiple context-free languages (string), in particular tree-adjoining
languages (see Section 3.2).

Moving to ACGs to encode TAGs and to build TAG semantic representations offers several
advantages. First, we benefit from parsing algorithms and optimization techniques grounded on
well established field such as type-theory and Datalog. Kanazawa (2007) showed how parsing of 2nd
ACGs reduces to Datalog querying, offering a general method for getting efficient tabular parsing
algorithms (Kanazawa 2011). This also allows for deriving algorithms with specific properties such
as prefix-correctness in a general way.?

A second advantage is to offer a inherently reversible framework (Dymetman 1994) as Kanazawa’s
Datalog reduction makes no hypothesis on the object language: it can be a language of strings, of
trees, or of any kind of (almost linear) A-terms. In the latter case, it can represent usual logical
semantic formula. While in NLP parsing usually refers to building a parse structure (or a seman-
tic term) from a string representation and generation (or surface realization) refers to building a
string from a semantic representation, they both rely on ACG parsing (i.e. recovering the abstract
structure from an object term). Despite the similarity between the ACG approach and the syn-
chronous approaches to semantic construction (both are based on or can be reformulated using a
tree transduction), the latter does not offer a built-in transformation to S-reduced terms (which
may definitely not be trees but rather graphs) at the semantic level. Processing the semantic trees
of a synchronous grammar is straightforward but the inverse process is of interest for generation
but is not covered by synchronous TAG. It actually corresponds to the morphism inversion found
in ACG parsing. (Koller and Kuhlmann 2012) nevertheless proposes a first step towards such a
mechanism using interpreted regular tree grammars. It is however more oriented towards parsing
(in the usual sense). On the other hand the computational properties of the lexicon inversion for
ACGs has been studied for different classes of A-terms.® It is worth noting that as far as 2nd order
ACGs are concerned, whatever the form of the semantic A-term, generation is decidable (Salvati
2010) even with replication and vacuous abstraction of variables, though with a high computa-
tional complexity. From a theoretical point of view, this allows for removing any kind of semantic
monotonicity requirement (Shieber 1988; Shieber, van Noord, et al. 1989) in a very general setting.
The examples we present in this article use only almost linear semantic terms. They can be run
for parsing and generation using the ACG toolkit.*

Semantic representation with A-terms, and more generally the ACG type-theoretic settings,
also provides tight links with formal logical semantics. The various grammatical formalisms ACGs
can encode may be linked to various semantic theories. This concerns both semantic theories, such
as event semantics (Blom et al. 2012) or dynamic semantics (de Groote 2006; Martin and Pollard
2014),5 and phenomena at the syntax-semantics interface where approaches based on underspeci-
fication (Pogodalla 2004a; Pogodalla 2004b) or based on type theory and higher-order (Pogodalla
2007b; Pogodalla 2007a; Kobele and Michaelis 2012) can be expressed.

The latter approaches in particular naturally extend the ACG encoding of TAG to deal with
scope ambiguities, recasting Barker’s (2010) cosubstitution into the standard type-logical approach

2For a nb prefix-correct Earley recognizer for TAGs, see (Kanazawa 2008).

3See for instance (Kanazawa 2011; Bourreau and Salvati 2011; Bourreau 2012) for the linear, almost linear, and
almost affine cases.

4The toolkit is available at http://www.loria.fr/equipes/calligramme/acg/#Software. We also provide files
implementing the example grammars at http://www.loria.fr/~pogodall/publications/acg-examples.tgz. The
script file illustrates the terms we use in this article and refers in comment to the relevant sections, equations, and
term names.

5Note however that the semantic calculi are somewhat extended with additional operators and then do not fulfill
the requirements allowing for reversibility. This is a research program on its own.
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2 Background

signature strings =
o:type;
string = o->o:type;
infix + = lambda a b z.a (b z):string -> string -> string;
John,loves, Mary:string;
end

ACG example 1: Declaration example

to quantifier raising. This shows how looking at TAG and its variant as fragments of a larger class
of grammars allows one to share analysis between grammatical formalisms, and to relate TAG
to its variants. It is then possible to add operations to the substitution and adjunction ones
that would otherwise be difficult to express as TAG (or even multiple component TAG, MCTAG)
operations. Such an operation can be used in order to link a TAG phrase grammar with a TAG
discourse grammar without requiring an intermediate processing step (Danlos, Maskharashvili, and
Pogodalla 2015), contrary to D-LTAG (Webber and Joshi 1998; Forbes et al. 2003; Webber 2004;
Forbes-Riley, Webber, and Joshi 2006) or D-STAG (Danlos 2009; Danlos 2011).

Finally, because they consider abstract and object languages as sets of linear A-terms, the ACG
framework provides different ways to compose grammars. When two ACGs share a same abstract
language, they offer a transduction way of encoding of relations. This is the basic architecture we
use to encode the syntax-semantics interface for TAG. On the other hand, an ACG adds further
control on a second ACG when the abstract level of the latter is the object level of the former.
We extensively use this composition to present a modular perspective on TAG and its extensions.
For instance, we show how the semantic interpretation may be defined on structures that are more
general than TAG derivation trees (using the sharing of the abstract level between two ACGs)
and then how to discard those that do not correspond to TAG derivation trees (using the control
from one ACG on another one). (Kobele 2012) shows how to use the modularity to relate both
the lexical and the syntactic compositional nature of idioms.

1.3 Experimenting with ACGs

We have been developing the ACG toolkit in order to provide facilities to write grammars and to
parse or realize terms of these grammars.* We rely on this software to implement the example
grammars of this article and the related commands to show the results of parsing or realization of
some terms.

An ACG declaration looks like the ACG example 1. Files containing such declaration are meant
to be compiled into an object file. The latter can be loaded by the acg program that offers for
instance type checking or parsing commands as ACG example 2 shows. In such examples, the lines
starting with a # correspond to the command to be run and the other ones to the system output.

Large scale tests of the software is however ongoing work, and quantitative evaluation is beyond
the scope of this article.

2 Background

2.1 Adjunction and Substitution

A TAG consists of a finite set of elementary trees whose nodes are labeled by terminal and non-
terminal symbols. Nodes labeled with terminals can only be leaves. Figure 1 exemplifies such



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

# load o cl-strings .acgo;
load o cl- strings . acgo;
Loading object file ”acg-examples/cl-strings.acgo”...
Done.
# list;
list ;
Available data:
Signature strings

# strings check John + loves + Mary:string;
strings check John + loves + Mary:string;

In strings:
John + (loves + Mary) : string
#

ACG example 2: Command example

trees. Substituting ajop, in Qgjeeps consists in replacing a leaf of agjeeps labeled with a non-terminal
symbol NP with the tree a o, whose root node is labeled by NP as well.5 Figure 2(a) shows an
example of such a substitution (at Gorn address 1) and of its result. The corresponding derivation
tree recording the substitution is represented in Fig. 2(b), where the Gorn address labels the edge
between the two nodes, each of them being labeled by the name of the trees.

The adjunction of Bseemingly INtO Qgjeeps consists in inserting Bseemingly at the VP node of agjeeps:
the subtree of agjeeps at its VP node is first removed then substituted to the VP foot node of
Bseemingly: and the whole resulting tree is then plugged again at the VP node of agjeeps, as Fig. 3(a)
shows. The associated derivation tree of Fig. 3(b) records the adjunction with a dotted edge

S
T~ VP
NP VP NP T~
Asleeps = \ & John = \ Bseemingly = Adv vp*
v John )
! (b) Initial tree seemingly
sleeps with no (c) Auxiliary tree
(a) Initial tree with one sub- substitution
stitution node node

Figure 1: TAG elementary trees

Then Fig. 4 shows a TAG analysis of John seemingly sleeps with both operations and the
associated derivation tree.

2.2 TAG Elementary Trees as Functions

We now present the two operations of adjunction and substitution using a functional interpretation
of the elementary trees. We use the standard notations of the typed A-calculus. As most of the

6Substitution sites are often marked by decorating the label with a | symbol.
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S S
/\ /‘\
NP VP NP VP
[~ \ — \ \ Osleeps
NP \ John \
\ ! \ 1
John sleeps sleeps @ John
(a) Substitution (b) Derivation
tree
Figure 2: Substitution operation
S S
/\
/\
NP VP NP vpP
vp Vv ., Adv VP
\ \
T~ ! . Usleeps
sleens seemingly \Y
A‘dv VP* P | 2
seemingly sleeps Bseemingly
(a) Adjunction (b) Derivation
tree
Figure 3: Adjunction operation
S
/\
NP VP
[~ \ /§\
N‘F’ Y NP VP
sleeps
John P John Adv VP
\
T~ | Usleeps

seemingly \Y

Adv VP* | 1/ .2
\ -

seemingly sleeps John  Bseemingly

(a) Adjunction and substitution (b) Derivation tree

Figure 4: TAG analysis of John seemingly sleeps
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examples we present rely on A-terms and their types, and that running them with the ACG toolkit
basically use their syntax, we formally present them.

Definition 1 (Types). Let A be a set of atomic types. The set F(A) of implicative types built
upon A is defined with the following grammar:

T(A) = A|T(A) — T(A)|T(A) = T(A)

Definition 2 (Higher-Order Signatures). A higher-order signature ¥ is a triple ¥ = (A,C,7)
where:

e A is a finite set of atomic types;
e (' is a finite set of constants;
e 7:C — J(A) is a function assigning types to constants.

Definition 3 (A-Terms). Let X be an infinite countable set of A-variables. The set A(X) of A-terms
built upon a higher-order signature ¥ = (A, C, 1) is inductively defined as follows:

e if ¢ € C then c € A(Z);

e if x € X then z € A(D);

if x € X and t € A(¥) and x occurs free in ¢ exactly once, then Xz.t € A(2);

if x € X and t € A(X), then Az.t € A(D);
o if t,u € A(X) and the set of free variables of u and ¢ are disjoint then (tu) € A(X).

Note there is a linear A-abstraction (denoted by X°) and a (usual) intuitionistic A-abstraction
(denoted by A). There also are the usual notion of «, 8, and 1 conversions (Barendregt 1984).

Definition 4 (Typing Judgment). Given a higher-order signature 3, the typing rules are given
with an inference system whose judgments are of the form: I'; A by ¢ : a where:

e [ is a finite set of non-linear variable typing declaration;

e A is a finite set of linear variable typing declaration.
Both T' and A may be empty. If both of them are empty, we usually write ¢ : « (¢ is of type «)
instead of -y ¢ : @. Moreover, we drop the ¥ subscript when the context permits. Table 1 gives
the typing rules.
Definition 5 (Order). The order ord(7) of a type 7 € .7 (A) is inductively defined as:

e ord(a) =1ifac A

e ord(a — ) = max(1 + ord(a),ord(8)) otherwise
By extension, the order of a term is the order of its type.

We now assume the single atomic type 7 of trees and constants of this type (in Section 2.3 we
explicit how to systematically encode trees into A-terms).
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—_— t.
[ikx c:7(c) (const.)

(lin. var.) (var.)

z:absz:a Fr:abFsz:a

A z:abgt: g A Fst:a—p Ay ks u: o

lin. abs. lin. .
AR Xzt:a—pf (lin. abs.) DAL Ao by (tw) : B (lin. app.)
Nr:a;Abst: TiAbFst:a—p TiFsu: «
- - (abs.) : - (app_)
F,AI—Z)\x.t.a%ﬂ F,Al_z(tu)ﬁ
Table 1: Typing rules for deriving typing judgments
S S
N N
NP VP ) . s VP NP
| Vsleeps = Xs. ‘ YJohn = \
\% \% John
‘ ‘ (c) Term of type T
sleeps sleeps
(a) TAG (b) Function from trees to trees

initial tree

Figure 5: Functional interpretation of the substitution operation
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2.2.1 Substitution as Function Application

The ability for the tree of Fig. 5(a) to accept a substitution at its NP node allows for considering
it as a function that takes a tree as argument and replace the NP node by this argument. Hence
we can represent it as the function 7§/eeps shown in Fig. 5(b) with 'Véleeps : T —o 7. A tree where no

substitution can occur can be represented as vy op, : 7 (see Fig. 5(c)).

Applying the function 'y;,eeps to the simple tree 7 jop, of Fig. 5(c) and performing S-reduction
gives the expected result as (1) shows.

S
SN
, o S VP NP
Fys/eeps YJohn = Ns. ‘ ‘
\ John
\
sleeps
(1)
S
/\
NP VP
5| \
John \%
\
sleeps

2.2.2 Adjunction as Function Application

In order to deal with the adjunction operation, we first observe what happens to the auxiliary tree
in Fig. 3: a subtree of the tree it is adjoined to (the one rooted by VP) is substituted at its VP* foot
node. This means that the auxiliary tree of Fig. 6 also behaves as a function from trees to trees
and can be represented as in Fig. 7(a) with 'y;eem,-ng,y : 7 —o 7. Then, a tree with an adjunction

site can be represented by a term such as v, : (T — 7) — 7 in Fig. 7(b). Note the higher-order
!

type of 'y;,eeps.

"

/ : .
sleeps 10 Vseemingly and perform (-reductions

In order to model the adjunction, we then apply ~
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as (2) shows.

S
NP
1" ’ VP N
Vsleeps Vseemingly = Na. ‘ Nv. Adv v
a \Y “
| seemingly
sleeps
S
/\
NP
—8 VP VP 9
o /\ ‘ ( )
Nv. Adv v Vv
\ \
seemingly sleeps
S
/\
NP VP
/\
—8 Adv VP
| |
seemingly \%
\
sleeps
VP
/\
Adv VP*
\
seemingly

Figure 6: TAG auxiliary tree

S
VP NP/\
! ° =N " o VP
Vseemingly = Xv. Adv v Vsleeps = Xa. \
\' a v
seemingly |
(a) Function from trees to trees sleeps

(b) Elementary tree ready to accept an ad-
junction

Figure 7: Functional interpretation of the adjunction operation

We now (almost) are in position to define the function standing for the elementary tree repre-

senting the intransitive verb sleeps in its canonical form as in Fig. 8 with v/ ___:

s,eeps.(T—OT) — T —oT.

10
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Such a term can be used to represent the TAG analysis of John seemingly sleeps shown in Fig. 4

with the S-reduction of 'yg’,’eeps 'V;eeming/y v John Shown in 3.

S
/\
NP VP
" / | T~
Vsleeps FYseemingly YJohn _>B John Adv VP (3)
| |
seemingly V
\
sleeps
S
O
" _ VP
rysleeps =Xas. ‘
a \%
\
sleeps

Figure 8: Elementary tree representation available to substitution and adjunction operations

Remark 1 (No adjunction). Typing v/

sleeps
(the first (7 —o 7) parameter) to return a plain tree term of type 7. But of course, we also want to
use this term in case no adjunction in a TAG analysis would occur, as in John sleeps. We make use
of a fake adjunction, applying 47/ ___ to the identity function I = Xz.z : 7 —o 7. Then (4) holds.

with (7 — 7) —o 7 —o 7 makes it require an adjunction

sleeps
S
/\
» NP VP
Vsleeps I 7 jonn =5 J ‘h \ (4)
onn \Y
\
sleeps

Finally, we have to also model the possible adjunction on the S node of agjeeps. So the corre-
sponding term 7sjeeps has type (7 —o 7) —o (7 —o 7) —o 7 —o 7 where the first argument stands for
the auxiliary tree to be adjoined at the S node, the second argument stands for the auxiliary tree
to be adjoined at the VP node, and the third argument stands for the tree to be substituted at the
NP node as Fig. 9 shows.”

Remark 2 (Multiple adjunction). Following (Vijay-Shanker 1987), the typing we provide pre-
vents two adjunctions from occurring at the same node in the same elementary tree. We discuss
this difference with the multiple-adjunction approach of (Schabes and Shieber 1994) in Sect. 5.
Accordingly, an auxiliary tree typically also should allow for adjunction at its root. So instead of
using '7;eemingly : T —o 7, we use the terms defined in Fig. 10 in order to analyze sentences such as

John usually seemingly sleeps as in Fig. 11 with the term Ygjeeps I (Vseemingly (Yusually 1)) VJohn-

"We could also allow adjunctions to the V node in a similar way. But we do not use examples of such adjunctions,
and for sake of conciseness, we keep the type as small as required by the examples.

11
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S
SO
Vsleeps = XS a 5.5 V‘P
a Y%
\
sleeps

Figure 9: Encoding of ajeeps available to substitution and adjunctions both at the vP and at the
S nodes

VP
o /\
Vseemingly = Nav.a Adv v (T —oT)—oT—oT
\
seemingly
VP
o /\
Yusually =Xav.a Adv v ((r—o7)—oT —oT
\

usually

Figure 10: Auxiliary tree representation available to adjunction operations

S
/\
NP VP
\ _— T
John  Adv \Y
‘ /\
usually Adv VP

‘ \
seemingly \Y
\
sleeps

Figure 11: A TAG analysis of John usually seemingly sleeps

12
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2.3 Trees and Strings as \-terms

So far, we did not make it explicit how to represent strings and trees as A-terms. In particular, we
did not tell how strings can combine and how the parent-child relation can be represented. While
this is quite standard, and because we use this encoding to implement the example grammars using
the ACG toolkit, this section describes how it can be done.

2.3.1 Encoding Strings

c —_

We encode strings over an alphabet C using the following higher-order signature % strings =

(As, C, 75) where:

e A, = {0} contains a unique atomic type o;

® 7, is the constant function that maps any constant to the type o 2 (0 —o 0) the string type.
Note it is not an atomic type.

We also define two other terms:

o L2 X f g.Xz.f(g z) (the function composition, used with an infix notation) to represent
the concatenation;

o 2 Xuu (the identity function) to represent the empty string.

It is easy to check that + is associative and that e is a neutral element for +.

2.3.2 Encoding Trees

In order to encode the trees defined over a ranked alphabet F, = (F, arity),® we use the following

higher-order signature ¥7¢ = (A,, F,77) where:

e A, = {7} contains a unique atomic type 7 the type of trees;

e 77 is function that maps any constant X such that arity(X) = n to the type 7 —o --- —o 7 —o
—_———

n times

7. If arity(X) = n, then 77« (X) = 7.

Trees were primarily defined in TAG using a mapping from positions to labels, elements of a
vocabulary. The vocabulary is partitioned into terminal and non-terminal symbols. Hence, a same
node label may be used to represent symbols of different arity. For instance, in Fig. 1(a), the vpP
node has arity 1 whereas the VP node of Fig. 1(c) has arity 2. We use the notation X,, with n the
arity to differentiate between the different usages of an X label. As non-terminal symbols can only
be mapped by terminal nodes (leaves), they always have arity 0, so we do not use any subscript
for them.

For instance, the TAG elementary trees d,pchor’ Of our running examples can be modeled as
the functions (or terms) vapchor built on the signature Yypees as Table 2 shows.'® Then (5) shows

8 arity being a mapping from F to N.

9We use the notation §,,chor to refer either to the initial tree apcpor Or the the auxiliary tree 8;pchor-

10Note that sleeps and seemingly are used as constants of arity 0 and 7 type. We also introduce an auxiliary tree
that can adjoin to the S node.

13
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that 74 = Ysjeeps 1 (’yseem,-,,g/y I) 7y jonn corresponds (modulo 53) to the tree of Fig. 4.

Y4 = Vsleeps I ('Yseemingly I) Y John
= (NS a 5.5 (Sg s (a (VP1 (V1 sleeps))))) I ('Yseemingly I) YJohn
—p (Na 5.0 (S2 s (a (VP1 (V1 sleeps))))) ('Yseemingly I) YJohn
= ()‘Oa S'O‘Ox'x) (52 &) (a“ (VPl (Vl sleeps))))) (’Vseemingly I) Y John
—p (Na 552 s (a (VP1 (V1 sleeps)))) (Vseemingly 1) Viohn
-8 (Xs.52 s (('}/seemingly I) (vPy (Vi sleeps)))) Yiohn
—8 52 YJohn ((’7$eemingly I) (VPI (Vl sleeps)))
—3S2 Vjohn ((Xa v.a (VPy (Advi seemingly) v)) I) (VP1 (V1 sleeps)))
—3S2 VJyohn ((Nv.I (VPy (Advy seemingly) v)) (VP1 (V1 sleeps)))
—3 52 Vohn (Nv.(Nz.z) (VP2 (Advi seemingly) v)) (VP1 (V1 sleeps)))
=5 S2 YJohn ((Xv.VPy (Advy seemingly) v) (VP1 (V1 sleeps)))
—3S2 Yjohn (VP2 (Advi seemingly) (VP1 (V1 sleeps)))
=Sy (NP1 John) (VPy (Advy seemingly) (VP1 (V1 sleeps)))

Terms of A(X¢rees) Corresponding TAG tree
Y John = NP; John NP
i T !
John
Vsleeps = XS a 5.5 (S2 s (a (VPy (V1 sleeps)))) S
(17— 7)o (T—7T)—oT—oT T
NP VP
\
\%
\
sleeps
Vseemingly = A’a v.a (VP (Advy seemingly) v) VP
(T—oT)—oT—oT T
Adv VP*
\
seemingly
Yusually = Xa v.a (VPy (Advy usually) v) VP
(T —oT)—oT—oT — T~
Adv VP*
\
usually
Yhence = Xa s.a (S2 s (Advy hence)) S
(1 —7T)—oT—orT — T
S* Adv
\
hence
1 =Xxx:T—oT

Table 2: Encoding of the TAG elementary trees with Ypees

We now show how to relate the tree represented by the term Ysjeeps I (Vseemingly (Yusualty 1)) VJohn
T to the string John usually seemingly sleeps represented by the term John+ usually+ seemingly +

sleeps : o using an interpretation of the former defined with an ACG.

14



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

3 Abstract Categorial Grammars

For sake of self-containedness, we remind the definitions of (de Groote 2001).

Definition 6 (Lexicon). Let 1 = (41,C1,71) and Yo = (A, Ca, 72) be two higher-order signa-
tures, a lexicon £ = (F, G) from %; to ¥s is such that:

o F: Ay — J(A3). We also note F : (A1) — T (Az) its homomorphic extension!?;
e G:Cy — A(X3). We also note G : A(X1) — A(X2) its homomorphic extension;
e " and G are such that for all c € C1, Fx, G(c): F(r1(c)) is provable.
We also use .Z instead of F' or G.
The lexicon is the interpreting device of ACGs.

Definition 7 (Abstract Categorial Grammar and vocabulary). An abstract categorial grammar is
a quadruple ¥ = (X1, 3., .2, S) where:

e ¥ = (A,Cq, 1) and Xy = (Ag, Co, 72) are two higher-order signatures. 3; (resp. Xo) is
called the abstract vocabulary (resp. the object vocabulary) and A(31) (resp. A(X3)) is the
set of abstract terms (resp. the set of object terms).

o Y1 — ¥y is alexicon.
e Sc J(Ay) is the distinguished type of the grammar.

Given an ACG “name = (X1, X2, Lname, S), we use the following notational variants for the in-
terpretation of the type « (resp. the term t): Zname(a) = B, name(a) = B, & =pame B, and
(o] ame = B (resp. ZLname(t) = u, Gname(t) = u, t =name u, and [t],,,me = ©). The subscript
may be omitted if clear from the context.

Definition 8 (Abstract and Object Languages). Given an ACG ¥, the abstract language is defined
by
A(G) = {t € A(X1) |Fx, t:S is derivable}

The object language is defined by
O@)={ue A(X2) |3t € AY) st. u=Zt)}

3.1 ACG Composition

The lexicon defines the way structures are interpreted. It plays a crucial role in our proposal in two
different ways. First, two interpretations may share the same abstract vocabulary, hence mapping
a single structure into two different ones. For instance, the structure representing the derivations
may be mapped both into a surface form and a semantic form. This composition is illustrated by
G jerived trees A Gsem,. sharing the X jerivations vocabulary in Figure 12. It allows for the semantic
interpretation of the derivation trees and we use this in Sect. 5.

Second, the result of a first interpretation can itself be interpreted by a second lexicon when
the object vocabulary of the first interpretation is the abstract vocabulary of the second one. This
composition, illustrated by the ¥y;010°Ygerived trees cOmposition in Figure 12, allows for modularity.
It also allows for admissible intermediate structures. For instance, the abstract language of 4 ;cjq

Hguch that F(a — 8) = F(a) — F(B) and F(a — B) = F(a) — F(B)

15



4 Tree-Adjoining Grammars as Abstract Categorial Grammars

may contain too many structures. If the object language of ¥y rived trees 1S @ strict subset of this
abstract language, then the object language of 901099 gerived trees 18 @ subset of the object language
of Gyie1q- We take advantage of this property in Sect. 4.2 to enforce the matching between node
labels in substitution and adjunction operations, and to further restrict the set of derivations to
only TAG derivations in Sect. 4.3.

A (E deri’uations)

Figure 12: ACG composition for control and syntax-semantic interface

3.2 Formal Properties of ACGs

The formal properties of ACGs have been intensively studied. Two parameters are useful to define
a hierarchy of ACGs: the order and the complexity of an ACG.

Definition 9 (Order and complexity of an ACG; ACG hierarchy). The order of an ACG is the
maximum of the orders of its abstract constants. The complezity of an ACG is the maximum of
the orders of the realizations of its atomic types.

ACG y,m) denotes the set of ACGs whose order is at most n and whose complexity is at moset
m.

Table 3 sums up some of the formal properties of ACGs (de Groote and Pogodalla 2004; Salvati
2006; Kanazawa and Salvati 2007; Kanazawa 2009).

String language Tree language
ACG( p) finite finite
ACG(2,1) regular regular
ACG (2, context-free linear contex-free
ACG(z,3 non-duplicating macro C 1-visit attribute grammar
well-nested multiple context-free
ACG(2,4 mildly context-sensitive hyperedge replacement gram.
(multiple context-free)
ACG (2,44n) ACG(z4) ACG(z,4)

Table 3: The ACG hierarchy

4 Tree-Adjoining Grammars as Abstract Categorial Gram-
mars

From now on, we assume a TAG G = (Z,.A) where Z is the set of initial trees and A the set of
auxiliary trees. The labels of the trees in Z U A range over the alphabet V°, and C' C VO is the

terminal alphabet. V is the set of symbols of V'V disambiguated by subscripting them with their
arity (except for terminal symbols of arity 0), and V is the associated ranked alphabet.

16



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

4.1 Derived Trees and Strings

In the constructions of Sect. 2.3, we introduced two higher-order signatures: ¥spings = ngm'n gs and
Yitrees = mees. We can now relate terms built on them using an ACG 9;¢1q = (trees Dstringss Lyields T)
by specifying %y ;. 1q as follows:

o ZLyield(T) = 0 (a tree is interpreted as a string);

o for X, € V\C, Lyje1a(Xn) = X21 ... 2521 + -+, (a tree labeled by a non-terminal
symbol is interpreted by the concatenation of the interpretation of its children);

o for a € O, Zy;e14(a) = a (a terminal symbol is interpreted by the same symbol as a string).

For instance, (8) and ACG example 3 show that the yield of the tree represented by Ysjeeps I (Vseemingly 1) VJohn
actually is John+ seemingly+ sleeps (which can be rephrased as Ysjeeps I (Yseemingly 1) VJohn =yield
John + seemingly + sleeps).

gyield(Npl John) = (?fyield(NPl)) (%yield(John)) because ¥ ;¢ is a morphism
= (Xx1.71) John by definition of ¥4 on constants (6)
—g John

Gyield(VP2 (Advy seemingly) (VP (V1 sleeps)))
= YDyic1d(VP2) (Dyicia(Advi seemingly)) (Zyicia((VP1 (V1 sleeps))))
= (Nm1 22.21 + 22) (Gyic1d(Advi seemingly)) (Gyieia(VP1 (V1 sleeps)))
5 (Dyaaliin seemingly)) + (yiaua(VPr (Vi sleeps))
=8 (Gyicta(Adv1) (Gyiea(seemingly))) + (Gyicta(VP1)) (Gyieta(V1 sleeps)))
= ((Xz1.21) seemingly) + (Xx1.21) (Gyiera(V1 sleeps)))
— g seemingly + (Nz1.21) (Yyie1a(V1 sleeps)))
—p seemingly + (Yyie1a(V1 sleeps))
= seemingly + (Yyicid(V1)) (Yyicia(sleeps)))
= seemingly + (Xz1.21) sleeps)
—r g seemingly + sleeps

gyield(')@) = gyield('}/sleeps I (”Yseemingly 1) YJohn)
= Yyic1d(S2 (NP1 John) (VP2 (Advi seemingly) (VP1 (Vi sleeps)))) by (5)
= (Yyicld(52)) (Gyie1a(NP1 John)) (Gyieid(VP2 (Advy seemingly) (VP1 (V1 sleeps))))
because ¥y ;¢ is a morphism
= (XNx1 xo.w1 + x2) John (seemingly + sleeps)
by definition of ¥,y on constants and by (6) and (7)
— 5 John + (seemingly + sleeps)

4.2 Derivation Trees and Derived Trees

In this section, we illustrate how to introduce more control on the accepted structures. Note indeed
that according to the definition of ¥4, whatever is a closed term of type 7 belongs its abstract
language. For instance, 713 = Vseemingly { VJohn 15 a well-typed term of type 7 corresponding to
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4 Tree-Adjoining Grammars as Abstract Categorial Grammars

# yield realize gsleeps | (g_seemingly 1) g_John : tree;
yield realize g sleeps I (g_seemingly I) g John : tree;

In trees:

gsleeps T (g-seemingly 1) g_John : tree

= S2 (NP1 John) (VP2 (Advl seemingly) (VP1 (V1 sleeps)))
Interpreted by yield in strings as:

lambda z. John (seemingly (sleeps z)) : o -> o

#

ACG example 3: Yield computation with the “realize” command

the tree of Fig. 13 as (9) shows. Consequently, its interpretation seemingly + John belongs to the
object language.

Y13 = Vseemingly I 7 john
= (Xa v.a (VPy (Advy seemingly) v)) (Xz.x) (NP1 John)
— (Xv.(Nz.x) (VP2 (Advy seemingly) v)) (NP1 John)
= VPy (Advy seemingly) (NP, John)

(9)

VP

/\
Adv NP
\ \

seemingly John
Figure 13: Tree in the abstract language of 4 ;¢4

In order to avoid such terms to belong to the language we are interested in, we provide another
ACG Yyerived trees = (Ederivations: Streess Lderived trees:S) such that its object language is a strict
subset of A(%y;c1q) (see Fig. 12). Consequently, the object language of 9ye1q © Ggerived trees 1S
subset (strict in this case, as expected) of O(Y;c14)-

4.3 TAG Derivation Trees
4.3.1 A Vocabulary for Derivations: The X jorivations Signature

Adjoining Yseemingly O Y John 18 possible in A(X¢rees) because the type 7 does not take the node labels
into account. Hence, there is no distinction between the trees rooted by VP and trees rooted by NP,
for instance. We introduce this distinction in ¥ gerjvations = (Aderivations: Cderivationss Tderivations)-
Agerivations = V' is the set of non-terminal symbols of the TAG grammar G. Then, for any
Sanchor € U A an elementary tree of G, let define ¢ pcpor @ constant of type (X! — X1) — ... —o
(X" o X") —oY! ... Y™ —o a where:

e the X° are the labels of the n internal nodes of §,,chor 1abeled with a non-terminal where an
adjunction is possible (by convention we use the breadth-first traversal); 12

2Tnstead of the types (X? — X*'), we may have types Xii1 —o sz to denote a difference between the top and
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Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

# derivations check c_seemingly |_vp c_John : VP;
derivations check c_seemingly I_vp c_John : VP;

c_seemingly I_vp c_John : VP
Error: File ”stdin”, line 1, characters 17-23
The type of this expression is ”VP” but is used with type "NP”

#
ACG example 4: Not well-type term

e the Y are the labels of the m leaves of §,,chor 1abeled with non-terminals, but the foot node
if Oanchor 18 an auziliary tree (by convention, we use the left-right order);

e let Z be the label of the root node of dypchor @ = Z if dapchor € Z is an initial tree, and
a = 7' — Z with Z’ the label of the foot node if §,,chor € A is an auxiliary tree.!® In the
latter case, we call Z' — Z the modifier type of the constant modeling the auxiliary tree.

We get for instance the constants typed as in (10)'* from the elementary trees of Fig. 1.

Csleeps : (§—o5S) —o (VP —0 VP) —o NP — S

Cjohn - NP (10)
Cseemingly : (VP — VP) —o VP —o VP

For each non-terminal X of the TAG grammar where an adjunction can occur, we also define
Ix : X — X as in 11. These constants play a similar role as I at the Ypees level: they are used
when a TAG derivation does not involve adjunctions on sites where it would be possible to have
them.

Ig:S—S (11)
IVP : VP —o VP

Then the set of typed constants of ¥ jerivations 15 Cderivations = (UsamnecTUA Canchor)I(Uxevolx)
and Tgervations 1S the associated typing function defined as above. The typing provided by
Y derivations now disallows the application of cseemingly Ivp @ VP —0 VP to cjop, @ NP as ACG
example 4 illustrates.

We now need to relate the terms of A(X jorivations) t0 the terms of A(Xtrees) by a suitable
interpretation.

4.3.2 Interpretation of Derivations as Derived Trees: The Yjcrived trees ACG

In order to define Yyerived trees = (Zderivationss Strees, Lderived trees,S) We are left with defining
Lierived trees- All the atomic types (S, VP, etc.) are interpreted as trees (i.e., with the 7 type).
And for a TAG elementary tree d,pchor, the constant czpcpor is interpreted as Yapcpor (defined in
Sect. 2.3.2). This leads us to the interpretations of Table 4.

the bottom feature of the node of label X*. This is in particular used to account for selecting adjoining constraints
as described in Feature based TAG (FTAG) (Vijay-Shanker and Joshi 1988; Vijay-Shanker and Joshi 1991). See
note 13.

131n standard TAG, we typically have Z = Z’. However, we shall see examples in Sections 5.3.2 and 7 where such
a distinction is relevant.

14We assume that no adjunction is allowed on the V nor on the Adv node.
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4 Tree-Adjoining Grammars as Abstract Categorial Grammars

C John : NP
“=derived trees YJohn = NP; John: 7
Csleeps :(S—S) —o (VP —0VP) —o NP — S

XS as.S (S2s (a(vPy (Vy sleeps))))

:(T—7T) —o(T—oT)—oT—oT

‘=derived trees Vsleeps

Cseemingly : (VP —o VP) —o VP —o VP

“=derived trees Vseemingly = Xa v.a (VP2 (Advi seemingly) v)
: (T —o 7‘) —O T —0oT

Cusually : (VP —o VP) —o VP —o VP
“derived trees Yusually = Xa v.a (VPy (Advy usually) v)
:(T—oT)—T—oT
Chence :(S—S)—oS—05S
‘=derived trees Yhence = Xa s.a (S2 (Advy hence) s)
. (T —0 7’) —O T —OT
Ig :S—oS
= derived trees =Xrax:7T—oT
Iyp : VP —o VP
= derived trees 1 =Xrx:7T-—>oT

Table 4: Interpretation of X jeripations constants by Gyerived trees

In Sect. 4.2, we noticed that 74 = Yseemingly I VJohn : T € A(Zyicig) (see 9). By definition
of the object language of an ACG, its interpretation ¥;c1q(v4) = seemingly + John is such that
gyield(’yél) € O(gyield)-

However, 74 € O(Ggerived trees)- Indeed, there is no ¢4 such that Gyerived trees(Ca) = Y4 A simple
argument using the linearity of the interpretation shows that only cseemingl, (once and only once),
¢ John (once and only once), and Ix can be used. But ¢ jop, can not combine with any of the other
terms (none of them use the type NP). Consequently, seemingly + John & O(Yyiciq © Yaerived trees)
as is expected from the TAG grammar.

4.3.3  Ygerived trees Abstract Terms and TAG Derivation Trees

It is interesting to note that abstract terms of 9jeriped trees describe the way the encoding of trees in
Ytrees can combine. We can see this combination in terms such as 14 = Ysjeeps I (Vseemingly 1) Vohn
but it is in some sense an artifact of the definition we gave: 14 B-reduces to a tree that does not
show this structure anymore. However, a term such as c14 = Csjeeps IS (Cseemingly IvP) CJohn does
not further g-reduce. Because we considered substitution as function application on arguments of
atomic types and adjunction as function application on arguments of second-order types, c14 keeps
track of the adjunction of Is on cgjeeps, of the adjunction of Iyp on cseemingly, of the adjunction of
the latter result on cgjeeps, and of the substitution of ¢ jop,. And the relation Gyeriped trees(c14) = Y14
expresses the relation between the record of these operations and the resulting derived tree.

We can represent c14 as a tree (see Fig. 14(a)): each node corresponds to a constant, possibly
applied to the terms represented by the children of the node. It makes explicit the relation to the
TAG derivation trees (Fig. 14(b)). They are in a one to one correspondence despite the following
differences:

e in the abstract term representation, the fake adjunctions (of Ix) are represented;
e instead of specifying the role of the arguments with the Gorn address, we set a specific order

for the arguments.
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Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

Csleeps
Is Cseemingly ~ CJohn Asleeps ,
| ya
Iyp & John Bseemingly
(a) Abstract term of Yycrived trees (b) TAG Derivation
tree

Figure 14: Derivation representations

All the objects of a TAG grammar now have an ACG counterpart:

e terms of the abstract language of Zyerived trees correspond to the TAG derivation trees;!®

o terms of A(Xrees) that are in the object language of Yyerived trees correspond to the TAG
derived trees;

e terms of A(Yg4rings) that are in the object language of 4019 © Ygerived trees correspond to the
TAG generated language.

(12) and (13) illustrate these correspondences for the abstract term c14 = Csjeeps IS (Cseemingly IVP) CJohn
representing the derivation for the analysis of John seemingly sleeps.

G derived trees(csleeps Is (Cseemingly Ip) CJohn)

= YVsleeps I ('Yseemingly 1) YJohn (12)
=Sy (NP1 John) (VPy (Advy seemingly) (VPy (Vi sleeps))) by (5)
gyield ° Yierived trees(csleeps Is (Cseemingly Ivp) ¢John) (13)

= John + (seemingly + sleeps) by (12) and (8)

Remark 3 (Yyerived trees terms and description of trees). Let us have a look at the (X — X)
type of the parameter of an abstract constant of yeriped trees and at its interpretation. In cgjeeps
for instance, the parameter with type (VP —o VP) is interpreted by the a variable of Ygeeps (see
Table 4). The position of a in the term S (Sg s (a (VP1 (Vi1 sleeps)))) makes it explicit that the
result of a applied to (VP; (V1 sleeps)), hence the latter term itself, is the second child of Sy (the
variable s being the first). The result of this application corresponds to the resulting VP of modifier
type (VP —o VP) (for instance c,syay, Is), while the term (VPy (Vi sleeps)) corresponds to the first
VP: the parameter. So, in some sense, (VP —o VP) encodes the dominance constraint as in the tree
descriptions of (Vijay-Shanker 1992).

Remark 4 (9ycrived trees terms and TAG derivation trees). It should be noted that e ived trees

and Gyie1d © Yerived trees are not second-order ACGs. It means that the polynomial parsing results

do not directly apply. But we know that TAG parsing is polynomial. So what is happening here?
The answer is that while 9y iyed trees cOnstrains the string language more than ¢ ;.q does, it

does not constrain it enough to generate only the corresponding TAG language. Indeed, let us as-

sume a term cmatters : (VP —o VP) —0 S —o S and a term Ymatters = X°S a 5.5 (S2 s (a (VP71 (V1 matters))))

corresponding to the initial tree amarters of Fig. 15(a) (as in To arrive on time matters considerably,

15With some reservations that Sect. 6 clears up, though. See Rem. 4.
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5 Semantic Construction

see (XTAG Research Group 2001, Section 6.31)) where the S leaf is a substitution node,'% the vpP
node accepts adjunctions, but the S node does not. We define Gyerived trees(Cmatters) = Ymatters-
Then the term (cmatters Iyp) is typed S — S, which is the modifier type of terms encoding auxiliary
trees adjoining on S nodes. Let us assume there also is a term cipat sjeeps : (VP — VP) —o NP —o S
such that Gyerived trees(Cthat sleeps) = X 8.S2 (Comp that) (Sz s (VP1 (Vi sleeps))) corresponding to
the initial tree of Fig. 15(b).!7

Then we can built the term ¢4 of (14) corresponding to the derived tree of Fig. 16 by applying
Cmatters Ivp :'S —0 S t0 (Cthat sleeps IVP CJohn) : S- This indeed models a substitution.

But we can also build the term c¢;7 of (14) corresponding to the syntactic tree of Fig. 17.
However, the latter is not a TAG tree as it would correspond to the adjunction of the tree for
matters on the tree for John sleeps. The term (Ymatters Iyp) : S — S indeed now appears as
argument of Cgjeeps, simulating an adjunction on cs/eep5.18 But the tree for matters is an initial tree
and should not be adjoined.

€16 = Cmatters Ivp (Cthat sleeps Ivp ¢John)

Y derived trees(C16) = Sz (Comp; that)
(S2 (NPy John) (VPy (V1 sleeps))) (VPy (Vi matters))
Gyield © Dierived trees(C16) = that+ John + sleeps + matters (14)

C17 = Csleeps (Cmatters IVP) Ivp cjohn
Yderived trees(C17) = S2 (S2(NP1 John) (VP1 (Visleeps))) (VP1 (V1 matters))
gyield o %derived trees(cl7) = John + sleeps + matters

The solution we develop in Section 6 is to further control A(Yyerived trees) With another ACG
Yrac such that O(91ac) C A(Gderived trees) JUst a8 Ggerived trees allows us to control A(%yield)'
The general architecture is then the one Fig. 18 describes. We delay the definition of 9744 to
Sect. 6. It is very similar to the definition of ¥jerived trees €Xcept that the adjunction sites are
not given a second-order type (X —o X) but an atomic type X4, making %74 second-order.
Then, Yyerived trees © 9Tac corresponds to the TAG encoding of (de Groote 2002). However, while
useful to faithfully encode TAGs and to allow for applying the polynomiality results, this latter
encoding is not necessary to provide the semantic interpretation of the derivation trees (and may
somewhat obfuscate it, as the interpretation of a (S —o S) type may be more straightforward as
the interpretation of a S4 type).

5 Semantic Construction

In the previous section, we defined a signature X j..ipations tO represent derivation structures as
terms of A(X gerivations)- We now use this signature as pivot to transfer these structures into
semantic representations. From a practical point of view, as mentioned in Sect. 3.1, it amounts to
defining an ACG Ysem. = (Zderivations> Slogics Lsem.,S) and composing it With Ggeriyed rees thanks
to the shared abstract vocabulary X jepivations: The object vocabulary 3,4 of this ACG is the
vocabulary for defining the semantic representations. In this article, we use higher-order logic
(and more often than not simply first-order logic). Other languages, such as description languages
to express underspeficied representations (Bos 1995; Egg, Koller, and Niehren 2001), modal logic

161n this example, we do not model the requirement for the sentential subject to be infinite or to be finite and
introduced by a complementizer.

17For sake of simplicity, we make the complementizer part of the initial tree.

18Except the lack of the complementizer, the surface forms are almost the same. This is due to adjoining at the
root node.
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S
VRN
S Comp S
/ \ \ / N\
S VP that NP V‘P
|
Vv \Y%
| |
matters sleeps

(a) Initial tree for matters
(the S leaf is a substitution
node)

(b) Initial tree for that ... sleeps

Figure 15: Initial trees for verbs with sentential subjects and complementized clause

s/s\
AN

VP
/ \
Comp S \%
\ / N\ \
that NP VP matters Q'matters
\ \ 1]
John V Q'that sleeps
| 21 |
sleeps Q John

(a) Derived tree for that John sleeps matters

(b) Derivation tree for that John
sleeps matters

Figure 16: TAG derived and derivation trees for that John sleeps matters

S
RN

S VP

7/ N\ !

NP VP v

John V. matters
|

sleeps

(a) Syntactic tree which is not a TAG de-

rived tree

Usleeps
L, 1\
Omatters ~ & John

(b) Forbidden corresponding derivation
tree

Figure 17: Non-TAG derived and derivation trees for John sleeps matters
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5 Semantic Construction

Figure 18: ACG composition for control and syntax-semantics interface

languages, etc. are possible as well. But we want to focus on how to build semantic representations
rather than on the semantic modeling of some linguistic phenomenon itself.

5.1 A Vocabulary for Semantic Representations: Xj,gc

We first define the object vocabulary Xj,4ic = (Ajogics Clogics Tlogic) s in Table 5 with Ao, = {e,t}
the atomic types for entities and truth values respectively. As usual, we note the A-term 3 (Az.P)
as dx.P. The same, mutatis mutandis, holds for V. Note that in this signature, we also use the non-
linear implication as a lot of semantic formula (e.g., adjectives, quantifiers. ..) use non linearity of
entities. But we stay within the fragment of almost linear terms as only terms of atomic type are
duplicated.

Logical constants A t—ot—ot \Y it—ot—ot
= t—ot —ot - it —ot
3 c(e—t)—ot N c(e—t) —ot
Non-logical constants john :e love, chase te—oe—ot
sleep :e-—ot seemingly, usually, hence :¢{ —{
seem :e—o (e —ot)—ot -claim,think te—ot—ot
WHO :(e—ot)—ot big, black, dog, cat te—ot

Table 5: The vocabulary ¥,4i¢

5.2 Derivation Tree Based Interpretation

The first step in defining sem,. to interpret the abstract vocabulary 3 jerivations into types and
terms build on the object vocabulary Yo is to define the interpretation of the atomic types (S,
VP...). We simply follow the standard interpretation of these syntactic types into the semantic
types as proposed in (Montague 1973). This results in the interpretation described in Table 6(a).
The interpretation of the constants follows as in Table 6(b). We do not repeat here the type of the
constants Capchor Of 2 derivations, 1O the constraint that the image of this type has to be the type
of Dsem.(Canchor) (€.8., the type of ¢ opn is NP, hence [cjonn]sem. @ [NPlsem. = (e —o t) —o t). But
the reader can check this proviso holds.
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S =sem.t NP :=gem.(e = t) —o t Ni=gem.e =t
VPi=gem.¢ — WH:=g¢m. (e —0 1) —o t
(a) Interpretation of the atomic types

CJohn =gem. N’ P.P john

Csleeps =sem. N advs advye subj.advs (Subj (advvp ()\x.sleep x)))
Cseemingly::sem.)\oadvmod pred.advmeqd (Az.seemingly (pred x))
Cusually =sem. N adVmoq pred.advmoq (Ax.usually (pred x))
(

Chence  =sem. X adVmoq pred.adv .4 (hence pred)
Is =sem. NX.T
IVP Zzsem,)\ol‘.l‘

(b) Interpretation of the constants

Table 6: Interpretation by %sem. of the X jerivations vocabulary

Using our favorite examples, (15) shows that ¢14 :=gem,. seemingly (sleep john).

C14 = Csleeps 1s (Cseemingly Ivp) CJohn

=sem. (N advs advye subj.advs (subj (advye (X'x.sleep 1)))) [Is] sepn. [Cseemingly [VP]]sem, [csonn] sem.
—B ()‘OadeP SUbj~[[IS]]sem. (SUbJ (adUVP ()‘Ox'SIer x)))) [[Cseemingly IVPHsem‘ [[CJohn]]sem,

= (/\Oa,dvvp subj.(/\Ox.x) (sub] (advvp (/\Oaj,sleep x)))) [[Cseemingly IVP]]sem. [[CJOhn]]sem.

—3 ()\Oadvvp subj.subj ((Idvvp (/\Ox.sleep x))) [[Cseemingly IVP]]sem, [[cJOhn]]sem.

=8 [csonnllsem. ([cseemingly IvPl e, (XN@.sleep x))

= [[CJOhanem, (([[Cseemingly]]sem_ [[IVP]]sem,) (Nz.sleep 7))

= [cjonn] sem. (X advioq pred.Xx.advpmoq (seemingly (pred x))) [Iyp]ser.) (N2 sleep x))
= [[CJOhn]]sem. (()\Op’l’ed.x)x.[[]vpﬂsem_ (Seemingly (pred x))) ()\Ox.sleep Z‘))

= [cjonn] sem. (X pred. Xz.(Xz.x) (seemingly (pred z))) (Xz.sleep z))

—3 HCJohnﬂsem, (( ’pred. X’ r.seemingly (p'red 1’)) ()\Ox.sleep 1’))
g [[CJOhnﬂsem. (X°z.seemingly (()\Ox.sleep x) x))
—3 HCJOhnﬂsem‘ ()\0$.seemingly (sleep x))
= (/\OP.P john) ()\ox.seemingly (sleep :Z?))
—8 ()\Ox.seemingly (sleep .7;)) john
— 3 seemingly (sleep john)
(15)

5.3 From Derivation Dependencies to Semantic Dependencies

We now turn to accounting for the mismatch between the dependencies as expressed in the deriva-
tion trees and as expected in the semantic representations.

5.3.1 Long-Distance Dependencies

The first mismatch we consider, in order to make explicit what exactly this mismatch refers to,
relates to the classical examples (16-18).

(16) Paul claims John loves Mary
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5 Semantic Construction

(17)

(18)

The TAG analysis relies on the elementary trees of Fig. 19 and results in the derived tree and
derivation tree of Fig. 20 for (16). The mismatch appears in the contrast between the derivation
tree where aqyes SCOpES over Bejaims Whereas the opposite scoping is to be expected from a semantic
point of view. A similar effect occurs with (17) as the derivation tree, shown Fig. 21(b), makes
Qto Jove Scope over both Biaims and Bseems, while semantically both should scope over the love
predicate. Moreover, the derivation tree does not specify any scoping relation between the two

Mary Paul claims John seems to love

Who does Peter think Paul claims John seems to love

auxiliary trees, whereas we expect claim to semantically scope over seem.

Finally, (18) and the derivation tree of Fig. 22(b) illustrate how an element such as a wh-word
can scope over a whole sentence and all its predicates while providing a semantic argument to the

semantically “lowest” predicate (love).

Xloves = S
/\
NP VP
/\
\Y NP
loves
Ato Jove? = S
/\
WH S
/\
NP VP
/\
\Y% VP
.
to V
love
Bdoes think =

S
/N
\ S

Ato Jove =

ﬁclaims =

| /\

does NP

P

/"

v s

think

s
/\
NP VP
/\
P

claims

Qwho = WH
|
who
Bseems = VP
/\
vV  VP*
|
seems

Figure 19: TAG elementary trees for long distance dependencies
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S
/ \
NP VP
P ‘ [V -~ ™ S
au Aloves
[ VRN 1 ~_ €
claims NP VP R
! 7N & John  CMary Belaims
John V NP ‘ )
\ \
loves  Mary apayl
(a) Derived tree (b) Derivation tree

Figure 20: TAG analysis of Paul claims John loves Mary

/ \
NP S
\ PN
Mary NP VP
Paul Vv S
| N o
claims NP vP to love
| /N 21 Vo 22
John V VP 1 V2o
‘ / \ \ N
seems V. VP XJohn  OMary  Bclaims — Pseems
[ [
to V 1
[
love QPaul
(a) Derived tree (b) Derivation tree

Figure 21: TAG analysis of Mary Paul claims John seems to love
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S
N
WH S
o v s
0
\ / \
does NP VP
P\t V/ \s
eter
\ PN
think NP VP
Pt v s
au
| VRN
claims NP VP
\ VRN
John V VP
\ / \
seems V. VP
| |
to \Y
|
love

(a) Derived tree

Ato love?

21 oo 22
\ ~
1/ .2 RN

QJohn  OWho Belaims — Bseems

1/ \E
paul Bdoes think
21 ‘
Q peter

(b) Derivation tree

Figure 22: TAG analysis of Who does Peter think Paul claims John seems to love

28



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

To account for these phenomena, we first extend X jerivations 80 Dyerived trees 1O represent the
trees of Fig. 19. Table 7 shows the new constants and their interpretations. The terms coq, co1,
and co in (19) represent the derivation trees of Fig. 20(b), 21(b), and 22(b) respectively. We leave
it to the reader to check that the ¥y ived trees interpretations of theses terms are the derived trees
of the corresponding figures 20(a), 21(a), and 22(a) respectively.

20 = Cloves (Cclaims Is IvP Cpaul) IvP CJohn CMary
C21 = Co love (Cclaims Is Ivp CPaut) (Cseems Ivp) CMary €John (19)
€22 = Cto love? (Cclaims (Cdoes think 15 IvP CPeter) IvP CPaul) (Cseems IVP) CMary CJohn

Cwho : NP
“=derived trees VJohn
Y John = NPy who: T
Cloves :(S—0S) — (VP —0 VP) —o NP —o NP — S
=derived trees Yloves
Yoves = XS a s 0.5 (S2 s (a (VPy (V1 loves) 0)))
(T—7) —o(T—0T)—oT—0T—0T
Cto love :(S—0S) — (VP —oVP) —o NP —o NP — S
=derived trees Vto love
Vto love =XSa0s52 08 ((S2 s (a(VPy (V1 to love)(VP1 (V1 love))))))
(11— 7)o (T—07T)—oT—oT—oT
Cto love? :(S—0S) —o (VP —oVP) —o NP —o NP —0 S
=derived trees Vto love
Yto love =XSaws.S (Syw (S2 s (a (VP2 (V1 to)(VP1 (V1 to love))))))
(T—7T) —o(T—oT)—oT—oT—oT
Celaims :(S—S) — (VP —o VP) —o NP —o (S —0 S)
“=derived trees claims
Yelaims = XS5 as.Xc.S (S2 s (a (VP2 (Vy claims) ¢)))
(1—7) —o(T—oT)—o7T—0 (T —T)
Cseems : (VP —o VP) —o (VP —o VP)
=derived trees Yseems
Vseems = Xa v.a (VPy (V1 seems) v)

(r—T)— (T—T)
Cdoes think + (S —°S) —o (VP —o VP) —0 NP —o (S —o'5)
“=derived trees Vdoes think
Vdoes think = XS a $.X°c.Sg (Vi does) (S (S2 s (a (VP2 (Vi think) c))))
(1 —7) — (T —07) — T —o (T —7T)

Table 7: Interpretation by Yyerived trees

We now need to define the %ep,. interpretation that provides the expected semantic depen-
dencies. Table 8 shows the lexical semantics fulfilling the requirements. In the term cyp =
Cloves (Celaims Is TvP ¢paut) IvP Cjohn CMary, the constant c¢joyes SCOPeS Over c¢jzims as in the derivation
tree of Fig. 20(b). However, looking at [c/oyes] sem. i Table 8, we observe that its first argument
advs scopes over the love predicate. This argument actually corresponds to the meaning of the
auxiliary tree adjoined at the S node of ajy,es. When it is replaced by some actual value, for
instance (Ceaims Is Ivp ¢paui), the predicate in this actual value (here claim) then takes scope over
love, achieving the desired effect. The same holds for the adv,, argument.
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5 Semantic Construction

However, in [¢to jove?] sem,. » the wh argument takes scope over the whole interpretation. This
argument corresponds to the meaning of the constituent to be substituted at the WH node of
Qo love? (see Fig. 19), typically X PWHO P : (¢ —o t) —o t, making WHO eventually take scope
over all the other predicates.

Cwho =sem. N P.WHO P

Cloves =gem. X advs advye subj obj.advs (subj (advye (Az.obj (Ay.love x y))))
Cto love =sem. X advs advye obj subj.advs (subj (advye (Ax.0bj (Ay.dove = y))))
Cto love? =sem. X advs advye wh subj.wh (Xy.advs (subj (advye (Az.love x y))))
Celaims  =sem. X advs advye subj comp.advs (subj (advye (Az.claim z comp)))
Cseems  =sem.Xmod pred.mod (Ax.seem x pred)

Cdoes think:=sem. X advs advye subj comp.advs (subj (advye (Az.think x comp)))

Table 8: Interpretation by Zsepm. of the X jorivations Vocabulary—long distance dependencies

(20) shows that the @sep,. interpretation builds the expected semantics with the required scope
inversions.

€20 = Cloves (Cclaims 1s IvP cpaut) IvP CJohn CMary

‘=gem. claim paul (love john mary)
C21 = Cio love (Cclaims Is Ivp Cpaut) (Cseems Ivp) CMary €John (20)

‘=gem. claim paul (seem john ()\x.love x mary))

€22 = Cio love? (Cclaims (Cdoes think 1S IvP CPeter) IvP CPaul) (Cseems Ivp) CMary €John
=gsem. WHO ()\y.think peter (claim paul (seem john ()\x.love x y))))
5.3.2 Quantification

A similar effect of scope inversion between the derivation tree and the semantic representation
occurs with quantified noun phrases such as everyone, someone, every man, etc. The trees of
Fig. 23 provide the TAG elementary trees for the TAG analysis for (21) (resp. for (22)) shown in
Fig. 24 (resp. in Fig. 25).

(21) everyone loves someone

(22) every man loves some woman

Qsomeone = NP Qleveryone = NP Oman= N
SOmLone eU@'I"‘yOn@ man
Bsome = NP\ Bevery = NP\
Det/ N* Det/ N*
SO?‘TLC C’U‘e’ry

Figure 23: Determiners and quantifiers
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Remark 5. We follow standard TAG analysis for determiners (Abeillé 1993; XTAG Research
Group 2001) where the latter adjoin on initial trees anchored by nouns. While the auxiliary trees
Bsome and Bevery of Fig. 23 look unusual because the root node and the foot node have not the
same label, we can consider the label NP as a shorthand for the NP TAG category plus positive
(NP[+]) determiner features, while the N label is a shorthand for the NP TAG category plus negative
(NP[—]) determiner features. Kasper, Kiefer, and Netter (1995) and others (Rogers 1999; Kahane,
Candito, and de Kercadio 2000) already noted that the differences between the features on the
root node and on the foot node could be reflected in allowing for auxiliary trees with different
labels as root and foot nodes. While we discuss the modeling of features in TAG more generally
in Section 7, the NP and N notations allow us to model the auxiliary trees of determiners with
constants of the usual N —o NP type (to be compared with a NP[—] —o NP[+] type). While we could
avoid introducing this distinction on the syntactic part of the TAG modeling, and have every node
label with N, this distinction is semantically meaningful and records the different interpretation
of N (as e — t) and NP (as (e — t) —o ¢, Table 6(a)).

The type of the constants modeling initial trees anchored by nouns has to be modified accord-
ingly: it specifies that it requires an adjunction (an argument of type (N — NP)) before turning the
noun into a noun phrase NP. So the type of constants (e.g., ¢man) modeling initial trees anchored
by nouns (e.g., ®man) is: (N — NP) —o NP.

S
PN
NP VP
\ VRN Qloves
everyone V NP 1/ \22
\ \

loves  someone Qeveryone  ('someone

(a) Derived tree (b) Derivation tree

Figure 24: TAG analysis of everyone loves someone

S

NP \ VP Qoves
PN PN 1 29
Det N \% NP / \
\ \ \ VAN Oman  Owoman
every —man  Joyes Det N e e
\ \
some woman ﬁevery 5some
(a) Derived tree (b) Derivation tree

Figure 25: TAG analysis of everyone loves someone

The derivation trees of Fig. 24 and 25 are again such that the elementary tree of the verb
predicate dominates the other elementary trees, while the respective scopes of their semantic
contributions are in the reverse order. To show how this seeming mismatch can be dealt with,
we extend X jerivations With the constants of Table 9. This table also provides the interpretation
of these constants by Zyerived trees Mmodeling the elementary trees of Fig. 23. The terms of (23)
belong t0 A(Ygerived trees) and represent the derivation trees of Fig. 24 and 25. (24) shows they
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5 Semantic Construction

are interpreted as the derived trees of the same Figures.

C24 = Cloyes IS Iyp Ceveryone Csomeone (23)
€25 = Cloves Is Ivp (Cman Cevery) (Cwoman Csome)

€24 =derived trees S2 (NP1 everyone) (VP2 (V1 loves) (NP1 someone))

Co5 =derived trees 52 (NP2 (Dety every) (N1 man)) (VP (Vi loves) (NPy (Dety some) (N1 woman))

)
(24)

Constants of X jerivations Interpretation by Yyerived trees
Cman : (N —o NP) —o NP Xd.d (Nyman)
Csomeone - NP NPy someone
Ceveryone : NP NP1 everyone
Csome :N — NP Xn.NP2 (Det; some) n
Cevery :N —o NP X°n.NPy (Dety every) n

Table 9: Interpretation of ¥ jorivations constants by Gyerived trees

Then we extend Ysem,. with the interpretations of these new constants of X jerivations 88 terms
of A(Xjg4ic). The semantic interpretations of the terms co4 and cg5 are then as expected, as (25)
shows.

€24 =sem. V2.(human ) = (Jy.(human y) A (love x y)) (25)
€25 ‘=sem. VZ.(man x) = (Jy.(woman y) A (love = y))

This shows how to use the derivation tree as a pivot towards the semantic representation of an
expression. The (lexical) semantic interpretation of the terms labeling the nodes of the derivation
tree encodes, when necessary, the inversion of the scope of the elements. This is reminiscent from
the transformation of derivation trees into semantic dependency graphs of (Candito and Kahane
1998) or (Kallmeyer and Kuhlmann 2012). To this end, the latter implements a tree transduction
based approach (macro-tree transduction). (Maskharashvili and Pogodalla 2013) discusses the
relation with the present approach, relying on the encoding of macro-tree transduction within 2nd
order ACGs (Yoshinaka 2006).

Cman  Fsem. NQ.Nq.Q) man ¢
Csomeone'=sem.X°Q.3x.(human z) A (Q x
Cevery Z=sem,)\OQ.Vx.(human x) = (Q l‘)
Csome =sem. X°P Q.3x.(P z) A (Q x)
Cevery ‘=sem NP QN¥z.(Pz)= (Qx

Table 10: Interpretation by Zsem. of the X jerivations vocabulary—quantification

5.3.3 Multiple Adjunctions

The representation of TAG derivation trees as abstract terms of an ACG corresponds to the stan-
dard notion of derivation trees (Vijay-Shanker 1987). Schabes and Shieber (1994) calls it dependent
and advocate for an alternative independent notion. With dependent derivations, multiple adjunc-
tion on the same node is forbidden. So the analysis of (26) requires first the adjunction of fp;g
and Bpjack, and the adjunction of the result on ageg. Figure 28(a) shows the resulting derivation

32



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

tree. On the other hand, the independent adjunction shown in Fig. 28(b) only specifies that both
adjectives adjoin on the N node of the initial tree, specifying both the derived tree of Fig. 27(a)
and the derived tree of Fig. 27(b).

(26) big black dog

(27) black big dog

Bbig = Bblack = Qdog = N

N N
/\ /\ |
Adj N* Adj N*

dog
| |

big black

Figure 26: TAG elementary trees for adjectives

AN /N

Adj N Adj N
big  Adj N black  Adj N
black  dog big  dog
(a) Derived tree (b) Derived tree
for (26) for (27)
Figure 27: Alternative notions of derived trees
AQdog
e
Bblack Ydog
! € 7 A€
| € / \
Bbig Bblack  Bbig
(a) Dependent derivation tree (b) Independent derivation tree

Figure 28: Alternative notions of derivation trees

(Schabes and Shieber 1994) presents several arguments in favor of multiple adjunction for
auxiliary trees encoding modification (as opposed to auxiliary trees encoding predication) and
independent derivations. We only discuss here the semantic argument it provides.!® The main
concern again has to do with the relation between derivation trees and semantic dependencies.

19The two other main arguments relate to the addition of adjoining constraints and to the addition of statistical
parameters.
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6 Completing the TAG into ACG Encoding

The dependent derivation of Fig. 28(a) reflects “cascaded modifications” of the head, rather than
more expected “separated modifications”. We can however achieve this latter effect by specifying
a semantic interpretation for adjectives that encodes such a behavior.

We consider the extension of X jerivations With the constants and their interpretations by
Gierived trees A Dsem. of Table 11. The types of the the constants modeling adjectives follow
the types proposed for constants modeling nouns. The modification they introduce builds a NP
from a N, and can itself take a (N —o NP) modification (adjunction) into account. Consequently,
they are of type (N —o NP) —o N —o NP.

(28) shows the interpretations of the term cag : (N —o NP) —o NP (an expression missing a
determiner of type (N — NP) to provide a NP) that encodes the derivation tree of Fig. 28(a) is
interpreted. The interpretation by “%sem. indeed provides a separated modification of the same
variable x.

cas = X’ D.Cdog (Cplack (Chig D))
= derived trees N D.D (N2 (Adjl big) (N2 (Adjl blaCk) (Nl doy))) (28)
=sem. XD.Xq.D (Ax.((big z) A (black z)) A (dog z)) ¢

Constants of Interpretation Interpretation
Y derivations bY Gierived trees by Gsem.
Chig  :(N—oNP) Xa n.a (Na (Adj; big) n) XQ n.Xq.Q (A\x.(n z) A (big )) ¢
—o N —o NP
Chlack : (N —o NP) Xa n.a (No (Adj; black) n) XQ n.Xq.Q (Az.(n x) A (black x)) ¢
—o N — NP
Cdog (N —oNP) —o NP Xd.d (N1 dog) XQ.Xq.Q) dog q

Table 11: Interpretation by %sem. of the X jerivations vocabulary—multiple adjunction

Remark 6. By not introducing a constant Iy : N —o NP in X jerivations, We require actual adjunc-
tions of determiners (of type (N —o NP), e.g., ¢some) 01 nouns or on nouns modified by adjectives.

6 Completing the TAG into ACG Encoding

So far, the abstract signature we used, in particular X jeripations, introduce constants that are of
order strictly greater than 2. This comes in particular from the modeling of auxiliary trees as
functions (typically of type X —o X)), hence from having constants of higher-order type modeling
the ability for a tree of getting an auxiliary tree as parameter. From a theoretical point of view, we
know this encoding cannot faithfully model TAG: TAG languages are polynomially parsable, and
3rd-order ACGs can generate languages in NP. From a practical point of view, Remark 4 (p. 22)
gives an example of an unexpected result of this encoding: there is no way to distinguish the S —o S
type of an abstract constant modeling an auxiliary tree of foot node S from an abstract constant
modeling an elementary tree of root S with a substitution node s.

6.1 A Vocabulary for TAG Derivations: The ¥ 74 Signature

In order to allow for the distinction between these types, we introduce atomic types (e.g., Sa) that
will be interpreted as the modifier type of the constants modeling auxiliary trees. So in addition
to the ACG Yyerived trees = (Dderivationss Strees, Lderived trees: S), We also define a higher-order

signature L 146 = (A1ac, C1AG, TTAG) Such that Arac = Aderivations Ux ey, XA
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For any O pchor € Z U A an elementary tree of G, Cypchor 18 a constant in C'pyqq with type
Xl —o-i o X% oY! ... Y™ —q where:

e the X' are the labels of the n internal nodes of §,,chor labeled with a non-terminal where an
adjunction is possible (by convention we use the breadth-first traversal);

e the Y are the labels of the m leaves of §,,cpor labeled with non-terminals, but the foot node
if Oanchor 18 an auziliary tree (by convention, we use the left-right order traversal);

e let Z be the label of the root node of d,pchorr @ = Z if dapchor € Z is an initial tree, and
o = Z4 with Z the label of the foot node if §;pchor € A is an auxiliary tree.

We get for instance the constants typed as (29) shows from the elementary trees of Fig. 1.

Csleeps : SA —© VP4 —0 NP —0 S
Cohn : NP (29)
Cseemingly 1 VP4 —o VPy

Moreover, for each non-terminal X of the TAG grammar where an adjunction can occur, we
also define Ix : X 4. These constants play a similar role as the I'x constants in X jerpations: they
are used when a TAG derivation does not involve adjunctions on sites where it would be possible
to have them.

Then the set of typed constants of Xr4¢ is Crag = (Us,pueczuA Canchor) U (Uxevolx) and
T is the associated typing function defined as above. The typing provided by ¥ 74 g distinguish
the typing of the constant Cmatters : VP4 — S — S and the typing S4 of constants standing for
auxiliary tree of root node S. So Catters Ivp : S — S cannot be argument of Cjeeps : S4 —© VP4 —o
NP —o S, contrary to what happens in 14 (p. 22).

We now need to relate the terms of A(X74¢q) to the terms of A(X jerivations) Py a suitable
interpretation.

6.2 Interpreting Y74 into A(X gerivations): the YTaq ACG

We now can relate X746 and A(X gerivations) through ¥rac = (£ 146 Zderivations, £ TAG, S) Where
ZLraq is such that:

o forall @ € Apag, if @ = X4 then Lrag(a) = Lrag(Xa) = X — X, otherwise a = X €
Aderivations and Lrag(a) = Lrag(X) = X;

o for all Cypchor € CraG, XTAG(Canchor) = Canchor-

By construction of the constants czpchor € Claerivations (Section. 4.3) and by construction of the
constants Cypchor € Crac, ZLrac is well defined.

Table 12 sums up the constants corresponding to the elementary trees introduced so far as well
as their interpretations. Because constants are interpreted as constants, the terms of A(X 74 ¢) and
their interpretations are isomorphic. However, some terms of A(X jorivations) have no antecedent
by Z71aG (€.8., c17 = Csleeps (Cmatters Ivp) Ivp Cjonn : S, see Remark 4 p. 22 and ACG example 5).
Y 71a¢ allows us to add control on the admissible derivation structures that X j.ations can provide.
The general architecture is now the one of Fig. 18 (p. 24). Moreover, this architecture allows us to
provide by function composition a semantic interpretation to the constants of ¥ 74 . Interestingly,
this semantic interpretation derives from the more general constructions that ¥ je ivations €nables.

Similarly, ¥4 g strictly follows the abstract signature definition proposed in (de Groote 2002)
to encode the syntactic part of TAGs. And we get by the function composition e ived trees©4TAG
the ACG defined in (de Groote 2002).
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# derivations check c_sleeps (c_matters l.vp) lvp c_John : S;
derivations check c_sleeps (c_matters I.vp) I.vp c_John : S;

In derivations:

csleeps (c_matters I.vp) I.vp c_John : S
# TAG_derivations parse c_sleeps (c_matters l_vp) l.vp c_John : S;
TAG _derivations parse c_sleeps (c_matters I.vp) I.vp ¢_John : S;
No solution.

#

ACG example 5: ¢17 is a term of A(X gerivations) Which is in A(Zyerived trees) Put not in O(44q)

# yield_TAG parse every + big + black + dog + usually + barks :S;
yield_TAG parse every + big + black + dog + usually + barks :S;
An antecedent by yield_ TAG in TAG is:
C_barks I.s (C_usually I_vp) (C_dog (C_black (C_big C_every))) : S
Do you want to look for another solution?

v/yes

n/no

a/all
(Default: yes):

No other possible value
#
ACG example 6: ACG parsing from a string

Remark 7. Because the modeling of adjunction is now controlled by the interpretation of the types
X4 from Yy, we see that we can have more freedom in the type that is given in X jormations:
For instance, we can set Ny ‘=744 N — NP. We can use even more complex interpretations if
it helps explaining the semantic interpretation. For instance, in Section 7.2 we introduce a type
Sy ==1ag (NP — S) — S to model control verbs.

Since X 74 is 2nd order, we may parse with ACGs that have it as abstract vocabulary. ACG
example 6 shows the result of parsing from the string every+ big+ black+ dog+ usually+ barks. ACG
example 7 shows the result of parsing from the logical formula Vz.(((dog ) A (black x)) A (big x)) =
(usually (bark x)). Note that as a A-term, a logical formula can generally not be replaced by a
logically equivalent formula. More examples are available in the example files.

7 Adjoining Constraints and Features

It is part of the TAG formalism to specify if an internal node may, may not, or has to receive any
adjunction. The latter case is called an obligatory adjoining (OA) constraint. In case an internal
node can be subject to an adjunction operation, it is also possible to specify a restricted set of
auxiliary trees, with relevant root and foot nodes, that can adjoin. This constraint is called a
selective adjoining (SA) constraint.
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Types and constants of Y74

NP

S

VP

N

WH

VP a

Sa

NA

CJohn : NP

Csleeps :S4 —oVP4 —oNP—oS

Cseemingly 1 VP4 —o VPy
usually 1 VP4 —o VPy

Chence 154054

Ig 1S4

IVP VP4

Cratters VP4 —S —oS

Cthat sleeps 5S4 —° VP4 — NP — S

Their interpretations in A(X gerivations)

NP

S

VP

N

WH

VP —o VP
S—oS

N —o NP
CJohn
Csleeps
Cseemingly
Cusually
Chence

Is

Ivp
Cmatters

Cthat sleeps

Cwho :NP Cwho
Cloves :S4 —0 VP4 —o NP —o NP Cjoyes
Cto love 154 —© VP4 —o NP —0 NP ¢y fove
Cto love? :54 — VP4 —o NP —o NP ¢y fove?
Celaims 1S4 — VP4 —o NP —0 S4 Cclajms
Cseems VP4 —o VPy Cseems
Cdoes think 5S4 —° VP4 — NP —0 S Cdoes think
Cman :Ng — NP Cman
Csomeone : NP Csomeone
Ceveryone : NP Ceveryone
Csome :Na Csome
C’every :Na Cevery
Cbig :Nag — Ny Chig
Chlack :Nao — Na Cbhlack
Clog :Ng —o NP Cdog

: NP
:(S—S) — (VP —0 VP) —o NP — S
: (VP —0 VP) —o VP —o VP

: (VP — VP) —o VP —o VP
:(S—S)—oS—5S

:S—S

: VP —o VP

: (VP —VP) oS —S
:(S—0S) — (VP —0VP) —o NP — S

: NP

(S—8S) —o (VP —VP) —o NP —o NP — S
S—0S)—o (VP —oVP) —o NP —o NP — S
S—S)—o (VP —oVP) —oNP —o NP — S

VP —o VP) —o (VP —o VP)
S—05S)—o (VP —o VP) —o NP —o (S — S)

(

(
:(S—OS)—O(VP—OVP)—ONP—O(S—OS)

(

(

: (N — NP) —o NP

: NP

: NP

:N —o NP

:N —o NP

: (N — NP) —o N —o NP
: (N — NP) —o N —o NP
: (N — NP) —o NP

Table 12: ¥ 74 constants and their interpretation by Zr4a
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7 Adjoining Constraints and Features

# sem_TAG parse All x. (((dog x) & (black x)) & (big x)) > (usually (bark x)) : S;
sem_TAG parse All x. (((dog x) & (black x)) & (big x)) > (usually (bark x)) : S;
An antecedent by sem_TAG in TAG is:
C_barks I.s (C_usually I_vp) (C_dog (C_black (C_big C_every))) : S
Do you want to look for another solution?

y/yes

n/no

a/all
(Default: yes):

No other possible value
#
ACG example 7: ACG parsing from a logical formula

7.1 Obligatory Adjoining Constraints

Section 5.3.3 presents an instance of an adjoining constraint, namely an Obligatory Adjoining (OA)
constraint. In order to form a NP, a noun needs to be adjoined (directly or through adjectival
modifications) a determiner of type (N —o NP). The obligatory nature of the adjunction is reflected
by the fact that the abstract vocabulary does not provide any constant Iy : N —o NP simulating a
fake adjunction.

7.2 Selective Adjoining Constraints

In Section 5.3.2, we saw an instance of using features in a TAG analysis: noun phrases can receive
a determiner feature [+] or [—] indicating whether they are determined. The ACG way to account
for this distinction indeed consists in introducing different (atomic) types. This corresponds to
specifying local adjunction constraints by enumeration as in TAG and contrary to Feature based
TAG (FTAG) (Vijay-Shanker and Joshi 1988; Vijay-Shanker and Joshi 1991).

As noticed in Remark 7, the key here is to model auxiliary trees using an atomic type X4,
so that the ACG is second-order, and to interpret this type as a functional type X — X' of
Y derivationss Without the actual requirement that X and X’ are atomic or that X = X’'. We
illustrate such an encoding with the TAG analysis of control verbs.

TAG analyzes a sentence such as (30) with an adjunction of the control verb wants on the
reduced clause to sleep as Fig. 30 shows. Figure 29 presents the elementary trees of the control
verb and for the infinitive clause. However, the S node of the controlled verb, or of the infinitive
clause (for sake of simplicity, we directly represent such a clause as an elementary tree with a
PRO node. This is similar to representing infinitive clauses as clauses without subject (Abeillé
2002)), and the foot node of the control verbs both bear an additional control feature (control
in XTAG (XTAG Research Group 2001), or some semantic index idx in (Gardent and Parmentier
2005; Gardent 2008)) that are to be unified. This feature on the foot node of the control verb
is shared with the control feature of the controlling NP (the subject of wants in our example).
Figure 30 shows the derived tree and the derivation trees for (30).

(30) John wants to sleep

In our ACG encoding, we model S nodes with a control feature with the functional type NP —o S,
expressing that such a clause is missing its subject. Consequently, the type of the constant cyants
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Bwants = S Qto sleep = S
/ N\ /N
NP VP NP VP
/\ | |
v s* PTO to sleep
|
wants €

Figure 29: Elementary trees for control verbs

> Qto sleep

TN ‘

NP VP e
‘ - \ Bwants
John V S
‘ VAN ‘
wants NP VP o opn
[ \ o
PRO to sleep (b) Derivation

| tree

€
(a) Derived tree

Figure 30: TAG analysis of control

that models the auxiliary tree Byants is (S — S) —o (VP —o VP) —o NP —o (NP — S) —o S. The
end part (NP —o S) —o S of this type corresponds to the functional interpretation of the adjunction
of control verbs, modeled at the X4 level with the atomic type S’y. The difference of the type
(NP —o S) of the argument and of the type S of the result corresponds to the different feature set
attached to the root note and to the foot node of the auxiliary tree.

Then we model the feature sharing between the subject NP and the S foot node of the control
verb in the semantic interpretation of the latter, as the first line of Table 15 shows: the first
argument x of want z (pred (XP.P z)) also appears (type raised as (XP.P z)) as argument of
pred, the latter corresponding to the semantics of the infinitive clause without subject.

Types and constants of X4 Their interpretations in A(X gerivations)
s’y (NP —S) —'S
Cwants 1S4 —0 VP4 —o NP —0 S’y Cpants :(S—S) —o (VP —o VP)
—o NP — (NP — S) — S
Cro sleep -+ S/A —5S Cto sleep :((NP—S) —5S) —5s

Table 13: ¥4 extension—control verbs

Let Cs0 of A(X74¢) in 31 represent the derivation tree of Fig. 30, and let ¢3¢ be its interpretation
in A(X gerivations). We can further interpret czg in A(Etrees) (resp. in A(Xj44c)) in order to have a

39



8 Derivation Trees and Semantic Interpretations

Cwants ‘=derived trees A adVs advye subj pred.
advs (S subj (advye (VP2 (V1 wants) (pred (PROq €)))))
Cto sleep  =derived trees X cont.cont(Xsubj.Sy (NPy subj) (VP2 (Vi to) (VPy sleep)))

Table 14: G jerived trees €Xtension—control verbs

want te—ot—ot
Cwants  =sem. X advs advye subj pred.advs (subj (advye (Ax.want z (pred (XP.P x)))))
Cto sleep  =sem. X cont.cont( X subj.subj (Az.sleep 7))

Table 15: Xj,4ic and Gsem, extension—control verbs

term representing the associated derived tree (resp. semantics).

C30 = Cto sleep (Cwants Is Ivp CJohn)
“=derivations €30
€30 = Cto sleep (cwants Is Ivp CJohn)
‘= derived trees 52 (NP1 John) (VP (Vq wants) (So (NP1 (PRO; €)) (VP2 (V1 to) (VPy sleep))))

‘=sem. want john (sleep john)

(31)

7.3 Feature Sharing and Semantic Computation

As the previous section shows, features in TAG are taken into account in the ACG encoding using
the typing discipline on the one hand, and using the (semantic) interpretation on the other hand,
in particular when some value has to be shared in order to express the modifications performed by
adjunction operations.

Unification based approaches to semantic construction in TAG typically rely on feature shar-
ing (Gardent and Kallmeyer 2003; Gardent and Parmentier 2005; Kallmeyer and Romero 2008)
in order to compositionally build the semantic representation of a sentence. In our approach, the
semantic representation results from the interpretation of the derivation tree.

However, (Vijay-Shanker and Joshi 1988, p. 718) already noticed that “ ... if we think of the
auxiliary tree as corresponding to functions over feature structures (by A-abstracting the variable
corresponding to the feature structure for the tree that will appear below the foot node). Adjunc-
tion corresponds to applying this function to the feature structure corresponding to the subtree
below the node where [it] takes place.” This functional view on auxiliary trees is indeed at stake
in our approach. While the typing exerts control over the admissible derivation structures, the
associated computations are managed using interpretations, to compute the derived trees as well
as the logical formulas.

8 Derivation Trees and Semantic Interpretations

Looking at Fig. 18 (p. 24), we can consider each of the sets of A-terms as independent combinatorial
systems of the grammar architecture that (Jackendoff 2002) describes: “Language comprises a
number of independent combinatorial systems which are aligned with each other by means of a
collection of interface systems. Syntax is among the combinatorial systems, but far from the only

one.”
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Among those systems, A(X gerivations) and A(X74¢) play a central role as their structures are
the one that are interpreted as derived trees (and as strings, by functional composition) and as
logical formulas. This is not the role of the syntactic trees of A(X¢rees)-

In particular, the composition of the inverse of a function and a function defines the relation (the
“interface”) between A(Xpees) and A(Xjogic) as Gsem. Og(;e}“ived trees: 111 general, such a composition
is not a function, allowing for relating a derived tree (even more a string) with several logical
formulas, and vice versa. This follows the observation of (Culicover and Jackendoff 2005) that
“The combinatorial principles of syntax and semantics are independent; there is no ’rue-to-rule’
homomorphism. (...) [T]Jhe mapping between syntactic and semantic combinatoriality is many-
to-many.”, although we implement the many-to-many relation with homomorphisms and inverses
of homomorphisms.

In this section, we illustrate the power of this architecture that makes derivation structures
a full grammatical object with three phenomena: idioms, subordinate conjunctions with reduced
clauses, and scope ambiguity.

8.1 Idioms

Because TAGs provide whole fragments of phrase structures, they can encode the rigid parts of
idioms as well as the ones that are subject to possible modifications. Moreover, the role of the
derivation structure as a bridge to semantic interpretation nicely captures the relation between a
composed syntax and an atomic meaning. This approach, already described in TAG or Synchronous
TAG (Abeillé and Schabes 1989; Shieber and Schabes 1990; Abeillé 1995), also works with the
ACG encoding of TAG (Kobele 2012).

We illustrate this with (32). Figure 31 presents the initial trees that allow us to analyze (32)
either as an idiomatic expression, meaning “to die”, with the initial tree ayjcked the bucket, O as the
literal expression, with a compositional meaning built out of the composition of the initial trees
QJohns Ckickeds Xthes and ap ket In both cases, the derived tree is the same (Fig. 32(a)). However,
the derivation trees differ, as Fig. 32(b) and Fig. 32(c) show.

(32) John kicked the bucket

According to the lexicons of Tables 16 and 17, (33), (34), (35), and (36) hold. They show
that the two terms U3y () and Csy() have the same interpretations as derived tree by Ggerived trees-
ACG example 8 also shows that parsing (32) yields two terms in A(Xp4¢). But they have two
different interpretations as logical formulas by the ACG Ysenm,..

C32(0) = Cricked Is Ivp Cohn (Chucket Cthe)

(33)

Cs2(c) = Ckicked the bucket 1s Ivp CJonn

G146(Cs26)) = Yiicked Is IvP Vohn (Vbucket Vthe)

(34)

G1a6(Cs2(¢)) = Vkicked the bucket 1S IVP YJohn
Gierived trees © ITAG(C32()) = S2 (NP1 John) (VPy (Vi kicked) (NPy (Det; the) (N1 bucket))) (35)

= gderived trees © gTAG(Csz(c))

Gsem.(Csap)) = 3! .(bucket ) A (kick john x) (36)

gsem.(cgaz(c)) = die john
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Qkicked = S
/\
NP VP
/\
\Y NP
|
kicked
ﬁthe - NP

Qkicked the bucket =

Xpycket = N

bucket

S

/\
NP VP
VRN
V NP

| / N\
kicked  Det N

the  bucket

Figure 31: Elementary trees to analyze "kick the bucket”

S
PN
NP VP
| AN
John V NP
| VRN
kicked D‘et '\‘l
the  bucket

(a) Derived tree

X icked

1 22
/N
& John  Cpucket Qkicked the bucket
€ 1
Bthe & John

(b) Literal derivation (c) Idiomatic derivation

Figure 32: Derived tree and derivation trees for John kicked the bucket

Terms of A(X¢rees) Corresponding
TAG
elementary tree
Ykicked = XS as 0.5 (28 (a (VP2 (Vi kicked) 0))) Qkicked
(r—T)—o(T—T)—oT—oT—oT
Ybucket = X°d.d (N1 bucket) Qpucket
(T —T)—oT
Vhe = Xn.NPy (Dety the) n Bthe
T —T

Ykicked the bucket = XS @ 5.5 (S2 s (a (VPy (Vi kicked)
(NPy (Dety the)(Ny bucket)))))

(T—T) —o(T—oT)—oT—0T

Qkicked the bucket

Table 16: TAG elementary tree encoding as A(Z¢yees) terms
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Ckicked

Cthe

Chucket

Ckicked the bucket

:(S—S) — (VP —VP) —o NP —o NP — S

“=derived trees Vkicked

=logic X8 a subj obj.s (subj (a (Ax.obj (\ykick x y))))
:N —o NP

=derived trees Vthe

=logic YP Q3w (P x2) A(Q x)

: (N — NP) —o NP

‘=derived trees Vbucket

=logic XQ.Q bucket
:(S—S) — (VP —oVP) o NP — S

= derived trees XS @ SUbj.Cricked S @ Subj (Ybucket Vthe)
=logic X8 a subj.s (subj (a (\r.die 7)))

C’bucI«-:*t

C’kicked the bucket

1S4 —oVPy —o NP —o NP — S
‘=TAG Ckicked

Ny

“=TAG Cthe

N4 — NP

‘= TAG Cbucket

Sq4—oVP4g —oNP—S

‘=TAG Ckicked the bucket

Table 17: Constants of X jerivations (résp. Zraq) and their interpretation by Zyerived trees and
Gsem. (resp. Graq)

# yield_TAG parse John + kicked + the + bucket : S;
yield_TAG parse John + kicked + the + bucket : S;
An antecedent by yield TAG in TAG is:
C_kicked_the_bucket I.s I_.vp C_John : S

Do you want to look for another solution?

y/yes
n/no
a/all

(Default: yes):

An antecedent by yield TAG in TAG is:
Ckicked I_s I.vp C_John (C_bucket C_the) : S
Do you want to look for another solution?

y/yes
n/no

a/all

(Default: yes):

No other possible value

#

ACG example 8: Parsing idiomatic expressions
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8.2 Subordinate Conjunctions

We saw in Section 7.2 that infinitive clauses behave like clauses missing a subject. In this case,
the matrix clause (control verbs) adjoins on the infinitive clause. As the latter is argument of the
modifier, we could use an extra Sy type that was interpreted as (NP — S) —o S and make the
modifier fill the semantic subject by its own subject.

In the case of subordinate conjunctions as in (37), it is the subordinate clause that adjoins on
the matrix clause and uses it as argument, as Fig. 33 shows: the substitution node S is meant for
the reduced infinitive clause, and the foot node for adjoining into the matrix clause. But if the
latter is interpreted as a full proposition, there is no way to decompose it so that its subject also
fills the semantic subject position of the subordinate clause.

(37) In order to arrive on time, John left early

to arrive = S Bin order = S Aleft = S
/ N\ /\
NP VP s s* NP VP
/ N\ /\ |
\ VP Conj S \‘/
to  arrive in order left
Bon time = VP ﬂearly = VP
/ \ /\
VP*  Adv VP*  Adv
| |
on time early

Figure 33: Auxiliary trees for subordinate conjuncts

The solution we propose uses the flexible link between the derivation and the derivation trees.
The constraints ACGs set on this link has to do with the type, not with the term (provided the
typing is preserved). In particular:

e there is no need for an adjunction on a S, node of a term in A(X¢rees) to be the image of a
term (in A(X gerivations)) of type S. We already used this feature;

e there is no need for an actual node in the derived tree to allow for an adjunction.

In order to implement the solution, terms for verbs such as ¢jes in Table 18 have an additional
parameter of type ((NP — S) —o (NP —o S)) corresponding to the type of the auxiliary trees of
subordinate clauses. The latter results for instance from the substitution of an infinitive clause
of type (NP —o S) into the term standing for the initial tree of a subordinate conjunction such as
Cin order- We can consider this additional parameter as an additional possibility to get an adjunction
on the S root node (the same node where a S — S adjunction is possible). As usual, in case no
actual adjunction of a subordinate clause occur, we use the Iyp_,g constant which is interpreted
(syntactically and semantically) as the identity.

We can observe in Yyerived trees(Cleft) = Vieft how the subordinate clause is inserted. The latter
correspond to the sub parameter in 7.5 in Table 19. It takes as argument the whole S rooted
subtree over which the NP subject is abstracted (with X°s’) and the actual subject subj of the
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Cleft :(S—S) — ((NP—S) — (NP —S)) —o (VP —0VP) —o NP —0 S
Sderived trees Vleft
=logic X' sub a subj obj.(sub (X subj’.s (subj’ (a (A\z.leave x))))) subj
Cto arrive  * (VP —0 VP) —o NP —o0 S
=derived trees Vto arrive
=logic X advye subj.subj (advye (Az.arrive x))
Cin order (NP —'S) —o ((NP —o S) —o (NP —o S))

“=derived trees Vin order

=logic X P Q subj.subj(Ar.goal (P (Xp.p x)) (Q (Xp.p x)))

InNp—os (NP —S) —o (NP — S)
=derived trees X T-T
=logic NT.x

Cearly VP —o VP

=derived trees X' TVP2 T (Advi early)
=logic )\Op.)\.’b.early(p CU)

Con time : VP —o VP
= derived trees X T-VP2 © (Advy on time)
=logic ’p-AT.on_time(p x)

s’y =746 (NP —0S) — (NP —'S)

Sws =74 NP — S

Clefr 1S4 — Sy —oVP4 —o NP —'S
=TAG Cleft

Cto arrive : VPA —© Sws
‘=TAG Cto arrive

Cin order * Sws — SZ;
‘=TAG Cin order

Ign : 8%

=1AG INP—S
Cearly T VP4

‘=TAG Cearly
Con time :VPa

‘=TAG Con time

Table 18: Constants of X jerivations (résp. Zpaq) and their interpretation by Zyerived trees and
Gsem. (resp. ggTAG)
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/ S \
S S
/ \ N Qleft
Conj S NP VP 1/ :E\\\2
| PN | /N -
in order NP VP John VP Adv @ John  Bin order  Bearly
[ e AN \ \ 1 ‘
PRO VP Adv Vo early
VAN \ [ Qto arrive
Y VP on time left 'y
[ [
to  arrive Bon time
(a) Derived tree (b) Derivation tree

Figure 34: Derived tree and derivation trees for John kicked the bucket

matrix clause. So it is the subordinate clause that is responsible for first applying the matrix
clause to its subject before plugging in the resulting tree at the foot node. We can observe this
behavior in v, order: the sub argument corresponds to the infinitive subordinate clause to be
substituted in Bj, order, While the matriz argument corresponds to the matrix clause into which it
adjoins and to which the subj argument is given as the subterm (matriz subj) shows.

As before, the higher-order types at the level of X jerinations are interpretations of atomic types
of ¥pa¢. In particular, we introduce the atomic type S’y :==pag (NP — S) — (NP —o S) (resp.
Sws :=74G NP —o S) for the reduced subordinate clauses (resp. for the infinitive clause that takes
place in subordinate clauses).

Terms of A(X¢rees) Corresponding TAG
elementary tree
Yieft = XS sub a subj obj. Qleft

S ((sub (Xs'.S2 8" (a (VPy (V1 kicked) obj)))) subj)

i(r—7) o ((T—7T) o (T —7)) — (T —T)—oT—oT—oT

Vto arrive = X’a 5.52 (NP1 ) (a (VP2 (V1 to) (VPy arrive))) Qto arrive
(r—oT)—oT—oT
Yin order = XNsub matriz subj. Bin order

So (S2 (Conjy in order) (sub (PRO; €))) (matriz subj)
(T —7T)—o(T—07T)—o7T—oT

Table 19: TAG elementary tree encoding as A(Xprees) terms

With the lexicon of Tables 18 and 19, we can build terms that correspond to the derivation
and derived trees of Fig. 34 as (38), (39), (40) show.?’ We compute the semantic interpretation as

20Note that all terms corresponding to initial trees where the adjunction of a subordinate clause can occur should
have the extra parameter added. For sake of simplicity, only Cjes and cjefr are modified here.

46



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

in (41).
C34(b) = C’Ieft Is (Cin order (Cto arrive C’on time)) Cearly CJohn (38)
gTAG(C?A(b)) = Cleft Is (Cin order (Cto arrive Con time)) Cearly CJohn (39)
Yderived trees ogTAG(CSAL(b)) =55 (S2 (Conjl in order) (S2 (Npl (PROI €))
(VP2 (VPy (Vito) (VPy arrive))(Advy on time)))) (40)

(S2 (NP1 John) (VPs (VPy (V1 left)) (Advy early)))
Geem. O gTAG(CSAL(b)) = goal (on,time (arrive john)) (early (leave john)) (41)
Because ¥4 still is second-order, parsing is available as ACG example 9 shows. The first

command parses the logical term tgog (see (42)) to get the term tg : S of A(Zsem. © Yrac)-2t The
second command yields the same term as term of A(Yy;e1q© Yierived trees ©YTac) While parsing the

string 58
t% = 3z.(man z) A (goal(on_time(arrive z))(early(leave ))) (42)
£ "8 = in + order + to + arrive + on + time + a+ man + left + early (43)
to = Cleft Is(Cin order (Ctto arrive Con time)) Cearly (Cman C) (44)

8.3 Scope Ambiguity and Non-Functional Form-Meaning Relation

The phenomena we have modeled so far make use of derivation structures (either in A(X jerivations)
or in A(X74¢)) that are very close (homomorphic) to TAG derivation trees. As we can see on
Fig. 18 (p. 24), the relation between TAG derivations as terms of A(X74¢) and terms of A(¥;44c)
was functional (encoded by the function %sem. © 974¢). The non-functional relation was between
terms of A(Xtrees) and terms of A(Xj,g:.) (encoded by the function sem,. o gdieiwed trees): SO
because there is two derivation trees for John kicked the bucket, there was two possible semantic
interpretations. But with only one derivation tree for every man loves some woman, there was only
one possible semantic interpretation. A possible solution to this problem is to use an underspecified
representation formalism instead of higher-order logic to represent the semantics, as in (Pogodalla
2004a)

We present here another solution. It uses the power of higher-order typing of the abstract terms
in order to provide TAGs with a relation between TAG derivation trees and meaning that is not
functional. We do so still using homomorphisms. We introduce an abstract vocabulary ¥ c,714¢
and two ACGs. The first one, ¥, 14, maps terms of A(Xc,ra¢) to terms of A(Xpa¢q), ie., TAG
derivation trees. The second one, Feo-sem., maps terms of A(Xcorag) to terms of A(Xyg:.). It
then provides a relation between A(X74a) and A(X04c) as Deo-sem. © g&olTAG as Fig. 35 shows.
The derivation tree (in A(X74¢q)) of every man loves some woman, for instance, will have two
antecedents in A(Xo,74¢), hence two semantic interpretations.

The idea is to use the type-raising methods of categorial and type-logical grammars. So cor-
responding to a term Ceveryone : NP in X74G, we have a term Leveryone : (NP — S) —o S in
Yoorac such that Yo,14G(Leveryone) = X P.P Ceveryone- More generally, whenever a term of
type A occurring within a constituent of type B can take scope over this term, we associate to
Coscoping + A1 —0 ... —0 A, —0 A'in Uyq a term Lgcoping : A1 — ... — Ay, — (A — B) —= B
in ¥ oyrag such that Yo, 746 (Lscoping) = X°%1 -+ 0. X P.P (Cscoping 1+ Ty ). For other lexical

21 A second solution is available using the constant Csome instead of Cj as these two terms have the same semantic
representation. This second solution will of course not be available when parsing from the string as their surface
form differ.
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# sem_TAG parse Ex x. (man x) & (goal (on_time (arrive x)) (early (leave x))) : S;
sem_TAG parse Ex x. (man x) & (goal (on_time (arrive x)) (early (leave x))) : S;
An antecedent by sem_TAG in TAG is:
Cleft I.s (C_in_order (C_to_arrive C_on_time)) C_early (C_man C_a) : S
Do you want to look for another solution?

y/yes

n/no

a/all
(Default: yes):

An antecedent by sem_TAG in TAG is:
C_left I.s (C.in-order (C_to_arrive C_on_time)) C_early (C_man C_some) : S
Do you want to look for another solution?
y/yes
n/no
a/all
(Default: yes):

No other possible value
# yield_TAG parse in + order + to + arrive + on + time + a +man + left + early :S;
yield_TAG parse in + order + to + arrive + on + time + a +man + left + early :S;
An antecedent by yield_TAG in TAG is:
Cleft I.s (C_in-order (C_to_arrive C_on_time)) C_early (C_man C_a) : S
Do you want to look for another solution?
y/yes
n/no
a/all
(Default: yes):

No other possible value
#

ACG example 9: Parsing and generation with subordinate clauses

48



Sylvain Pogodalla Functional Approach to TAG and Semantic Interpretation

Figure 35: ACG composition for TAG and CoTAG

items Clex. jtem : @, We have Lijey jtem @ v such that Yoo1ac(Liex.item) = Clex. item- And for any
atomic type A, Yo,mac(A) = A.

Table 20 exemplifies the approach for quantified noun phrases (note that proper nouns, for
instance, are not type-raised). Atomic types in X, 74 are the same as in X7y With L§¥® and
L3Y¥s as defined in (45) and (46) respectively, we indeed have Yo, rac(L35°) = Yoorac(L5Y°),
i.e., two different abstract terms of A(Xc,74¢G) that are mapped to the same term of A(X7140)
(TAG derivation tree).

L35° = (Lman Levery) (Xx.(Lwoman Lsome) (Xy-Lioves Is Ivp T ¥))
gCoTAG(L;QﬂS) = ()\OP-P (Cman C’every)) (/\O$~(/\OP-P (Cwoman C’some))

(XY.Cloves Is Ivp = y)) (45)
= CIovr—:s Is Iyp (Cman Cevery) (Cwoman Csome)
L35" = (Lwoman Lsome) (X’y.(Lman Levery) (Nz.Lioves Is Ivp = y))
gC’oTAG(L%US) = ()‘OP-P (Cwoman Osome)) ()\OU()\OP-P (Cman Cevery)) (46)

(X2.Cloves Is Ivp = y))
= Cloves IS IVP (Cman Cevery) (Cwoman Csome)

In order to get two semantic interpretations from the two abstract terms of A(Xc,140), We
need to directly provide them with a semantic lexicon. For if we keep on interpreting them through
Yrag and X gerivations, because the two terms L55° and L$5° are interpreted as a single term in
A(Z1aa), we still would get a single interpretation. In other words, we do not want the diagram
of Fig. 35 to commute.

Table 21 defines the Yeo_sem. interpretation into terms of A(Zlogic)~ Contrary to %sem. where
NP’s are interpreted with the higher-order type (e — t) —o t, because quantified noun phrases are
given the type (NP — S) —o S in X 0,74, we now interpret NP as e. All the other interpretations,
in particular for verbs, are defined accordingly.

We can now compute the semantic interpretation of L3%° and L3¥° by Yeo-sem.. (47) shows
these two terms are mapped to two logical formulas corresponding to the subject wide scope reading
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L john NP =coTAG CJohn

Lioves 1S4 —o VP4 —o NP — NPS  =c,74G Cloves

Leveryone : (NP —° S) — S =CoTAG XP.P Ceveryone
Lsomeone : (NP - S) —S =coTAG N’ P.P Csomeone

Levery :Ng =CoTAG C(every

Lsome N4y =CoTAG Csome

Lman Ny —o (NP —o S) — S =corAq X det P.P (Cman det)
Lwoman :Ng— (NP —S) —S =corac Xdet P.P (Cyoman det)

Table 20: Constants of ¥ ¢,74¢ and their interpretation by Yc, 14

NP =co-sem.€
L john  =co-sem.john
Lioves  =co-sem.Aadvsadvyesubjobj.advs (advye (Ax.love x 0bj) subj)

Leveryone::co—sem.AQ-vz-(human x) = (Q :E)
Lsomeoneizco_sem,AQa{E.(human x) A (Q 1’)
Levery =co-sem AP QVx.(P z) = (Q x)
Lsome =co-sem. AP Q.3x.(P z) A (Q x)
Lman =co-sem.\det.det man

Lwoman ‘=co-sem.\det.det woman

Table 21: Constants of X ¢, 74 and their interpretation by “co-sem.

on the one hand, and to the object wide scope reading on the other hand.

Yeo-sem.(L55°) = Va.(man z) = (ﬂm/.(woman CC/) A (love x x')) (47)
Yeo-sem.(L55°) = Jx.(woman z) A (V{E/.(man CL'/) = (love a x)) (48)

This approach to scope ambiguity, first proposed in (Pogodalla 2007b; Pogodalla 2007a) is used
in (Kobele and Michaelis 2012) to provide an ACG formalization of the cosubstitution operation for
TAG (Barker 2010). This also makes explicit Barker’s (2010) claim that “cosubstitution is a version
of the continuation-based approaches to scope-taking (...)” And indeed, the type (NP — S) — S
corresponds to making the continuation of a noun phrase (i.e., its scope) part of its interpretation.

The Yco14a¢ is not a second-order ACG. In this very case, because of lexicalization, we know
that parsing is decidable, but it can be complex. (Salvati 2007) presents a lexicalized third-order
ACG whose membership problems reduces to an NP-complete problem. There is currently no
implementation of parsing for such grammars in the ACG toolkit. The identification of fragments
that are both linguistically relevant and computationally tractable is ongoing work.

This extension with more abstract levels can also be used to model (non-local) MCTAG.
And one level more can set control on MCTAG (similar to the control that ¥p4s adds on
A(Y jerived trees)) 10 stay within the polynomial parsable languages of set-local MCTAG (Pogo-
dalla 2009).

9 Conclusion
We showed that the TAG operations of substitution and adjunction can be represented as function

application. This underlies the ACG encoding of TAG. The ACG framework comes with a mod-
ularity property that results from the two notions of composition between grammars it provides.
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We then used the TAG into ACG encoding and the grammar composition to give a semantic con-
struction process for TAG that relies on the derivations. We also used the grammar composition
to restrict the derivations to actual TAG derivations, using a second-order ACG. This allows us
to apply the ACG parsing results and make the grammar reversible so that both parsing and
syntactic realization are available. Finally, we showed how the representation of derivations as
terms of an ACG can be used to syntactically and semantically model phenomena such as idioms
or subordinate conjunctions. We also showed that together with ACG composition, we can bring
account from type-logical frameworks into TAG, such as the modeling of scope ambiguities.
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