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On the Expressiveness of Coordination™

Thomas Given-Wilson®*, Axel Legay?®

4Inria, Campus de Beaulieu, 263 Avenue du Général Leclerc, 35042 Rennes, France

Abstract

The expressiveness of communication primitives has been explored in a common frame-
work based on the mr-calculus by considering four features: synchronism (asynchronous
vs synchronous), arity (monadic vs polyadic data), communication medium (shared
dataspaces vs channel-based), and pattern-matching (binding to a name vs testing name
equality vs intensionality). Here another dimension coordination is considered that ac-
counts for the number of processes required for an interaction to occur. Coordination
generalises binary languages such as m-calculus to consider languages that can per-
forming joining that combines inputs such as the Join Calculus, splitting that combines
outputs; full-coordination that supports both joining and splitting. By means of possi-
bility/impossibility of encodings, this paper shows the following results. Coordination
is orthogonal to other features and no combination of non-coordination features can en-
code joining, splitting or full-coordination into a binary language. Joining and splitting
can encode one another when the source language does not include name-matching
or intensionality, and the target language can represent channel-based communication.
Otherwise joining languages cannot encode splitting languages, and vice versa. Full-
coordination cannot be encoded into either joining or splitting.

Keywords: Process Calculi, Expressiveness, Encodings, Pi-calculus, Join Calculus,
Coordination

1. Introduction

The expressiveness of process calculi based upon their choice of communication
primitives has been explored before [37, 8, 12, 24, 17, 19]. In [24] and [19] this
is detailed by examining combinations of four features, namely: synchronism, asyn-
chronous versus synchronous; arity, monadic versus polyadic; communication medium,
shared dataspaces versus channels; and pattern-matching, purely binding names versus
name equality versus intensionality. These features are able to represent many popular
calculi [24, 19] such as: asynchronous or synchronous, monadic or polyadic n-calculus
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[33, 34, 32]; Linpa [16]; Mobile Ambients [10]; uKram [35]; semantic-z [11]; and
asymmetric concurrent pattern calculus [18]. Also the intensional features capture sig-
nificant aspects of Concurrent Pattern Calculus (CPC) [21, 22] and variations [17, 18];
and Psi calculi [1] and sorted Psi calculi [5].

Typically interaction in process calculi is a binary relation, where two processes
interact and reduce to a third process. For example in -calculus the interaction rule is

ml{a).P | m(x).0 +— P|{a/x}0O.

Here the processes m{a).P and m(x).Q interact and reduce to a new process P | {a/x}Q.
However, there are process calculi that are not binary with their interactions. For exam-
ple, Concurrent Constraint Programming (CCP) has no direct interaction primitives, in-
stead interactions are between a single process and the constraint environment [40]. In
the other direction Join Calculus [15], general rendezvous calculus [3], and m-calculus
[41] allow any number of processes to join in a single interaction. Recent work [23]
considered some of these languages by adding an additional coordination feature that
can be binary as above, or joining in the style of Join Calculus, general rendezvous
calculus, and m-calculus. For a joining example, consider the reduction

m(a).Py | n(b).Py | [m(x) [ n()]>Q  +—  Pi[Par]{a/x,b/y}Q

where the join b interacts when the two outputs m{a) and n¢b) can match the two parts
of the input m(x) and n(y), respectively.

This paper generalises the coordination of [23] to not only consider binary and
joining interactions, but also splitting and full-coordination. Splitting is the dual of
joining, where a single output can interact with multiple inputs, e.g.:

[ma) | b)) < P | m(x).Q1 | n(y).Q2 +— P {a/x}Q1 [{b/y}0>

where the split [m{a) | n(b)]< interacts when both inputs m(x) and n(y) can match
the two parts of the split m(a) and n(b), respectively. Full-coordination is when both
joining and splitting are present in the same language.

By extending the dimension of coordination, the original 48 calculi of [23] are here
expanded to 96. This paper details the relations between various calculi focusing upon
coordination with the following results.

Coordination is unrelated to synchronicity, arity, communication medium, or pattern-
matching. In general this means that joining, splitting, or full-coordination do not sup-
port the encoding of one choice of a feature into another, unless this could already
be achieved in the binary setting alone. For example, if there is no encoding from
a synchronous binary language £, into an asynchronous binary language £, then
there is no encoding from £; into £3 where L3 is £, with binary replaced by one of:
joining, splitting, or full-coordination. That is, joining, splitting, or full-coordination
languages cannot encode: synchronous communication into asynchronous communi-
cation; polyadic communication into monadic communication; channel-based commu-
nication into dataspace-based communication; nor intensionality into name-matching,
or name-matching into non-matching unless some other combination of features could
already do this. Similarly, no combination of the other features can encode joining or
splitting into binary languages, or full-coordination into joining or splitting languages.



Within the coordination feature there are both orderings upon the languages groups,
and some encodings between the groups. This is illustrated below where solid arrows
are irreversible increases in expressiveness, and dashed arrows indicate partial equiva-
lence results.

Full-Coordination

7 ™~

Joining +~— — — — — — Splitting

™~ _

Binary

Both joining and splitting are strictly more expressive than binary communication, and
both joining and splitting are strictly less expressive than full-coordination. However,
there are encodings between joining and splitting languages that have channel-based
communication and are no-matching (do not have name matching or intensionality).
For example, synchronous polyadic channel-based no-matching joining and splitting
languages can encode one another, indicating equivalent expressive power. However,
encoding a joining (or splitting) language into a splitting (or joining, respectively) lan-
guage is impossible if the target splitting (or joining) language does not have (or cannot
support) channel-based communication. Similarly, if the source joining (or splitting)
language has name matching (or intensionality) then encoding into a splitting (or join-
ing, respectively) language is impossible.

The structure of the paper is as follows. Section 2 introduces the calculi considered
here. Section 3 reviews the criteria used for comparing calculi. Section 4 consid-
ers encoding synchronism with coordination. Section 5 explores encoding arity via
coordination. Section 6 presents results for encoding communication medium into co-
ordination. Section 7 formalises that coordination cannot encode pattern-matching.
Section 8 presents that coordination cannot be encoded by other features. Section 9
considers relations between different forms of coordination. Section 10 concludes, dis-
cusses future and related work, and provides some motivations for intensional calculi.

2. Calculi

This section defines the syntax, operational, and behavioural semantics of the cal-
culi considered here. This relies heavily on the well-known notions developed for the
m-calculus and adapts them when necessary to cope with different features. With the
exception of the splitting and full-coordination details this repeats many prior defini-
tions from [23], although there are minor syntactic changes for clarity in this work.

Assume a countable set of names N ranged over by a,b,c,.... These form the
foundation of two kinds of primitives involved in communication the input patterns



(denoted p, g, ...) and the terms (denoted s, 1, .. .); both are defined below.

p.qg = X binding name
| Ta’ name-match

| peg compound

x|Ta' =1 myn name-match patterns
st = a name

| set compound

The input patterns are used for input, with binding names doing binding, name-matches
testing equality, and compounds supporting structure. The name-match patterns (de-
noted m,n,...) are a subset of the input patterns that do not contain compounds. The
terms are used for output, with names being the base and compounds adding structure.
The free names and binding names input patterns and terms are as expected, taking the
union of sub-patterns for compounds. Note that an input pattern is well-formed if and
only if all binding names within the pattern are pairwise distinct. The rest of this paper
will only consider well-formed input patterns.
The (parametric) syntax for the languages is:

P.O,R := 0| OutProc | InProc | (va)P | P|Q
| if s=rthenPelse Q | =P | +.

The different languages are obtained by replacing the output OutProc and input InProc
with the various definitions. The rest of the process forms are as usual: 0 denotes the
null process; restriction (va)P restricts the visibility of a to P; and parallel composition
P|Q allows independent evolution of P and Q. The if s = ¢ then P else Q represents
conditional equivalence with if s = ¢ then P used when Q is 0. The %P represents
replication of the process P. Finally, the v/ is used to represent a success process or
state, exploited for reasoning about encodings as in [26, 17].

This paper considers the possible combinations of five features for communica-
tion: synchronism (asynchronous vs synchronous), arity (monadic vs polyadic data),
communication medium (dataspace-based vs channel-based), pattern-matching (sim-
ple binding vs name equality vs intensionality), and coordination (binary vs joining vs
splitting vs full-coordination). As a result there exist 96 languages denoted Ly g5,
where:

a = A for asynchronous communication, and S for synchronous communication.

B = M for monadic data, and P for polyadic data.

v = D for dataspace-based communication, and C for channel-based communications.
¢ = NO for no matching capability, NM for name-matching, and / for intensionality.

€ = B for binary communication, J for joining communication, S for splitting com-
munication, and F for full-coordination communication.



L ___p: Tu=IN 0 :=0UT
L ___;: IT=u=IN|T|T 0:=0UT

L ___s: Iu=IN O:=0UT | 0|0
L ___p: Iu=IN|T|T O:=0UT | 0|0
La-—_—: InProc :=[I]>P  OutProc :=[0]<
Ls____: InProc:=[I]>P OutProc :=[0] <P
L_wmpno-: IN:=(x) OUT ::={a)
L _mpwnm—: IN = (m) OUT ::={a)

L _ypr-: IN:=(p) OUT = (1)
L_mcno-: IN :=a(x) OUT ::=a(b)
L_menm-: IN = a(m) OUT ::=a({b)

Loyci—: IN:=s(p) OUT ::=5(t)
L_ppno—: IN:=(X) ouUT = {(a)
L_ppyu—: IN :=(m) OUT ::= (a)

L_ppi-: IN :=(p) oUT == {1
L_pcno—: IN :=a(x) ouUT ::= E(B}
Lopeam—: IN == a(m) OUT ::= a(b)

L_pci—: IN:=s(p) OUT ::=5{)

Figure 1: Syntax of Languages.

For simplicity a dash — will be used when the instantiation of a feature is unimportant.
Thus the syntax of every language is obtained from the productions in Figure 1.

The denotation ~ represents a sequence of the form -, -,...,, and can be used for
names, terms, and input patterns (also denote with | - | the size of a set, multiset, or
sequence).

Asusuala(...,x,...)>Pand (vx)Pand (xe...)>Pand[... |a(x)| ...]>Pbind x
in P. Observe thatina(...,"™»",...)>P and (...e"h") > P neither a nor b bind in P, both
are free. The corresponding notions of free and bound names of a process, denoted
fn(P) and bn(P), are as usual. Also note that a-equivalence, denoted =, is assumed in
the usual manner. Further, an input is well-formed if all binding names in that input
occur exactly once. This paper shall only consider well-formed inputs. Finally, the
structural equivalence relation = is defined by:

PlO=P PlO=0|P PI(QIR)=(P|IQIR

if s=tthen Pelse =P s=1 if s=rthenPelse 0=Q s#1
P=P ifP=,P (va)0=0  (va)(vb)P = (vb)(va)P
Pl(va)Q = (va)P| Q) ifa¢n(P) «P=P|*P.

Observe that L4y cno.8. Lapcnos, Lsmcnos, and Ls penop align with the
communication primitives of the asynchronous/synchronous monadic/polyadic m-calculus



[33, 34, 32]. The language L4 pp num s aligns with Linpa[16]; the languages L4 y.p.no.B
and L4 ppno.p With the monadic/polyadic Mobile Ambients [10]; and L4 pcym.p With
that of uKram [35] or semantic-r [11].

The intensional languages do not in general exactly match any well-known calculi.
However, the language L ».p s 5 is the asymmetric concurrent pattern calculus of [18]
and similar calculi have been mentioned in [17], as variations of Concurrent Pattern
Calculus [21, 17] with their behavioural theory as a specialisation of [20]. Similarly,
the language Lg ycsp 1S very similar to pattern-matching Spi calculus [27] and Psi
calculi [1], albeit without the assertions or the possibility of repeated binding names in
patterns. There are also similarities between L ycsp and the polyadic synchronous
n-calculus of [9], although the intensionality is limited to the channel, i.e. inputs and
outputs of the form s(x).P and 's(a).P respectively.

For the joining languages: L4 pcno.s represents Join Calculus [15]; and Ls pcno.s
the general rendezvous calculus [3], and m-calculus [41], although the latter has higher
order constructs and other aspects that are not captured within the features here. There
are no exact connections for the splitting languages. However, Ls y.cno,s 1s related to
broadcast calculus [39] and brr-calculus [14] although they place side conditions on the
splitting outputs. Finally, the full-coordination languages have no obvious connections
to existing languages.

Remark 2.1. The languages here can be easily ordered; in particular L, g, , s, can
be encoded into Ly, g, v, 6, if it holds that @y < ay and By < By and yy < 7y, and
01 < 6y and € < €, where < is the least reflexive relation satisfying the following
axioms:

ALS M<P D<C NO<NM<I B<J<F B<S<LF.

This can be understood as a limited language variation being a special case of a more
general language. Asynchronous communication is synchronous communication with
all output followed by 0. Monadic communication is polyadic communication with all
tuples of arity one. Dataspace-based communication is channel-based communication
with all k-ary tuples communicating with channel name k. All name-matching commu-
nication is intensional communication without any compounds, and no-matching ca-
pability communication is both without any compounds and with only binding names
in patterns. Lastly, binary communication is: joining communication with all joining
inputs having only a single input pattern, and splitting communication with all split-
ting outputs having only a single output term. Joining is full-coordination with splitting
outputs having only a single output term, and splitting is full-coordination with joining
inputs having only a single input pattern.

The operational semantics of the languages is given here via reductions as in [32,
29, 19]. An alternative style is via a labelled transition system (LTS) such as [24]. Here
the reduction based style is to simplify having to define here the (potentially complex)
labels that occur when both intensionality, and joining/splitting/full-coordination is in
play. The LTS style can be used for intensional languages [1, 17, 20]. Also, for the non-
binary languages the techniques used in [4] can be used directly for the no-matching



joining languages, with the techniques of [4, 20] used to extend intensionality and other
coordination forms'.

Substitutions (denoted o, p, . ..) in non-pattern-matching and name-matching lan-
guages are mappings from names to names. For intensional languages substitutions
are mappings from names to terms. Note that substitutions are assumed to have finite
domain. The application of a substitution ¢ to a pattern p is defined as follows:

ox = 0(x) x € domain(o) ox = x x ¢ domain(o)

o™X = (ox)! o(peg)=(op)e(oq).

Where substitution is as usual on names, and on the understanding that the name-match

. def def
syntax can be applied to any term as follows X' = X" and (s e 1)’ = "5 7.

Given a substitution o and a process P, denote with 0P the (capture-avoiding)
application of o to P that behaves in the usual manner. Note that capture can always
be avoided by exploiting @-equivalence, which can in turn be assumed [42, 2].

Interaction between processes is handled in two parts: the matching of terms, and
input patterns; and the synchronisation of various inputs and outputs.

The matching of terms 7 with some patterns p is handled in two parts. First, the
match rule {t/ p} of a single term ¢ with a single pattern p to create a substitution o

{t/x} = {t/x} {set/pegq} d§f {s/p}u{t/q)
{afTa"} &ef () {t/p} undefined otherwise.

Any term ¢ can be matched with a binding name x to generate a substitution from the
binding name to the term {#/x}. A single name a can be matched with a name-match for
that name "a" to yield the empty substitution. A compound term s e ¢ can be matched by
a compound pattern p g when the components match to yield substitutions {s/p} = o
and {t/q} = o, the resulting substitution is the unification of oy and 0,. Observe
that since patterns are well-formed, the substitutions of components will always have
disjoint domain. Otherwise the match is undefined.

The second part is then the poly-match rule Marcu(f; p) that determines matching
of a sequence of terms 7 with a sequence of patterns p, that is defined below.

= M T q) =
Marcr() = {) {s/p} =0 ATCH(t; q) 0'2'

MAaTcH(s, T, p,q) = 01 U 02

The empty sequence matches with the empty sequence to produce the empty substitu-
tion. Otherwise when there is a sequence of terms s,fand a sequence of patterns p, q,
the first elements are matched {s/p} and the remaining sequences use the poly-match
rule. If both are defined and yield substitutions, then the union of substitutions is the
result. (Like the match rule, the union is ensured disjoint domain by well-formedness
of inputs.) Otherwise the poly-match rule is undefined, for example when a single
match fails, or the sequences are of unequal arity.

! Although not yet proven, this should be straightforward albeit very tedious.



To handle the more complex constraints for full-coordination languages define the
synchronisation SyNc(sm{t), s/r?f;)) = o that takes a multiset of outputs sm(r) and a

sequence of inputs sn(p) and produces a sequence of substitutions o as follows:
Muten(ii; ) = o1 Swe(SIONF@)) , n(p)) = &

Syne(;) = {} — —
Syne(smlt) , s(p1); sn(p)) = o150

That is, the synchronisation of an empty multiset and an empty sequence is an empty
sequence. Otherwise, if the first input s(p7) in the sequence can be matched against one
of the outputs 5(¢;) to yield a substitution o, and the remaining outputs and inputs can
by synchronised to produce a sequence of substitutions o, then append ¢ to o1. Other-
wise the sycnhronisation is undefined, for example when one input cannot be matched
against any output, or the multiset and sequence are of different sizes. Thus the syn-
chronisation produces a sequence of substitutions that correspond to the inputs. Note
that synchronisations are defined by existence and not any particular choice of match-
ing output and input. For example, consider: Sync({a{a), a(b)}, a(x),a("a")), although
a first step {a/x}; Sync({a(b)}, a("a’)) may appear to lead to failure (since MarcH(b, "a’)
is undefined), a different first step {b/x}; Sync({a(a)}, a("a")) yields {b/x}; {}.
Now the reduction for all the languages is defined by:

7 = SyNe((Sm} U .. U (i) St i) - - -2 51,5 7))

or=p1U...Upg kzlsnl(ﬁl)l

] < Py | . | [5G < Pl Lsm @0l e Q1 | - | lsn, ()] & Q;
F— Pl PO ... 00,

That is, when there are several splits and joins and all the outputs can be synchronised
with all the inputs, then reduce to the (P’s from the splits in the synchronous setting
in parallel with the) substitutions constructed from the synchronisation applied to the
appropriate Q’s. The only non-trivial part is the definition of each substitution o; for
the inputs s%), which is the union of the substitutions p that correspond to the inputs,
taken by their position in the sequence generated by the synchronisation rule.

The definition of the synchronisation rule and main reduction rule above is nec-
essary for the full-coordination languages, but not necessarily for binary, joining, or
splitting languages. Indeed, all except full-coordination can be defined with simpler
rules. However, this makes the reasoning later more arduous since delicacy is then
required to clearly denote which rule is being applied for which language, and general
results that reason over multiple forms of coordination need to have separate cases for
each possible base reduction rule. The choice here is to use a single rule since this
simplifies the later results significantly, at the cost of a little extra weight here.

The general reduction relation +— also includes the following three rules:

Pr— P Pr— P P=Q 0+—Q Q=P
PIQ— P Q0  (vaPr— (va)P P+— P




The reflexive transitive closure of — is denoted by .

Lastly, for each language let ~ denote a reduction-sensitive reference behavioural
equivalence for that language, e.g. a barbed equivalence. For the non-intensional lan-
guages these are mostly already known, either by their equivalent language in the litera-
ture, such as asynchronous/synchronous monadic/polyadic w-calculus or join calculus,
or from [24]. For the intensional languages the results in [20] can be used. For the
joining languages that reflect those of the literature the techniques used in [4] apply.
For other combinations of joining, splitting, and full-coordination; as well as the ad-
dition of intensionality to non-binary languages, adaptations of [4, 20] should prove
adequate?.

3. Encodings

This section recalls the definition of valid encodings as well as some useful theo-
rems (details in [26]) for formally relating process calculi.

The choice of valid encodings here is that used, sometimes with mild adaptations,
in [26, 25, 21, 36, 17, 22] and has also inspired similar works [30, 31, 43]. However,
there are alternative approaches to encoding criteria or comparing expressive power
[6, 13,9, 38, 43]. Further arguments for, and against, the valid encodings here can be
found in [26, 25, 43, 22].

An encoding of a language L into another language £, is a pair ([ - II, ¢j) where
[ - 1l translates every .L;-process into an L-process and ¢y maps every name (of the
source language) into a tuple of k names (of the target language), for k > 0. The
translation [ - ] turns every term of the source language into a term of the target; in
doing this, the translation may fix some names to play a precise role or may translate a
single name into a tuple of names. This can be obtained by exploiting ¢y j.

Now consider only encodings that satisfy the following properties. Let a k-ary
context C(-1;...;) be a term where k occurrences of 0 are linearly replaced by the
holes {-1;...;x} (every one of the k holes must occur once and only once). Denote
with +—; and =; the relations — and = in language £;; denote with —¢" an
infinite sequence of reductions in £;. Moreover, let ~; denote the reference behavioural
equivalence for language £;. Also, let P |J; mean that there exists P’ such that P —=; P’
and P’ = P” | +/, for some P”. Finally, to simplify reading, let S range over processes
of the source language (viz., £;) and T range over processes of the target language

(ViZ., Lz)

Valid Encoding An encoding ([ - II, ¢py) of L into £, is valid if it satisfies the fol-
lowing five properties:

1. Compositionality: for every k-ary operator op of £; and for every subset of
names N, there exists a k-ary context CQ’p(-l; ...;1) of £, such that, for all
Sti,....,8ywithfn(S4,...,S) = N, it holds that [op(Si,....801 =
CLAS T s ISk D

2This has not been proven as yet, however there appears no reason it should not be possible, and the
results here rely upon the existence of an equivalence relation, not any particular one.



2. Name invariance: for every S and substitution o, itholdsthat [ oS ] = o[ S ] if
oisinjectiveand [ oS ]| = o[l S ] otherwise where o~ is such that ¢y (o(a)) =
o’ (¢ry(a)) for every name a.

3. Operational correspondence:

e forall S = S’,itholdsthat [ S ] =22 [ S’ 1;
e forall [ S ]| =, T, there exists S’ such that § =S’ and T =[S’ ].

4. Divergence reflection: for every S such that [ S ]| =9, it holds that § +—{’.
5. Success sensitiveness: for every S, it holds that § |J; if and only if [ S ] {J».

Now recall two results concerning valid encodings that are useful for later proofs.

Proposition 3.1 (Proposition 5.5 from [26]). Let [ - ]| be a valid encoding; then, S —H
implies that [ S ]| .

Proposition 3.2 (Proposition 5.6 from [26]). Let [[- ]| be a valid encoding; then for
every set of names N, it holds that ClN(-l, -2) has both its holes at top-level.

4. Coordination and Synchronicity

This section considers the relation between coordination and synchronicity. it turns
out that coordination is unable to encode synchronicity unless it could otherwise be
encoded by other features.

In general synchronous communication can be encoded into asynchronous com-
munication when the target language includes: channel names; name-matching and
polyadicity; or intensionality. Thus it is sufficient to consider the languages L y.p.no.-
and L4 ppno- and Laypnm— since the other asynchronous languages can encode
their synchronous joining counterparts in the usual manner [28, 7]. For example, the
encoding from L u.cno.p into La y.cno. given by

[Ka]<PT = ()R] < (0] > (Ka)] < | TPT)

def

[[n@]>01 = )nrE@]> (D)< [ [x@]>101)
can be adapted in the obvious manner for Lg ycno0.s into La aprcno.s as follows

def

[[a)]>P1 = ()] < | [z0)] > ([xa)] < [TPT))
L@ | ... @)l >0 € ox,..xm@) | ... [nz)] >
(Zrdxpl < | ... [ zix)] <
[[xiG@) | ... | x(@)]>101) .
The idea for binary languages is that the encoded output creates a fresh name z and
sends it to the encoded input. The encoded input creates a fresh name x and sends it
to the encoded output along channel name z. The encoded output now knows it has

communicated and evolves to [ P ]| in parallel with the original @ sent to the encoded
input along channel name x. When the encoded input receives this it can evolve to

10



[ Q1. The joining version is similar except the join synchronises with all the encoded
outputs at once, sends the fresh names x; in parallel, and then synchronises on all the
aj in the last step.

The encoding above is shown for L y.cno.s into L4 p.cno.s and is the identity on
all other process forms. This can be proven to be a valid encoding.

Lemma 4.1. Given a Ls ycno.s input P and output Q then [P]l | [Q]l V— if and only
ifP|Q .

Proof. The proof is by induction on the number of input patterns in P and then for each
one by definition of the poly-match rule. O

Lemma 4.2. If P = Q then [P]] = [Q]. Conversely, if [P] = Q then Q = [[P'] for
some P’ = P.

Proof. The proof is trivial for all the primitives except input and output as they are
translated homomorphically. The output is straightforward, the input is by induction
on the number of inputs in the join. O

Lemma 4.3. The translation [-]| from Ls yp.cno.s into Lamcno.s preserves and reflects
reductions.

Proof. Both parts can be proved by straightforward induction on the judgements P —
P’ and [P]] — Q, respectively. In both cases, the base step is the most interesting and
follows from Lemma 4.1, for the second case the step Q +— (’ is ensured by the
definition of the translation and match rule. The size of k in both cases is 2 + i where i
is the number of input-patterns of the input involved in P +— P’. The inductive cases
where the last rule used is a structural one then rely on Lemma 4.2. O

Theorem 4.4. There is a valid encoding from L p.cno.s into La pcno.J-

Proof. Compositionality and name invariance hold by construction. Operational cor-
respondence (with structural equivalence in the place of ~) and divergence reflection
follow from Lemma 4.3. Success sensitiveness can be proved as follows: P |} means
that there exists P’ and k > 0 such that P —* P’ = P” | /; by exploiting Lemma 4.3 k
times and Lemma 4.2 obtain that [P]] —/ [P’ = [P”] | v where j can be determined
from the instantiations of Lemma 4.2, i.e. that [ P]] |}. The converse implication can be
proved similarly. O

Splitting can be adapted in a similar manner, e.g. consider for Ls ycno,s into
Lamcnos

e

L] ... 17a)] <P € oz, | ... [a)] < |
[zi(xD] > .. > [zi(x)] >
(an) | -.. [ xan] < [T PT))
[la®]>Q1 € oola@] > @01 < | [xb)] > [T

The use of fresh names z and x is as before. The splitting version is similar except
the split synchronises with all the encoded inputs at once, sending fresh names z; in
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parallel, then collects all the responses with fresh names x;, and then splits sending all
the original names a; at once in the last step.

The encoding above for L ycno.s into L4 p.cno,s 1s the identity on all other pro-
cess forms. This can similarly be proven to be a valid encoding.

Theorem 4.5. There is a valid encoding from Ls y.cno.s into Laycnos-

Proof. The proof is almost identical to Theorem 4.4, the only changes are straighfor-
ward adaptations of Lemma 4.1 and Lemma 4.2 (to be by induction on the number of
outputs rather than inputs). O

The same can be shown for the encoding from Lg y.cno.F into La y.cno. F by taking
the encoding of inputs from the joining and outputs from the splitting encodings in the
obvious manner.

Theorem 4.6. There is a valid encoding from Ls y.cno.r into Laycno.r.

Proof. The proof is the straightforward combination of the techniques for Theorems 4.4
& 4.5. ]

Corollary 4.7. If there exists a valid encoding from Ls g, 55 into La g, s then there
exists a valid encoding from Ls g 5¢ into Lypyse.

Proof. Theorems 4.4, 4.5, & 4.6 provide the foundation for all the channel-based re-
sults. The only other cases can encode channels and so use encodings of the channel-
based solution above. For the polyadic and name-matching languages this holds by
Proposition 4.1 of [24], otherwise for the intensional languages this holds by Theo-
rem 6.4 of [19]. |

These results confirm that the ability to encode synchronous communication into
asynchronous communication is not impacted by changes to coordination. Any encod-
ing that holds between binary languages also holds for the corresponding languages
with other coordination forms. Thus no expressiveness is lost by changing from binary
languages to other coordination forms, and existing results can easily be transferred.

The following results formalise that no new encodings or expressiveness is gained
within joining, splitting, or full-coordination languages due to the shift from binary
languages. The impossibility of encoding Ls p.pnm.s into L ypym.y is detailed as
it illustrates the key proof technique. The other results are either simpler variations
(i.e. without name-matching) or straightforward adaptations to consider splitting or
full-coordination.

Theorem 4.8. There exists no valid encoding from Ls yr.p.nm.j into La yp.m.i-

Proof. The proof is by contradiction. Consider two processes P = [(x)] > if x =
b then Q (where Q is a divergent process) and Q = [(a)] < Q. Since P | Q + by
validity of the encoding [ P | Q ]| — and this must be between some R; = [{(m)]< for
some m and R,. Observe that R; | R, cannot be a reduct of either [ P]] or [ Q] since
then either P or Q would reduce and this contradicts Proposition 3.1.

If R, arises from [ P ] then it can be shown that [ P ] must also include a top level
join since otherwise there would be no join in [ P ]| that can bind some name to x and
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name invariance or divergence reflection would be shown to fail (i.e. P| Q +— if a =
b then Q| Q" and {b/a}if a = b then Q | Q' — while ClN([[P]], [Q1 = does no
inputs on any part of [[ P ]| and so must always or never diverge regardless of interaction
with [ @ T). Thus [ P ] must include a top level join and further it must include an input
pattern ("n") for some n # m since otherwise if the join was only [(z;) | ... | (z)] > R’
for someZ and R’ then [[ P | ... | P] for i instances of P would reduce while P| ... | P
does not contradicting Proposition 3.1. It follows that [ Q ]| must include ("m") as part
of some join under which there must be an output that is able to send at least one name
to [[ P via an output (d) for some d (this could be any number of names, but assume
1 here for simplicity). Now consider the name d.

e If d = mthen [ P ]| — and this contradicts validity of the encoding since P #—.

e If d = nthen n is not bound in [[ P ]| and so it can be shown that either: this fails
name invariance or divergence reflection (againby P | Q +— if a = bthen Q| O’
and {b/al}if a = b then Q| Q' —*); or there must be a further input in [ P ] that
is binding as in the next case.

e If d # m and d # n then it can be shown that [ P | Q | P ]| can reduce such that
the input under consideration interacts with the (m) from the other [ P ]| and this
ends up contradicting operational correspondence.

If R, arises from [ Q ] then it can be shown that [ Q ]| must also include a top level
join since otherwise when Q' = Q then [[ Q ]| would always diverge or never diverge
regardless of interaction with [ P ] and this contradicts divergence reflection. Thus
[ Q1 must include a top level join and further it must include an input pattern ("n")
for some n # m since otherwise if the join was only [(z1) | ... | (z;)] > R’ for some 7
and R" then [ Q| ... | Q] for i instances of Q would reduce while Q| ... | Q does
not contradicting Proposition 3.1. Now consider when Q' = if a = b then +/ and the
substitution o = {b/a}. Clearly P | cQ | Q +— S where either: S +—® and S |J; or
S ¥—“and S JJ. However it can be shown that the top level join in [ Q] is not able
to discriminate and thus that there exist two possible reductions [P | ocQ | Q] +— R’
to an R’ where either: R" +—® and R’ |J; or R’ ¥—* and R |J; both of which contradict
divergence reflection and success sensitiveness. O

Theorem 4.9. There exists no valid encoding from Ls prpam.s into Laypnm.s-
Proof. This is proved in a very similar manner to Theorem 4.8. O

Corollary 4.10. If there exists no valid encoding from Ls g, 5, 5,8 into Lag, , s, 8> then
there exists no valid encoding from Lg g, », s, 10 Lag, y,.55.c-

Proof. The techniques in Theorems 4.8 & 4.9 apply to all monadic joining and splitting
languages, respectively. Monadic no-matching languages are simpler variants of the
same proof technique, while polyadic no-matching (since polyadic name-matching can
encode synchronous communication into asynchronous) is a simple generalisation of
the above proofs. Joining and splitting proofs can be combined for the full-coordination
languages. O
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That joining, splitting, or full-coordination do not allow for an encoding of syn-
chronous communication alone is not surprising, since there is no control in the input
of which outputs are interacted with (without some other control such as channel names
or pattern-matching). Thus, being able to consume more outputs or inputs in a single
interaction does not capture synchronous behaviours.

This formalises that there is no change to results within languages grouped by their
coordination form. Separation results between coordination forms, and thus the con-
clusion that synchronism and coordination are orthogonal are concluded in Section 8.

5. Coordination and Arity

This section considers the relation between non-binary coordination and arity. Al-
though there appear to be some similarities in that both have a base case (monadic
or binary), and unbounded cases (polyadic or joining/splitting/full-coordination, re-
spectively), these cannot be used to encode arity into coordination unless it could be
encoded otherwise.

The interesting results here are the separation results that ensure no new encodings
or expressiveness is going. The proof technique is clearly illustrated by the following
result for the joining setting.

Theorem 5.1. There exists no valid encoding from Ls ppno.p into La y.p.no.J-

Proof. The proof is by contradiction, assume there exists a valid encoding [ - J]. Con-
sider the L4 pp no.p processes P = [(a, b)]< and O = [(x,y)] > +/. Clearly it holds that
P|Q+> +yandso[[P| Q] +—> and [P | QT | by validity of the encoding. Now
consider the reduction [ P | Q ]| .

The reduction must be of the form [(m )] < | ... |[m)] < | [z) ] ... |@)]>T’
for some m and 7 and i and 7’. Now consider the process whose encoding produces
[z) | ... | (z)] > T’, assume Q although the results do not rely on this assumption.
If any [{m;)]< are also from the encoding of Q then it follows that the encoding of i
instances of Q in parallel will reduce, i.e. [Q | ... | Q] +, while Q| ... | O ¥—.
Now consider two fresh processes S and T such that S | T —— with some arity that is
not2and S - and T t/—. It follows that [ S | T +— (and [S | /> and [ T ]| /—)
and [ S | T ]] must include at least one {n) to do so. This {(n) must arise from either
[S T or[T],and conclude by showing that the encoding of i instances of either S or
T in parallel with Q reduces, while the un-encoded processes do not. O

The splitting result is very similar with only minor adaptations to the proof.
Theorem 5.2. There exists no valid encoding from L4 pp no.p into Lampno.s-
Proof. A straightforward adaptation of Theorem 5.1. O

Corollary 5.3. If there exists no valid encoding from Lo, py, 5,8 int0 Lo, My, 5,8 then
there exists no valid encoding from Lo, py, s,.e 10 Loy My 5.6
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Proof. The techniques in Theorems 5.1 & 5.2 apply to all joining and splitting lan-
guages, respectively. Name-matching requires only a small change of Q = [(x,y)] >
if a = x then +/ to then ensure binding occurs and not only name-matching; this then
proved via contradiction of name invariance and success sensitiveness like in Theo-
rem 4.9. The techniques in Theorem 6.3 more elegantly show that channel-based com-
munication is insufficient than adding them here. Joining and splitting proofs can be
combined for the full-coordination languages. O

The other main results are to show that existing encodings between binary lan-
guages can be reproduced in other forms of coordination. This turns out to be a straight-
forward adaptation of the usual techniques.

Consider the usual encoding of Ls pp no.p into Ls y.cno.B:

def _ _ _
[@1<P] = o) <Ea)]<...<[a)]<[P]
def
[[D]>001 = [1@]>[zGxp)]>...>[z(x)]>[Q]
where c is not in the free names of [(a)] < P, and z is not in the free names of [(X)] > Q
or {x}. Also n is derived from a since a = ay,...,a, (and similarly for X). Thus when
an output and input agree upon their arity » then they interact with the output sending
a fresh name c used for sending the n names to be communicated.
This can be adapted in the obvious manner, shown below for the encoding of

Ls ppno.s into Ls ycno,i-

[@]<P] £ o] < [Xal<... <[Ea)] <[P
LGD | G0l Q1 = @) | ... | k@] > [ )] > o 2 ()]
oD gk )] > > (k) > 1O
where the restrictions on z are here extended to distinct zj, . . ., zx for each input in the

join.
Theorem 5.4. There is a valid encoding from Ls ppno.s into Ls ycno.J-

Proof. The proof technique is identical to Theorem 4.4, the only changes are straigh-
forward adaptations of Lemma 4.1 and Lemma 4.2. O

This illustrates the key ideas for the following general result, that requires only
straightforward adaptations of the proofs in the obvious manner. It is worth noting
that all such results rely on the use of a channel-name, or an equivalent pattern match
of some form to detect compatible arity and then ensure the right processes commu-
nicate. This is clearly available when adding channel-based communication, or when
exploiting intensionality.

Theorem 5.5. If there exists a valid encoding from Ly py.sp into Ly mysp then there
exists a valid encoding from Lo py s into Lo pyse

This confirms that encodings in the binary setting still exist in different coordination
settings. It follows that no expressiveness differences between languages are lost by
shifting to a different coordination form, and existing results can be transferred.
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To conclude, any form of non-binary coordination does not allow for encoding
polyadicity in a monadic language unless it could already be encoded by some other
means.

6. Coordination and Communication Medium

This section considers the relation between coordination and communication medium.
In general coordination is unable to encode communication medium unless it could
otherwise be encoded by other features.

The base result for joining is illustrated in the following theorem, generalised in the
corollary that follows.

Theorem 6.1. There exists no valid encoding from L p.cno.s into Laypno.J-

Proof. The proof is by contradiction, assume there exists a valid encoding [ - J]. Con-
sider the L4 y.cno.p processes P = [a(b)]< and Q = [a(x)] > /. Clearly it holds that
Pl|Qvr> +yandso[[P| Q] +>and [P | Q] | by validity of the encoding. Now
consider the reduction [ P | Q] .

The reduction must be of the form [{m)] < | ... | [{m)] < | [(z) ] ... | @)]>T’
for some m and 7 and i and T’. Now consider the process whose encoding produces
[z1) ] -.. | (z)] > T, assume Q although the results do not rely on this assumption.
If any [(m;)]< are also from the encoding of Q then it follows that the encoding of i
instances of Q in parallel will reduce, i.e. [Q| ... | Q] +—, while Q| ... | O ¥—.
Now consider two fresh processes S = [c(d)]< and T = [c(z)] > 0. Since S | T +— it
follows that [ .S | T ]| = and must include at least one {(n) to do so. This {(n) must arise
from either [ S ] or [ 7 ]|, and conclude by showing that the encoding of i instances of
either S or 7 in parallel with Q reduces, while the un-encoded processes do not. O

Corollary 6.2. If there exists no valid encoding from Ly, g, c5,.8 into La, g, ps,.8 then
there exists no valid encoding from Ly, g, c5,.8 N0 Lo, g, 0.6,

Proof. The technique in Theorem 6.1 applies to all monadic languages (the addition
of name-matching can be proved using the techniques as in Theorem 4.8). For the
polyadic no-matching setting the result above holds by observing that the arity must
remain fixed for an encoding, i.e. [ [a(bi,...,b;)]<] is encoded to inputs/outputs all
of some arity j. If the arity is not uniform then the encoding fails either operational
correspondence (i.e. [ [a(x)] > 0 | [a(b, by)]<] +—) or divergence reflection as in
sub-case (2) of Theorem 7.1 except here with arity instead of number of names. O

The base splitting result is similar to prior results.
Theorem 6.3. There exists no valid encoding from L yr.cno.p into Lampno.s-

Proof. The proof is by contradiction and very similar to that of Theorem 5.2, the main
differences are to consider the L4 y.cno.5 processes P = [a(by]< and Q = [a(x)] > v/,
and then S = [c(d)]<and T = [c(z)] > 0. O

Corollary 6.4. If there exists no valid encoding from L, g, cs,, into Ly, g, s, B> then
there exists no valid encoding from Ly, g, c5,.e int0 Ly, g, D5, e
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Proof. The results for joining languages are already by Corollary 6.2. The technique in
Theorem 6.3 applies to all splitting monadic languages (the addition of name-matching
can be proved using the techniques as in Theorem 4.8). For the polyadic no-matching
setting the result above holds by observing that the arity must remain fixed for an en-
coding, i.e. [ [a(by, ..., b;)]<] is encode to inputs/outputs all of some arity j. If the ar-
ity is not uniform then the encoding fails either operational correspondence (i.e. [ [a(x)]>
0| [a(by, by)]< ] V) or divergence reflection as in case (2) of Theorem 7.2 except here
with arity instead of number of names. The joining and splitting proofs can be com-
bined for the full-coordination languages. O

Thus any form of non-binary coordination does not allow for encoding channels in
a dataspace-based language unless it could already be encoded by some other means.

The positive encoding results are the typical adaptations of the positive encoding
results in the binary setting. For example, consider the usual encoding from Ls pcym.s
into Ls ppnu,B:

_ def
[[@@1<Pl = KaOl<lPl]
def
[e@l>0l = [(@D0l>101.
The channel-name is simply moved to the first position in the polyadic input as a name-
match. The adaptation of the encoding for Lg pcnm.s into Ls pp yu,s is the obvious one
as below.

_ def
[[@@1<Pl = KaB]<lP]
-~ ~ def -~ ~
[[ai(xD]...ax)] >0 = [Ca,xD| ... [(a, x> 101
Here each input’s channel is moved to the first position of it’s polyadic input as a name-
match.

Theorem 6.5. There is a valid encoding from Ls pcnm.j into Ls ppnm.J-

Proof. The proof technique is identical to Theorem 4.4, the only changes are straigh-
forward adaptations of Lemma 4.1 and Lemma 4.2. O

This illustrates the key ideas for the following general result, that requires only
straightforward adaptations of the proofs in the obvious manner. Again all such results
rely upon the use of pattern-matching, either via name-matching or intensionality, to
represent the channel.

Theorem 6.6. If there exists a valid encoding from L, g csp into Lo psp then there
exists a valid encoding from Ly g cse into Logpse.

This confirms that encodings of channel-based communication into dataspace-based
communication in the binary setting still exist in different coordination settings. It fol-
lows that no expressiveness differences between languages are lost by shifting to a
different coordination form, and existing results can be transferred.

To conclude, any form of non-binary coordination does not allow for encoding
channel-based communication into a dataspace-based language unless it could already
be encoded by some other means.
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7. Coordination and Pattern-Matching

This section considers the relations between coordination and pattern-matching.
The great expressive power of name matching [24] and intensionality [19] prove im-
possible to encode with joining. This section formalises that despite this no greater
form of coordination can be encoded into a lesser form by pattern matching.

The first result is to prove that intensionality cannot be encoded by coordination.
Recall that since intensionality alone can encode all other features aside from coordi-
nation, it is sufficient to consider L4 y.p.s5-

Theorem 7.1. There exists no valid encoding from L pp1p into L__ _ 55 whered # I.

Proof. The proof is by contradiction. Assume there exists a valid encoding [[-] from
Lamprp into Lypg, sy for some o« and § and y and 6 where 6 # I. Consider the
encoding of the processes S¢ = [(x)] > [(m)]< and S| = [{a)]<«. Clearly [So | S —
since Sy | S| . There exists a reduction [[S¢ | S]] +— that must be between a
join and some outputs that have combined maximal arity k. (The combined arity is the
sum of the arities of all the input-patterns of the join involved, e.g. [(a, b) | (¢)] > 0 has

combined arity 3.)

Now define the following processes S, &ef [{aj ®...®axy,1)]<and S; def [(Ta;" e

..o Tax M) > [(m)]< where S, outputs 2k + 1 distinct names in a single term, and S 3
matches all of these names in a single intensional pattern.

Since S, | S¢ + it must be that [S; | So]] — for the encoding to be valid. Now
consider the maximal combined arity of the reduction [S; | So] .

o If the arity is k consider the reduction [[S, | S3]] — with the combined maximal
arity j which must exist since S, | §3 —. Now consider the relationship of j
and k.

1. If j = k then the upper bound on the number of names that are matched
in the reduction is 2k (when each name is matched via a distinct channel).
Since not all 2k + 1 tuples of names from ¢y (a;) can be matched in the
reduction then there must be at least one tuple ¢y j(a;) fori € {1,...,2k+1}
that is not being matched in the interaction [S, | S3]] —. Now con-
struct S that differs from S3 only by swapping one such name a; with
m: Sy &ef [("a"e...Ta;_ e ™m e a; ... ars )] > [{a;)]<. Now consider
the context C‘N([[Sz LI-=1LS>]|-1 where N = {aUm}. Clearly neither
ClN([[ S>1,[0]) +— nor ClN([[ S>1,1S41) — as this would contradict
Proposition 3.1. However, since S 3 and S 4 differ only by the position of one
name whose tuple ¢y (-) does not appear in the reduction [ S2 | S3 ]| >,
it follows that the reason ClN (I S210,[S41) #¥— must be due to a structural
congruence difference between C‘N([[ S>NL0S3 1) and ClN([[ SO, 0S4
Further, by compositionality of the encoding the difference can only be
between [ S3] and [ S4]. Since Proposition 3.1 ensures that [ Sz ] #—
and [ S4 ] #—, the only possibility is a structural difference between [ S5 ]|
and [S4 1. Now exploiting o = {m/a;,a;/m} such that 0S4 = S3 yields
contradiction.
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2. If j # k then obtain that [ S, ]] must be able to interact with both com-
bined arity k and combined arity j. That is, [S, | -] = ClN([[Sz]],[[-]])

where N = {aUm} and that CIN (LS 21, S o]l) reduces with combined arity k
and ClN (IS 21, IS 31) reduces with combined arity j. Now it is straightfor-
ward, if tedious, to show that since S | S5 /— that ClN(IISz]], [So|Ss
can perform the same initial reductions as either ClN (LS., ISo | O1) or

ClN (LS-21, 10| S51) by exploiting operational correspondence and Proposi-
tion 3.1.

Thus, it can be shown that C‘N (IS2D,So | S31) can perform both the k&
combined arity reduction of [[S; | So]] — and the j combined arity reduc-
tion of [S, | S3]] —. Now by exploiting the structural congruence rules
it follows that neither of these initial reductions can prevent the other oc-
curring. Thus, ClN([S 21, S0 | S31) must be able to do both of these initial
reductions in any order.

Now consider the process R that has performed both of these initial reduc-
tions. By operational correspondence it must be that R ¥== [[ [(m)] <
| [{(m)]<] since S, | So | S3 ¥= [{m)] < | [(m)]<. Therefore, R must
be able to roll-back the initial step with combined arity j; i.e reduce to a
state that is equivalent to the reduction not occurring. (Or the initial step
with arity k, but either one is sufficient as by operational correspondence
R==[[m]<[S31.)

Now consider how many names are being matched in the initial reduction
with combined arity j. If j < k the technique of differing on one name
used in the case of j = k can be used to show that this would introduce
divergence on the potential roll-back and thus contradict a valid encoding.
Therefore it must be that j > k. Finally, by exploiting name invariance
and substitutions like {(b; e ... @ b;)/a;} applied to S, and S it follows
that either j > k + j or both S, and §3 must have infinitely many initial
reductions which yields divergence.

o If the combined arity is not k then proceed like the second case above. O

Theorem 7.2. There exists no valid encoding from L yp 1 p into L___ss where § #
L

Proof. The same technique as in Theorem 7.1 can be applied for splitting. O

Corollary 7.3. If there exists no valid encoding from Ly g 15 into Lo g8 then there
exists no valid encoding from Ly g, 1 into Logyse.

Proof. The joining case is covered by Theorem 7.1 and the splitting by Theorem 7.2.
The full-coordination case is a by a straightforward adaptation of either of these since
neither rely on particular aspects of joining or splitting. O

It follows that any form of coordination cannot represent intensionality in a lan-
guage that does not have intensionality already (including name-matching or no-matching
languages). The next results show that name matching is insufficient to encode coordi-
nation.
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Theorem 7.4. There exists no valid encoding from L ypnm. into Lo gynNo.J.

Proof. The proof is by contradiction, assume there exists a valid encoding [ - ]l. Con-
sider the L4 y.p.ym.p processes P = [{(a)]< and Q = [("a")] > ([{b)] < | /). Clearly it
holdsthat P|Q+—and P|Q Jandso[P| Q]+ and [ P | QT | by validity of the
encoding. Now consider 7.

e If y = D then consider the substitution o = {a/b, b/a}, it is clear that P | 0 Q #—
andso [ P | oQ ] #—, however the only possibility that this holds is when [ Q|
is blocked from interacting. It is then straightforward if tedious to show that any
such blocking of reduction would either imply [ o(P | Q) ]| ¥— or o(P | Q) ¥—
and thus contradict the validity of the encoding.

e Otherwise it must be that y = C. Now consider the reduction [ P | Q ]| + that
must be of the form [ci(m)] < | ... | [ci{m)] < | [c1(Z) | ... | ci(z)] > Ty for
some ¢ and m and 7 and i and T|. Again consider the substitution o = {a/b, b/a},
it is clear that cP | Q #¥— and so [oP | Q] #—. The only way this can occur
without contradicting the validity of the encoding (as in the previous case) is
when there is at least one ¢; in the domain of some ¢’ where o”(c;) # ¢, and
[oP] = o’[ P] by definition of the encoding.

Now consider the process S = [(x)]>S’, clearly P | S F—oandso[[P|S ] — as
well. The reduction [[ P | S ] — must be from the form [di(n1)]<| ... |[d{n;)]<
[[di(wi) | ... | dj(w)]> T, for some d and 7 and w and j and 7.

Now if i = j it follows that for each k € {1...i} then ¢, = dy. However, this
contradicts the validity of the encoding since there is some ¢, in the domain of
o’ such that 0’ (cy) # ¢y and cP | S +— while [oP | S ] v/—.

Otherwise it must be that i > j (otherwise if i < jthen [P | S ] #—) and
that ¢, € {cjs1,...,¢;}. Now consider when S’ = if x = a then Q, clearly
P|S +—=QandoP|S —=0andso[[P|S Jdivergesand [P |S ]| == 0.
Now it can be shown that P|oP|S | Q +—+—=+/ while [P |cP|S | Q1 | and
diverges since [[ oP ] can satisfy the first j input patterns of [ Q ]l and [[ oP ]| the
remaining i — j, leaving the first j input patterns of [ P ]| to interact with [ S ]| and
yield divergence. The only other possibility is that [ P |oP | S | Q] §§. However,
this requires that 7'; check some binding name in 7 for equality with a before
yielding success (i.e. if z; = a then +/). This can in turn be shown to contradict
the validity of the encoding by adding another instance of P. O

Theorem 7.5. There exists no valid encoding from L ypnm,p into Lo gyno,s-
Proof. The same technique as in Theorem 7.4 can be applied here. O

Corollary 7.6. If there exists no valid encoding from Ly gy nup into Logysp, then
there exists no valid encoding from Ly gy nu,e into Lo gy e

Proof. The joining case is covered by Theorem 7.4 and the splitting by Theorem 7.5.
The full-coordination case is a by a straightforward adaptation of either of these since
neither rely on particular aspects of joining or splitting. O
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Thus coordination does not allow for encoding name-matching into a no-matching
language unless it could already be encoded by some other means.

For the positive results that encodings remain it is straightforward to adapt the
existing encodings in the same manner as for Corollary 4.7, and Theorems 5.5, & 6.6.

Theorem 7.7. If there exists a valid encoding from Lygys,.8 into Logys, s where
01 < 0y then there exists a valid encoding from Ly g5, ¢ into Logys, e

Proof. The same techniques as Corollary 4.7, and Theorems 5.5, & 6.6 can be applied.
O

Finally, the positive results that preserve encodings when changing the coordination
feature can be combined into a single general result.

Corollary 7.8. Ifthere exists a valid encoding from L, g, y,.5,,8 int0 Lo, g, ,.5,,8 Where
Y1 < 2 then there exists a valid encoding from L, g, 5, 5,.c N0 Lo, g, .5 e

Proof. By combining Corollary 4.7, and Theorems 5.5, 6.6, & 7.7. O

8. Coordination and Other Features

This section considers the expressive power gained by coordination. It turns out
that coordination adds expressive power that cannot be represented by binary languages
regardless of other features.

The expressive power gained by joining or splitting can be captured by the concept
of the coordination degree of alanguage £, denoted Cp([L), as the least upper bound on
the number of processes that must coordinate to yield a reduction in £. For example,
all the binary languages £___ _ p have coordination degree 2 since their reduction
axiom is only defined for two processes. By contrast, the coordination degree of the
non-binary languages is co since there is no bound on the number of inputs that can be
part of a join, or outputs that can be part of a split.

Theorem 8.1. If Cp(L;) > Cbp(L,) then there exists no valid encoding [ - || from L,
into L,.

Proof. By contradiction, assume there is a valid encoding [ - ]]. Pick i processes S
to §; where i = Cbp(L,) + 1 such that all these processes must coordinate to yield
a reduction and yield success. Thatis, S; | ... | §; = +/ but not if any S; (for
1 < j <) is replaced by the null process 0. By validity of the encoding it must be that
[Si]...1S;]—and[S;]|...|S;714.

By compositionality of the encoding [S{ | ... | S; 1 = Cs where Cg must be
of the form ClN([[S] ]],ClN(. .. ,C(\/([[Si_l TIS:M...). Now consider the reduction
[Si| ... |S;] ~— that can be at most between i — 1 processes by the coordi-
nation degree of L,. If the reduction does not involve some process [[S ;] then it
follows that [ Sy | ... [ S [0S | ... | S;] > (by replacing the [S; ] in
the context Cg with [0 ). By construction of S | ... | §; and Cp(L,) < i there
must exist some such § ;. However, this contradicts the validity of the encoding since
Sil...18i2110]Sju1] ... 1S;¥#—. The only other possibility is if [ S ; ]| blocks the
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reduction by blocking some [ S, ]l. This can only occur when [ S ] is either under-
neath an interaction primitive (e.g. [5{(r}] < [ S 1) or inside a conditional (e.g. if s =
t then [ S, ]). Both require that [ S ]| not be top level in Cg, which can be proven

contradictory by i — 1 applications of Proposition 3.2. O
Corollary 8.2. There exists no valid encoding from L____. into L____p where
€+ B.

The following result concludes the relations for increases in the coordination fea-
ture since all the non-binary languages have infinite coordination degree.

Theorem 8.3. There exists no valid encoding from L_ _ _ _ r into any language L__ _ _ .
where € # F.

Proof. By contradiction, assume there is a valid encoding and consider the L4 y.pno.F
processes P = [{a;) | ... |{a;)]<and Q = [(x1) | ... | (x))] > Q. Since P | Q +—> it
follows by validity of the encoding that [ P | Q ]| —. Now consider €.

e If € = J then the reduction [ P | Q ]| — must be of the form R; | R, +— from
some Ry = [si(p1) | ... | sj(p;)]>S and s and p and j and S and R,. Observe
that R; | R, cannot be a reduct of either [ P ] or [[ Q] since this would violate
Proposition 3.1. Further, it can be shown that R; must arise from [ P ] since
otherwise there would be some process T that does all except for some x; inputs
of Q as separate processes like 7 = [(x)] > T{ | ... | [(a-D] > T;_; | [(xe)] &
T, ;| ... | [(x))> T/ suchthat [P |T] > while P|T #— and this would
contradict operational correspondence. However, the same technique can be used
to show that R} must arise from [[ Q ]|, which is contradictory unless both [ P ]|
and [ Q ]| have such a top level join. If both [[ P ] and [[ Q ]| have such a top level
join then by considering the processes P; = [{c¢)]< and Q; = [(x)] > Q" and
Q' = if x; = a| then Q else if x; = ¢ then +/ and the substitution o= = {c/ay, a;/c}
it can be shown that P | Q | oo(P; | Q1) can diverge or report success but not both,
however it can be shown that [ P | Q | o(P; | Q1) ]| can both diverge and report
success.

e If € = S then proceed in the same manner as the € = J case above.

e If e = B then Corollary 8.2 is sufficient. o

In the other direction the result is ensured by Remark 2.1. Thus for any languages
Lopysea and Ly 5,56 wWhere € < e then it holds that £, g5, 1S strictly more expres-
sive than L, g, . That is, joining or splitting languages are strictly more expressive
than binary languages, and full coordination languages are strictly more expressive
than either joining or splitting languages.

Thus coordination turns out to be orthogonal to all other features, since from the
prior sections coordination cannot encode any other feature, and here it is proven that
other features cannot encode coordination.
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9. Within Coordination

This section considers relations between different forms of coordination. It turns
out that there are some encodings from joining languages into splitting languages and
vice versa, however most joining and splitting languages cannot be encode one another.

A joining (alt. splitting) language that is no-matching can be encoded into a split-
ting (resp. joining) language that can represent channel-based communication. For
example, consider the encoding from Lg ycno.s to Ls mcno.s that is the identity on
all forms except the output and join as follows:

def

[[a®)] <Pl = [a)]>[cb)] <[P

C.

[l | .. lax)l> 01 € oo@ier) | ... |ade)] <
[ci(xDI> .. [ei(xp]l > T O

where ¢ is not b or in the free names of P; and ¢ does not intersect with @ or X or
the free names of Q. The key idea is that the direction of communication is reversed;
outputs become inputs, and joins become splits, a fresh name ¢ is transmitted to be
used for then sending the original name b from the output to the encoded join. Thus
the requirement that all inputs of a join interact at once is maintained by all the outputs
of the split.

Lemma 9.1. Given a Ls ycno.y join P and output Q then [P] | [Q] — if and only
ifP|Q+—.

Proof. The proof is by induction on the number of input patterns in P and then for each
one by definition of the poly-match rule. O

Lemma 9.2. If P = Q then [[P]] = [Q]l. Conversely, if [P] = Q then Q = [[P'] for

some P’ = P.

Proof. The proof is trivial for all the primitives except input and output as they are
translated homomorphically. The output is straightforward, the input is by induction
on the number of inputs in the join. O

Lemma 9.3. The translation [[-]| from Ls y1.cno.s into Ls py.cno.s preserves and reflects
reductions.

Proof. Both parts can be proved by straightforward induction on the judgements P —
P’ and [P]] — Q, respectively. In both cases, the base step is the most interesting and
follows from Lemma 9.1, for the second case the step Q —— Q' is ensured by the
definition of the translation and synchronisation rule. The size of k in both cases is 2+
where i is the number of input-patterns of the input involved in P + P’. The inductive
cases where the last rule used is a structural one then rely on Lemma 9.2. O

Theorem 9.4. The encoding from Lgs y.cno.s into Ls pcnos is valid.

Proof. Compositionality and name invariance hold by construction. Operational cor-
respondence (with structural equivalence in the place of ~) and divergence reflection
follow from Lemma 9.3. Success sensitiveness can be proved as follows: P || means
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that there exists P’ and k > 0 such that P —* P’ = P” | /; by exploiting Lemma 9.3 k
times and Lemma 9.2 obtain that [P]] —/ [P']] = [P”'] | v/ where j can be determined
from the instantiations of Lemma 9.2, i.e. that [P]] ||. The converse implication can be
proved similarly. O

The same approach can be used to encode Lg y.cno.s into Ls pcno.s (the identity
on all forms except) with the split and input as follows:

[@by | ... @b <PT € [ae)] ... la(e)] > (@bl < ... <a[exbd] <[Pl
[la(x)]> Q1 vo)a(e)] < [e(x)] > [ Q1]

T does not intersect b or the free names of P; and c is not a or in the free names of Q.

def

Theorem 9.5. The encoding from Lg yrcno.s into Ls ycno.s is valid.
Proof. The proof is similar to Theorem 9.4. m|

The same techniques can be applied to the polyadic variations of the above lan-
guages, and to the asynchronous variations as well.

Theorem 9.6. The languages L_gcno.y and L_gcno,s can validly encode each other.
Proof. The proof is similar to Theorem 9.4. m|

However there are usually not encodings between joining and splitting languages.
This can be illustrated by considering attempts to encode any sort of name-matching
from either joining or splitting into the other.

Theorem 9.7. There exists no valid encoding from L ypym.yinto L____5.

Proof. The proof is by contradiction. Consider the processes P = [("a") | ("b")] >
P’ and O, = [{(a)]< and Q> = [(b)]<. Since P | Q| | Q> +— by validity of the
encoding [P | Q1 | Q> 1 +— so consider this reduction. It must be between some
Ry = [sir) | ... | 5€)] < R} and R, for some s and 7 and R} and R, such that
R | Ry —>. Observe that Ry | R, cannot be areduct of [P | Q1 |0Jlor[P|0]| O, ] or
[0 Q: | O, ] since this would contradict Proposition 3.1. It can be shown that R; must
arise from [[ P ]| since otherwise the reduction would not require all components of the
encoded processes, and so replacing some Q; with the null process in [P | Q1 | O> ]
would still reduce while the unencoded process would not.

Now consider the process S = [(z)] > S’ suchthat Q) | S +——and [ Q; | S ]| — by
operational correspondence. Observe that [ Q; ] interacts with [ P ]| via some [s;(p)]>
Q] (there may be many such, but assume one for simplicity since the following can be
proved for all of them). Now consider the reduction [ Q; | S ]|

e Ifitis via the same [s;(p)] > Q] that interacts with [ P ]| then there must be some

[...| s_](?) | ...1< T in [S ] such that Marcu(z, p) is defined. Observe that
this must not rely on equality/matching of any names that depend upon a since
otherwise the substitution o = {c/a} would prevent the reduction of Q; | oS yet
0; | oS +— and so this would contradict name invariance. However, since no
name in [s;(p)] > Q] depends upon a it follows that [ P | cQ; | Q> | = which
contradicts Proposition 3.1.
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e Otherwise it must be that the reduction is via some different input or output in
[ Q1 1. However, this can be shown to yield divergence or violate operational
correspondence in a similar manner to case (2) of Theorem 7.2.

Theorem 9.8. There exists no valid encoding from La ypyms into L ___ ;.

Proof. The proof is by contradiction in a similar manner to Theorem 9.7 by starting
with the processes P = [(a) | {(b)]< and Q = [("a")] > Q] and Q> = [("B)] > 0. |

These results show that once name-matching (or intensionality) is in play it is no
longer possible for splitting or joining languages to encode one another.

Corollary 9.9. There exists no valid encoding from L ypryinto L___ _5.
Corollary 9.10. There exists no valid encoding from Lapypys into L____ ;.

In the other direction once channels names are no longer representable it becomes
impossible to encode joining into splitting or vice versa. The following results suffice
since adding channel-based communication or name-matches (here with a polyadic tar-
get language) is sufficient to support channel-based communication and thus encoding.

Theorem 9.11. There exists no valid encoding from L4 ypno.s into L__pnos.

Proof. The proof is by contradiction, consider the processes P = [(x) | (y)] > P’ and
01 = [Ka)]<and @, = [{(b)]<«. Since P| Q; | O, > itfollows that[[ P| Q1| Q> ]| — by
operational correspondence and validity of the encoding. Now consider the reduction
[P| Q| Q>] — that must be between some R, = [(f;) | ... | ()] < R| and R,
for some ¢ and R| and R,. Clearly R, | R, cannot be a reduct of [P | Q; | 0] or
[P0 QxTor[0] Q| Q] since this would contradict Proposition 3.1. Further it
can be shown that R; must arise from [[ P ]| since otherwise the reduction would not
require all components of the encoded processes.

It follows that after the initial interaction there must be some input [(p)]>T for some
p and T that arises from [[ P ]| since otherwise by taking P’ = if x = a then Q it can
be that [ P ]| must always diverge after interaction or never diverge, which contradicts
divergence reflection since P | Q; | Q; diverges but P | Q> | O, does not. Now consider
when P’ = if x = a then Q else if x = ¢ then +/ and the substitution o = {c/a, a/c}
andS =P | 011 0s|0(P]|Q;] Q). Observe that S can diverge or report success but
cannot do both. However, it can be shown that [P | Q1 | Q> | o(P | Q1 | O») ] can both
diverge and report success. O

Theorem 9.12. There exists no valid encoding from L ypno.s into L__pno.J.

Proof. The proof is similar to Theorem 9.11 by considering the processes P = [{a) | (b)]<
and 01 = [W] > Q] and Q> = [(p)] > Q). Since P | Q1 | Q> + it follows that
[P]| Qi | Q] > by operational correspondence and validity of the encoding. Now
consider the reduction [P | Q; | Q> +— that must be between some R; =
[((P) | ... | (p)] > R and R, for some p and R and R,. Clearly R | R, cannot be
areduct of [P| Q1 |0Nor [P|O0]| QN or[[0] Q1| Q1 since this would contradict
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Proposition 3.1. Further it can be shown that R; must arise from [ P ]| since otherwise
the reduction would not require all components of the encoded processes.

It follows that after the initial interaction there must be some input [(g)]>T for some
p and T that arises from [ Q; ]| since otherwise taking Q| = if x = a then Q and the
substitution o~ = {c/a} it can be shown that [ Q; ] must always diverge after interaction
or never diverge, which contradicts divergence reflection since P | Q| | Q> can diverge
but oP | Q1 | Q> cannot. Now consider when Q] = if x = a then Q else if x = ¢ then v
and the substitution p = {c/a,a/c}and S = P| Q1| Q> | (P | Q1 | @2). Observe
that S can diverge or report success but cannot do both. However, it can be shown
that [P | Q1| Q2 | (P | Q1 | Q2) ]l can both diverge and report success since the input
[(@)] > T cannot distinguish between the partial reductions. O

Thus although there are some languages where a difference only of joining or split-
ting prove equally expressive, in general different forms of coordination usually indi-
cate differences in expressive power.

10. Conclusions and Future Work

Languages with non-binary coordination have been considered before, although
less often than binary languages. It turns out that increases in coordination degree cor-
respond to increases in expressive power. For example, an intensional binary language
cannot be encoded by a non-intensional joining language. However, encodings from
lesser coordination languages into greater coordination languages are still dependent
upon other features.

This formalises that languages like the Join Calculus, general rendezvous calcu-
lus, and m-calculus cannot be validly encoded into binary languages, regardless of
other features. Although there exist encodings from (for example) Join Calculus into
m-calculus [15] these do not meet the criteria for a valid encoding used here. The gen-
eral approach used in such encodings is to encode joins by [ [m(x) | n(y)] > P] =
m(x).n(y).[ P, however this can easily fail operational correspondence, divergence
reflection, or success sensitivity. For example consider P; = [c;(w) | c2(x)] > +/ and
Py = [c2(y) | c1(2)] > Q and Q = c{a) | c2(b). Together P; | P, | Q can either report
success or diverge, but their encoding [ P; | P> | Q ]| can deadlock. Even ordering the
channel names to prevent this can be shown to fail under substitutions.

In general the coordination feature is unrelated to any of the other features. That
is: none of synchronicity, arity, communication-medium, or pattern-matching can be
encoded by coordination. Similarly, none of the other features can encode greater
coordination features into lesser ones; full-coordination languages cannot be encoded
into joining or splitting languages, and neither joining nor splitting languages can be
encoded into binary languages.

Apart from these more general results, it turns out that joining and splitting lan-
guages can sometimes encode one another. In particular, a source language without
name matching or intensionality can be encoded into a target language that can repre-
sent channel based communication. Indeed, this holds both from joining into splitting,
and splitting into joining. This further reinforced prior results that pattern matching is
the most significant feature for understanding expressiveness.
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