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Memory Lower Bounds for Randomized Collaborative Search and

Applications to Biology

Ofer Feinerman∗ Amos Korman†

Abstract

Initial knowledge regarding group size can be crucial for collective performance. We study this relation

in the context of the Ants Nearby Treasure Search (ANTS) problem [32], which models natural cooperative

foraging behavior such as that performed by ants around their nest. In this problem, k (probabilistic)

agents, initially placed at some central location, collectively search for a treasure on the two-dimensional

grid. The treasure is placed at a target location by an adversary and the goal is to find it as fast as possible

as a function of both k and D, where D is the (unknown) distance between the central location and

the target. It is easy to see that T = Ω(D + D2/k) time units are necessary for finding the treasure.

Recently, it has been established that O(T ) time is sufficient if the agents know their total number k
(or a constant approximation of it), and enough memory bits are available at their disposal [32]. In this

paper, we establish lower bounds on the agent memory size required for achieving certain running time

performances. To the best our knowledge, these bounds are the first non-trivial lower bounds for the

memory size of probabilistic searchers. For example, for every given positive constant ǫ, terminating

the search by time O(log1−ǫ k · T ) requires agents to use Ω(log log k) memory bits. Such distributed

computing bounds may provide a novel, strong tool for the investigation of complex biological systems.

Keywords: search algorithms; memory bounds; advice complexity; mobile robots; speed-up; cow-path

problem; online algorithms; quorum sensing; social insects; central place foraging, ants.
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1 Introduction

Background and Motivation: Individuals in biological groups assemble in groups that allow them, among

other things, to monitor and react to relatively large environments. For this, individuals typically disperse

over length scales that are much larger than those required for communication. Thus, collecting knowledge

regarding larger areas dictates a dispersion that may come at the price of group coordination and efficient

information sharing. A possible solution involves the use of designated, localized areas where individuals

convene to share information and from which they then disperse to interact with the environment. Indeed,

there are numerous examples for such convention areas in the biological world. Cells of the immune system

undergo a collective activation, differentiation and maturation process away from the site of infection and

within compact lymph nodes [24]. Birds are known to travel long distances from their feeding grounds to

communal sleeping area where they were shown to share information regarding food availability [56, 57].

Here we focus, on a third example, that of collective central place foraging [39, 23] where a group of animals

leave a central location (e.g., a nest) to which they then retrieve collected food items. Here as well, the

localized nest area enables efficient communication. Ants, for example, were shown to share information

within their nest regarding food availability and quality outside it [10, 58]. This information is then used as a

means of regulating the foraging efforts.

One piece of information that may be available to a localized group is its size. Group size may be used

to reach collective decisions which then affect the subsequent behavioral repertoire of the individuals. The

most prevalent example is that of quorum sensing; a binary estimate of group size or density. Such threshold

measurements are exhibited by a multitude of biological systems such as bacteria [49], amoeba [53], T-cells

of the immune system [9, 31] and social insects [42]. The quorum sensing process constitutes a first decision

step that may lead to cell differentiation and divergent courses of action. Going beyond quorum sensing: there

are evidences for higher resolution estimates of group size in, for example, wild dogs where multiple hunting

tactics are employed in correlation with increasing numbers of participating individuals [52].

Here, we focus on the potential benefits of estimating group size in the context of collective central place

foraging. Ants, for example, engage in this behavior in a cooperative manner - individuals search for food

items around the nest and share any findings. Clearly, due to competition and other time constrains, food

items must be found relatively fast. Furthermore, finding food not only fast but also in proximity to the central

location holds numerous advantages at both the search and the retrieval stages. Such advantages include, for

example, decreasing predation risk [25], and increasing the rate of food collection once a large quantity of

food is found [39, 23]. Intuitively, the problem at hand is distributing searchers within bounded areas around

the nest while minimizing overlaps. Ants may possibly exchange information inside the nest, however, once

they are out, minimizing search overlaps decreases the rate of communication via pairwise interaction, in

some species, to a seemingly negligible degree [23].

It was previously shown that the efficiency of collective central place foraging may be enhanced by initial

knowledge regarding group size [32]. More specifically, that paper introduces the Ants Nearby Treasure

Search (ANTS) problem, which models the aforementioned central place foraging setting. In this problem, k
(probabilistic) agents, initially placed at some central location, collectively search for a treasure in the two-

dimensional grid. The treasure is placed at a target location by an adversary and the goal is to find it as fast as

possible as a function of both k and D, where D is the (unknown) distance between the central location and

the target. Once the agents initiate the search they cannot communicate between themselves. Based on volume

considerations, it is an easy observation that the expected running time of any algorithm is Ω(D + D2/k).
It was established in [32] that the knowledge of a constant approximation of k allows the agents to find the

treasure in asymptotically optimal expected time, namely, O(D + D2/k). On the other hand, the lack of

any information of k prevents them from reaching expected time that is higher than optimal by a factor of

O(log k). That work also establishes lower bounds on the competitiveness of the algorithm in the particular
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case where some given approximation to k is available to all nodes.

In this work, we simulate the initial step of information (e.g., regarding group size) sharing within the

nest by using the abstract framework of advice (see, e.g., [11, 18, 21]). That is, we model the preliminary

process for gaining knowledge about k (e.g., at the central location) by means of an oracle that assigns advice

to agents. To measure the amount of information accessible to agents, we analyze the advice size, that is, the

maximum number of bits used in an advice. Since we are mainly interested in lower bounds on the advice

size required to achieve a given competitive ratio, we apply a liberal approach and assume a highly powerful

oracle. More specifically, even though it is supposed to model a distributed (probabilistic) process, we assume

that the oracle is a centralized probabilistic algorithm (almost unlimited in its computational power) that can

assign each agent with a different advice. Note that, in particular, by considering identifiers as part of the

advice, our model allows to relax the assumption that all agents are identical and to allow agents to be of

several types. Indeed, in the context of ants, it has been established that ants on their first foraging bouts

execute different protocols than those that are more experienced [54].

The main technical results of this paper deal with lower bounds on the advice size. For example, with

the terminology of advice, [32] showed that advice of size O(log log k) bits is sufficient to obtain an O(1)-
competitive algorithm. We prove that this bound is tight. In fact, we show a much stronger result, that is, that

advice of size Ω(log log k) is necessary even for achieving competitiveness which is as large as O(log1−ǫ k),
for every given positive constant ǫ. On the other extremity, we show that Ω(log log log k) bits of advice are

necessary for being O(log k)-competitive, and that this bound is tight. In addition, we exhibit lower bounds

on the corresponding advice size for a range of intermediate competitivenesses.

Observe that the advice size bounds from below the number of memory bits used by an agent, as this

amount of bits in required merely for storing some initial information. In general, from a purely theoretical

point of view, analyzing the memory required for efficient search is a central theme in computer science

[45, 48], and is typically considered to be difficult. To the best of our knowledge, this paper is the first to

exhibit non-trivial lower bounds for the memory size of probabilistic agents in the context of search problems.

From a high level perspective, we hope to illustrate that distributed computing can potentially provide a

novel and efficient methodology for the study of highly complex, cooperative biological ensembles. Indeed,

if experiments that fit our setting reveal that the ants’ search is time efficient, in the sense detailed above, then

our theoretical results can provide some insight on the memory ants use for this task. A detailed discussion of

this approach is given in Section 5.

Our results: The main technical results deal with lower bounds on the advice size. Our first result is

perhaps the most surprising one. It says not only that Ω(log log k) bits of advice are required to obtain an

O(1)-competitive algorithm, but that roughly this amount is necessary even for achieving competitiveness

which is as large as O(log1−ǫ k), for every given positive constant ǫ. This result should be put in contrast to

the fact that with no advice at all, one can obtain a search algorithm whose competitiveness is slightly more

than logarithmic [32].

Theorem 1.1 There is no search algorithm that is O(log1−ǫ k)-competitive for some fixed positive ǫ, using

advice of size o(log log k).

On the other extremity, we show that Ω(log log log k) bits of advice are necessary for constructing an

O(log k)-competitive algorithm, and we prove that this bound on the advice is in fact tight.

Theorem 1.2 There is no O(log k)-competitive search algorithm , using advice of size log log log k − ω(1).
On the other hand, there exists an O(log k)-competitive search algorithm using advice of size log log log k +
O(1).
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Competitiveness Advice size
Tight bound O(1) Θ(log log k)
Tight bound O(log1−ǫ k) 0 < ǫ < 1 Θ(log log k)
Lower bound log k/2log

ǫ log k 0 < ǫ < 1 logǫ log k −O(1)
Tight bound O(log k) log log log k +Θ(1)
Upper bound [32] O(log1+ǫ k) zero

Table 1: Bounds on the advice for given competitiveness

Finally, we also exhibit lower bounds for the corresponding advice size for a range of intermediate com-

petitivenesses.

Theorem 1.3 Consider a Φ(k)-competitive search algorithm using advice of size Ψ(k). Then, Φ(k) =
Ω(log k/2Ψ(k)), or in other words, Ψ(k) = log log k − log Φ(k) − O(1). In particular, if Φ(k) = log k

2logǫ log k ,

then Ψ(k) = logǫ log k −O(1).

Our results on the advice complexity are summarized in Table 1. As mentioned, our lower bounds on the

advice size are also lower bounds on the memory size of agents. To the best of our knowledge, this paper is

the first to exhibit non-trivial lower bounds for the memory size of probabilistic agents in the context of search

problems.

Related Work: Our current work falls within the framework of natural algorithms, a recent attempt to study

biological phenomena from an algorithmic perspective [1, 7, 14, 32].

The notion of advice is central in computer science (in fact, checking membership in NP-languages can be

viewed as computing with advice). In particular, the concept of advice and its impact on various computations

has recently found various applications in distributed computing. In this context, the main measure used is

the advice size. It is for instance analyzed in frameworks such as proof labeling [34, 35], broadcast [18], local

computation of MST [21], graph coloring [19] and graph searching by a single robot [11]. Very recently, it

has also been investigated in the context of online algorithms [8, 17].

Collective search is a classical problem that has been extensively studied in different contexts (for a more

comprehensive summary refer to [32]). Social foraging theory [22] and central place foraging typically deal

with optimal resource exploitation strategies between competing or cooperating individuals. Actual collective

search trajectories of non-communicating agents have been studied in the physics literature (e.g., [43, 59]).

Reynolds [43] achieves optimal speed up through overlap reduction which is obtained by sending searchers on

near -straight disjoint lines to infinity. This must come at the expense of finding proximal treasures. Harkness

and Maroudas [23] combined field experiments with computer simulations of a semi-random collective search

and suggest substantial speed ups as group size increases. The collective search problem has further been

studied from an engineering perspective (e.g., [41]). In this case, the communication between agents (robots)

or their computational abilities are typically unrestricted. These works put no emphasis on finding nearby

treasures fast. Further, there is typically no reference to group size or its knowledge by the agents.

In the theory of computer science, the exploration of graphs using mobile agents is a central question.

Most of the research for graph exploration is concerned with the case of a single deterministic agent exploring

a finite graph, see, e.g., [2, 6, 28, 29, 30, 40, 45]. The more complex setting on using multiple identical agents

has received much less attention. Exploration by deterministic multiple agents was studied in, e.g., [4, 27, 33].

In general, one of the main challenges in search problems is the establishment of memory bounds. For

example, the question of whether a single agent can explore all finite undirected graphs using logarithmic
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memory was open for a long time; answering it to the affirmative [45] established an equality between the

classes of languages SL and L. As another example, it was proved in [48] that no finite set of constant memory

agents can explore all graphs. To the best of our knowledge, the current paper is the first paper establishing

non-trivial lower bounds for the memory of randomized searching agents with respect to given time constrains.

The simplest (and most studied) probabilistic search algorithm is the random walk. In particular, several

studies analyzing the speed-up measure for k-random walkers have recently been published. In these papers,

a speed-up of Ω(k) is established for various finite graph families, including, e.g., expenders and random

graphs [3, 16, 12]. In contrast, for the two-dimensional n-node grid, as long as k is polynomial in n, the speed

up is only logarithmic in k. The situation with infinite grids is even worse. Specifically, though the k-random

walkers would find the treasure with probability one, the expected (hitting) time becomes infinite.

Evaluating the running time as a function of D, the distance to the treasure, was studied in the context of

the cow-path problem. Specifically, it was established in [5] that the competitive ratio for deterministically

finding a point on the real line is nine, and that in the two-dimensional grid, the spiral search algorithm is

optimal up to lower order terms. Several other varients where studied in [15, 36, 37, 38]. In particular, in

[38], the cow-path problem was extended by considering k agents. However, in contrast to our setting, the

agents they consider have unique identities, and the goal is achieved by (centrally) specifying a different path

for each of the k agents.

The question of how important it is for individual processors to know their total number has recently been

addressed in the context of locality. Generally speaking, it has been observed that for several classical local

computation tasks, knowing the number of processors is not essential [26]. On the other hand, in the context

of local decision, some evidence exist that such knowledge is crucial for non-deterministic decision [20].

2 Preliminaries

General setting: We consider the Ants Nearby Treasure Search (ANTS) problem initially introduced in [32].

In this central place searching problem, k mobile agents are searching for a treasure on the two-dimensional

plane. The agents are probabilistic mobile machines (robots). They are identical, that is, all agents execute

the same protocol P. Each agent has some limited field of view, i.e., each agent can see its surrounding up to

a distance of some ε > 0. Hence, for simplicity, instead of considering the two-dimensional plane, we assume

that the agents are actually walking on the integer two-dimensional infinite grid G = Z
2 (they can traverse an

edge of the grid in both directions). The search is central place, that is, all k agents initiate the search from

some central node s ∈ G, called the source. Before the search is initiated, an adversary locates the treasure at

some node t ∈ G, referred to as the target node. Once the search is initiated, the agents cannot communicate

among themselves. We denote by D the (Manhattan) distance between the source node and the target, i.e.,

D = dG(s, t). It is important to note that the agents have no a priori information about the location of t or

about D. We say that the agents find the treasure when one of the agents visits the target node t. The goal of

the agents it to find the treasure as fast as possible as a function of both D and k.

Since we are mainly interested in lower bounds, we assume a very liberal setting. In particular, we do

not restrict neither the computational power nor the navigation capabilities of agents. Moreover, we put no

restrictions on the internal storage used for navigation1 .

Oracles and Advice: We would like to model the situation in which before the search actually starts, some

1On the other hand, we note that for constructing upper bounds, the algorithms we consider use simple procedures that can be

implemented using relatively little resources. For example, with respect to navigation, the constructions only assume the ability to

perform four basic procedures, specifically: (1) choose a direction uniformly at random, (2) walk in a “straight line” to a prescribed

distance and direction, (3) perform a spiral search around a given node (see, e.g., [5]), and (4) return to the source node.
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initial communication may be made between the agents at the source node. In reality, this preliminary com-

munication may be quite limited. This may be because of difficulties in the communication that are inherent

to the agents or the environment, e.g., due to faults or limited memory, or because of asynchrony issues re-

garding the different starting times of the search, or simply because agents are identical and it may be difficult

for agents to distinguish one agent from the other. Nevertheless, we consider a very liberal setting in which

this preliminary communication is almost unrestricted.

More specifically, we consider a centralized algorithm called oracle that assigns advices to agents in a

preliminary stage. The oracle, denoted by O, is a probabilistic2 centralized algorithm that receives as input a

set of k agents and assigns an advice to each of the k agents. We assume that the oracle may use a different

protocol for each k; given k, the randomized algorithm used for assigning the advices to the k agents is

denoted by Ok. Furthermore, the oracle may assign a different advice to each agent3. Observe, this definition

of an oracle allows it to simulate almost any reasonable preliminary communication between the agents4.

It is important to stress that even though all agents execute the same searching protocol, they may start

the search with different advices. Hence, since their searching protocol may rely on the content of this initial

advice, agents with different advices may behave differently. Another important remark concerns the fact that

some part of the advices may be used for encoding (not necessarily disjoint) identifiers. That is, assumptions

regarding the settings in which not all agents are identical and there are several types of agents can be captured

by our setting of advice.

To summarize, a search algorithm is a pair 〈P,O〉 consisting of a randomized searching protocol P and

randomized oracle O = {Ok}k∈N. Given k agents, the randomized oracle Ok assigns a separate advice

to each of the given agents. Subsequently, all agents initiate the actual search by letting each of the agents

execute protocol P and using the corresponding advice as input to P. Once the search is initiated, the agents

cannot communicate among themselves.

Consider an oracle O. Given k, let ΨO(k) denote the maximum number of bits devoted for encoding

the advice of an agent, taken over all coin tosses of Ok, and over the k agents. In other words, ΨO(k) is

the minimum number of bits necessary for encoding the advice, assuming the number of agents is k. Note

that ΨO(k) also bounds from below the number of memory bits of an agent required by the search algorithm

〈P,O〉, assuming that the number of agents is k. The function ΨO(·) is called the advice size function of

oracle O. (When the context is clear, we may omit the subscript O from ΨO(·) and simply use Ψ(·) instead.)

Time complexity: When measuring the time to find the treasure, we assume that all internal computations

are performed in zero time. For the simplicity of presentation, we assume that the movements of agents are

synchronized, that is, each edge traversal is performed in precisely one unit of time. Indeed, this assumption

can easily be removed if we measure the time according to the slowest edge-traversal. We also assume that

all agents start the search simultaneously at the same time. This assumption can also be easily removed by

starting to count the time when the last agent initiates the search.

2It is not clear whether or not a probabilistic oracle is strictly more powerful than a deterministic one. Indeed, the oracle assigning

the advice is unaware of D, and may thus potentially use the randomization to reduce the size of the advices by balancing between

the efficiency of the search for small values of D and larger values.
3We note that even though we consider a very liberal setting, and allow a very powerful oracle, the oracles we use for our upper

bounds constructions are very simple and rely on much weaker assumptions. Indeed, these oracles are deterministic and assign the

same advice to each of the k agents.
4For example, it can simulate to following very liberal setting. Assume that in the preprocessing stage, the k agents are organized

in a clique topology, and that each agent can send a separate message to each other agent. Furthermore, even though the agents are

identical, in this preprocessing stage, let us assume that agents can distinguish the messages received from different agents, and that

each of the k agents may use a different probabilistic protocol for this preliminary communication. In addition, no restriction is made

neither on the memory and computation capabilities of agents nor on the preprocessing time, that is, the preprocessing stage takes

finite, yet unlimited, time.

5



The expected running time of a search algorithm A := 〈P,O〉 is the expected time until at least one

of the agents finds the treasure. The expectation is defined with respect to the coin tosses made by the

(probabilistic) oracle O assigning the advices to the agents, as well as the subsequent coin tosses made by the

agents executing P. We denote the expected running time of an algorithm A by τ = τA(D, k). In fact, for

our lower bound to hold, it is sufficient to assume that the probability that the treasure is found by time 2τ is

at least 1/2. By Markov inequality, this assumption is indeed weaker than the assumption that the expected

running time is τ .

Note that if an agent knows D, then it can potentially find the treasure in time O(D), by walking to

a distance D in some direction, and then performing a circle around the source of radius D (assuming, of

course, that its navigation abilities enable it to perform such a circle). On the other hand, with the absence of

knowledge about D, an agent can find the treasure in time O(D2) by performing a spiral search around the

source (see, e.g., [5]). The following observation imply that Ω(D +D2/k) is a lower bound on the expected

running time of any search algorithm. The proof is straightforward and can be found in [32].

Observation 2.1 The expected running time of any algorithm is Ω(D+D2/k), even if the number of agents k
is known to all agents.

We evaluate the time performance of an algorithm with respect to the lower bound given by Observa-

tion 2.1. Formally, let Φ(k) be a function of k. A search algorithm A := 〈P,O〉 is called Φ(k)-competitive if

τA(D, k) ≤ Φ(k) · (D +D2/k),

for every integers k and D. Our goal is establish connections between the size of the advice, namely Ψ(k),
and the competitiveness Φ(k) of the search algorithm.

More definitions: The distance between two nodes u, v ∈ G, denoted d(u, v), is simply the Manhattan

distance between them, i.e., the number of edges on the shortest path connecting u and v in the grid G. For a

node u, let d(u) := d(u, s) denote the distance between u and the source node. Hence, D = d(t).

3 Lower Bounds on the Advice

The theorem below generalizes Theorem 4.1 in [32], taking into account the notion of advice. The proof

of the theorem contains the main technical contribution of our paper. All our lower bound results follow as

corollaries of this theorem. Note that for the theorem to be meaningful we are interested in advice size whose

order of magnitude is less than log log k. Indeed, if Ψ(k) = log log k, then one can encode a 2-approximation

of k in each advice, and obtain an optimal result, that is, an O(1)-competitive algorithm (see [32]).

Before stating the theorem, we need the following definition. A non-decreasing function Φ(x) is called

relatively-slow if Φ(x) is sublinear (i.e., Φ(x) = o(x)) and if there exist two positive constants c1 and c2 < 2
such that when restricted to x > c1, we have Φ(2x) < c2 · Φ(x). Note that this definition captures many

natural sublinear functions5 .

Theorem 3.1 Consider a Φ(k)-competitive search algorithm using advice of size Ψ(k). Assume that Φ(·)
is relatively-slow and that Ψ(·) is non-decreasing. Then there exists some constant x′, such that for every

k > 2x′, the sum
∑log k

i=x′
1

Φ(2i)·2Ψ(k) is at most some fixed constant.

5For example, note that the functions of the form α0+α1 log
β1 x+α2 log

β2 log x+α32
logβ3 log x log x+α4 log

β4 x logβ5 log x,

(for non-negative constants αi and βi, i = 1, 2, 3, 4, 5 such that
∑4

i=1 αi > 0) are all relatively-slow.
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Proof. Consider a search algorithm with advice size Ψ(k) and competitiveness Φ′(k), where Φ′(·) is relatively-

slow. By definition, the expected running time is less than τ(D, k) = (D+D2/k)·Φ′(k). Note, for k ≤ D, we

have τ(D, k) ≤ D2Φ(k)
k , where Φ(k) = 2Φ′(k), and Φ(·) is relatively-slow. Let c1 be the constant promised

by the fact that Φ is relatively-slow. Let x0 > c1 be sufficiently large so that x0 is a power of 2, and for every

x > x0, we have Φ(x) < x (recall, Φ is sublinear).

Fix an integer T > x20. In the remaining of the proof, we assume that the treasure is placed somewhere at

distance D := 2T + 1. Note, this means, in particular, that by time 2T the treasure has not been found yet.

Next, for every integer i ∈ [log x0,
1
2 log T ], set

ki = 2i and di =

√

T · ki
Φ(ki)

.

Fix an integer i in [log x0,
1
2 log T ], and let B(di) := {v ∈ G : d(v) ≤ di} denote the ball of radius

di around the source node. We consider now the case where the algorithm is executed with ki agents (using

the corresponding advices given by the oracle Oki). For every set of nodes S ⊆ B(di), let χi(S) denote the

random variable indicating the number of nodes in S that were visited by at least one of the ki agents by time

2T . (For short, for a singleton node u, we write χi(u) instead of χi({u}).) Note, the value of χi(S) depends

on the values of the coins tosses made by the oracle for assigning the advices as well as on the values of the

coins tossed by the ki agents. Now, define the ring Ri := B(di) \B(di−1). The proof of the following claim

is deferred to Appendix A.

Claim 3.2 For each integer i ∈ [log x0,
1
2 log T ], we have E(χi(Ri)) = Ω(d2i ).

Note that for each i ∈ [log x0+1, 12 log T ], the advice given by the oracle to any of the ki agents must use

at most Ψ(ki) ≤ Ψ(
√
T ) bits. In other words, for each of these ki agents, each advice is some integer whose

value is at most 2Ψ(
√
T ).

Let W (j, i) denote the random variable indicating the number of nodes in Ri visited by the j’th agent

by time 2T , assuming that the total number of agents is ki. By Claim 3.2, for every integer i ∈ [log x0 +
1, 12 log T ], we have:

E





ki
∑

j=1

W (j, i)



 ≥ E(χi(Ri)) = Ω(d2i ).

By linearity of expectation, it follows that for every integer i ∈ [log x0 + 1, 12 log T ], there exists an integer

j ∈ {1, 2, · · · , ki} for which

E(W (j, i)) = Ω(d2i /ki) = Ω(T/Φ(ki)).

Now, for each advice in the relevant range, that is, for each a ∈ {1, · · · , 2Ψ(
√
T )}, let M(a, i) denote the

random variable indicating the number of nodes in Ri that an agent with advice a visits by time 2T . Note, the

value ofM(a, i) depends only on the values of the coin tosses made by the agent. On the other hand, note that

the value of W (j, i) depends on the results of the coin tosses made by the oracle assigning the advice, and

the results of the coin tosses made by the agent that uses the assigned advice. Recall, the oracle may assign

an advice to agent j according to a distribution that is different than the distributions used for other agents.

However, regardless of the distribution used by the oracle for agent j, it must be the case that there exists an

advice ai ∈ {1, · · · , 2Ψ(
√
T )}, for which E(M(ai, i)) ≥ E(W (j, i)). Hence, we obtain:

E(M(ai, i)) = Ω(T/Φ(ki)).
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Let A = {ai | i ∈ [log x0 + 1, 12 log T ]}. Consider now an “imaginary” scenario6 in which we execute

the search algorithm with |A| agents, each having a different advice in A. That is, for each advice a ∈ A, we

have a different agent executing the algorithm using advice a. For every set S of nodes, let χ̂(S) denote the

random variable indicating the number of nodes in S that were visited by at least one of these |A| agents by

time 2T , and let χ̂ denote the random variable indicating the total number of nodes that were visited by at

least one of these agents by time 2T .

By definition, for each i ∈ [log x0 + 1, 12 log T ], the expected number of nodes in Ri visited by at least

one of these |A| agents is

E(χ̂(Ri)) ≥ E(M(ai, i)) = Ω(T/Φ(ki)).

Since the sets Ri are pairwise disjoint, the linearity of expectation implies that the expected number of nodes

covered by these agents by time 2T is

E(χ̂) ≥
1
2
log T
∑

i=x0+1

E(χ̂(Ri)) = Ω





1
2
log T
∑

i=x0+1

T

Φ(ki)



 = T · Ω





1
2
log T
∑

i=x0+1

1

Φ(2i)



 .

Recall that A is included in {1, · · · , 2Ψ(
√
T )}. Hence, once more by linearity of expectation, there must exist

an advice â ∈ A, such that the expected number of nodes that an agent with advice â visits by time 2T is

T · Ω





1
2
log T
∑

i=x0+1

1

Φ(2i) · 2Ψ(
√
T )



 .

Since each agent may visit at most one node in one unit of time, it follows that, for every T large enough,

the sum
∑

1
2
log T

i=x0+1 1/Φ(2
i) · 2Ψ(

√
T ) is at most some fixed constant. The proof of the theorem now follows by

replacing the variable T with T 2. �

Corollary 3.3 Consider a Φ(k)-competitive search algorithm using advice of size Ψ(k). Assume that Φ(·) is

relatively-slow. Then, Φ(k) = Ω(log k/2Ψ(k)), or in other words, Ψ(k) = log log k − log Φ(k)−O(1).

Proof. Theorem 3.1 says that for every k, we have 1
2Ψ(k)

∑log k
i=1

1
Φ(2i)

= O(1). On the other hand, since Φ is

non-decreasing, we have
∑log k

i=1
1

Φ(2i)
≥ log k

Φ(k) . Hence, log k
2Ψ(k)·Φ(k)

= O(1). The corollary follows. �

The following corollary follows directly from the previous one.

Corollary 3.4 Let ǫ < 1 be a positive constant. Consider a
log k

2log
ǫ log k -competitive search algorithm using

advice of size Ψ(k). Then Ψ(k) = logǫ log k −O(1).

Our next corollary implies that even though O(log log k) bits of advice are sufficient for obtaining O(1)-
competitiveness, roughly this amount of advice is necessary even for achieving relatively large competitive-

ness.

Corollary 3.5 There is no search algorithm that is O(log1−ǫ k)-competitive for some positive constant ǫ,
using advice of size Ψ(k) = ǫ log log k − ω(1).

6The scenario is called imaginary, because, instead of letting the oracle assign the advice for the agents, we impose a particular

advice to each agent, and let the agents perform the search with our advices. Note, even though such a scenario cannot occur by the

definition of the model, each individual agent with advice a cannot distinguish this case from the case that the number of agents was

some k′ and the oracle assigned it the advice a.
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Proof. Assume that the competitiveness is Φ(k) = O(log1−ǫ k). Then,
∑log k

i=1
1

Φ(2i)·2Ψ(k) = Ω
(

logǫ k
2Ψ(k)

)

.

According to Theorem 3.1, this sum must converge, and hence, we cannot have Ψ(k) = ǫ log log k−ω(1). �

Corollary 3.6 There is no O(log k)-competitive search algorithm, using advice of size log log log k − ω(1).

Proof. Assume that the competitiveness is Φ(k) = O(log k). Since Φ(2i) = O(i), we have
∑log k

i=1 1/Φ(2i) =
∑log k

i=1 1/i = Ω(log log k). According to Theorem 3.1, 1
2Ψ(k)

∑log k
i=1 1/Φ(2i) = Ω(log log k/2Ψ(k)) must

converge as k goes to infinity. In particular, we cannot have Ψ(k) = log log log k − ω(1). �

4 Upper Bound

The lower bound on the advice size given in Corollary 3.5 is tight, as O(log log k) bits of advice are sufficient

to obtain an O(1)-competitive search algorithm. To further illustrate the power of Theorem 3.1, we now show

that the lower bound mentioned in Corollary 3.6 is also tight. Theorem 1.2 follows by combining the theorem

below and Corollary 3.6.

Theorem 4.1 There exists an O(log k)-competitive algorithm using log log log k +O(1) bits of advice.

Proof. For each integer i, let Bi := {u : d(u) ≤ 2i}. Without loss of generality, we may assume that k is

sufficiently large, specifically, k ≥ 4. Given k agents, the oracle simply encodes the advice Ok = ⌊log log k⌋
at each agent. Note that since k ≥ 4, we have Ok ≥ 1. Observe also that the advice Ok can be encoded using

log log log k +O(1) bits.

For an advice α, let K(α) be the set of integers k such that k is a power of 2 and Ok = α. Let g(α) be the

number of elements in K(α), i.e., g(α) = |K(α)|. We enumerate the elements in K(α) from small to large,

namely,

K(α) = {k1(α), k2(α), · · · , kg(α)(α)},
where kρ(α) is the ρ’s smallest integer in K(α), for ρ ∈ {1, 2, · · · , g(α)}. Consider Algorithm A described

below.

The following lemma whose proof is deferred to Appendix B establishes the theorem.

Lemma 4.2 Algorithm A is O(log k) competitive. �

5 Conclusion and Discussion

As stated above, a central place allows for a preliminary stage in which a group of searchers may assess

some knowledge about its size. From a biological perspective, very little is known about such processes. Our

theoretical lower bounds on advice size may enable us to relate group search performance to the extent of

information sharing within the nest. Furthermore, our lower bounds on the memory size (or, alternatively, on

the number of states), may provide some evidence concerning the actual memory capacity of foraging ants.

A common problem, when studying a biological system is the complexity of the system and the huge

number of parameters involved. A typical study involves a choice of the processes relevant for the behavior

at hand, and the merging of these processes into a ’behavioral algorithm’. If the algorithm is simple enough,

a small number of unknown parameters (e.g., chemical rates) may be tuned to simulate experimentally mea-

sured behaviors. It is not surprising that a large number of parameters could be used to fit the finite number
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begin

Let α be the advice given to the agent. The agent first chooses an integer ρ ∈ {1, 2, · · · , g(α)}
uniformly at random, and performs the following double loop;

for j from 1 to ∞ do the stage j defined as follows

for i from 1 to j do the phase i defined as follows

• Let ti = 22i+2α+2/kρ(α).
• Perform a spiral search (that starts at the source) for time ti + 2i.
• Return to the source s
• Go to a node u ∈ Bi chosen uniformly at random among the nodes in Bi

• Perform a spiral search for time ti.
• Return to the source s.

end

end

end

Algorithm 1: The algorithm A.

of experimentally measured features. The methodology, therefore, stands to the test for its ability to pre-

dict system behavior in a different experimental setting. However, a different setting typically requires the

consideration of more processes with new unknown parameters - and predictive strengths are restricted. To

summarize, biological systems seem to resist these straightforward techniques.

Several alternative directions with the potential to provide concise are being explored. One tactic is

reducing the parameter space. This is done by dividing the parameter space into critical and non-critical

directions where changes in non-critical parameters do not affect overall system behavior [60, 61]. A different

approach involves the definitions of bounds which govern a biological systems. Bounds may originate from

physics: the sensitivity of eyes is limited by quantum shot noise and that of biochemical signaling pathways

by noise originating from small number fluctuations [62]. Information theory has also been used to formulate

such bounds, for example, by bounding information transmission rates of sensory neurons [63]. Note that the

biological systems are confined by these bounds independently of any algorithms or parameters.

Our results are an attempt to draw non-trivial bounds on biological systems from the field of distributed

computing. Such bounds are particularly interesting since they provide not a single bound but a relations

between key parameters, in our case these would be the memory capacity of an agent and collective search

efficiency. Indeed, suppose experiments on living ants indicate that they solve the search problem relatively

fast [23]; viewing the memory of ants from an information theoretical point of view, such experiments can be

combined with our memory lower bounds to give a quantitative evidence on the number of bits of memory

used by ants for such tasks (or, alternatively, on the number of states they use). Obviously, to truly illustrate the

concept, one must give precise (non-asymptotical) bounds and of course, conduct a careful experiment. This

is beyond the scope of this paper. Nevertheless, we hope that our results may give some “proof of concept”

that such a methodology is possible.

For conducting such an experiment, two natural candidates are desert ants Cataglyphys and honeybees

Apis mellifera. One reason for focusing on these two species is that they both seem to face similar settings to

the one we use. Indeed, communication appears to be negligible during the search because of the dispersed-

ness of individuals [23] and their inability to leave chemical trails. Furthermore, the task of finding the treasure

is relevant, as food sources in many cases are indeed relatively rare or patchy. Moreover, due to the reasons

mentioned in Section 1, finding nearby sources of food is crucial. A second reason is that insects of these

species seem to have computational power and behavioral patterns somewhat resembling the ones we use for

10



the algorithms described in the upper bounds (both in the current paper and in [32]). Indeed, such insects have

been shown to have the computational capacity to maintain a compass-directed vector flight [13, 23], measure

distance using an internal odometer [50, 51], travel to distances taken from a random power law distribution

[47], and perform spiral or quasi-spiral movement patterns [44, 46, 55]. Moreover, the search trajectories of

desert ants have been shown to include two distinguishable sections: a long straight path in a given direction

emanating from the nest and a second more tortuous path within a small confined area [23, 54].
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APPENDIX

A Proof of Claim 3.2

To see why the claim holds, note that by the properties of Φ, and from the fact that 2i ≤
√
T , we get that ki ≤

di, and therefore, τ(di, ki) ≤ d2iΦ(ki)
ki

= T . It follows that for each node u ∈ B(di), we have τ(d(u), ki) ≤ T ,

and hence, the probability that u is visited by time 2T is at least 1/2, that is, Pr(χi(u) = 1) ≥ 1/2. Hence,

E(χi(u)) ≥ 1/2. Now, by linearity of expectation,

E(χi(Ri)) =
∑

u∈Ri

E(χi(u)) ≥ |Ri|/2.

Consequently, by time 2T , the expected number of nodes in Ri that are visited by the ki agents is Ω(|Ri|) =
Ω (di−1(di − di−1)) = Ω

(

T ·ki
Φ(ki−1)

·
(√

2Φ(ki−1)
Φ(ki)

− 1
))

= Ω
(

T ·ki
Φ(ki)

)

= Ω(d2i ), where the second equality

follows from the fact that di = di−1 ·
√

2Φ(ki−1)
Φ(ki)

, and the third equality follows from the fact that Φ(·) is

relatively-slow. This establishes the claim. �

B Proof of Lemma 4.2

Let us analyze the performances of algorithm A. Our goal is to show that A is O(log k)-competitive. We

begin with the following observation.

Observation B.1 g(Ok) = O(log k).

To see why the observation holds, let kmax denote the maximum value such that Okmax = Ok, and let

kmin denote the minimum value such that Okmin
= Ok. We know, g(Ok) ≤ log kmax. Since Okmax = Okmin

,

we have log log kmax < log log kmin + 1, and hence log kmax < 2 log kmin. The observation follows, as

kmin ≤ k.

Observe now that there exists ρ∗ ∈ {1, 2, · · · , g(α)}, such that kρ∗(α) ≤ k < 2kρ∗(α). Let N denote

the random variable indicating the number of agents that choose ρ∗. Since each agent chooses an integer

ρ ∈ {1, 2, · · · , g(α)} uniformly at random, then the expected value of N is E(N) = k/g(α) = Ω(k/ log k).
Let us now condition on the event that N ≥ E(N)/2. For the purposes of the proof, we consider for now

only those N agents. Note, since these N agents choose ρ∗, then they execute Algorithm A with

ti = Θ(22i · log k
k

) = Ω(22i/N).

Recall that D denotes the distance from the treasure to the source. Let s = ⌈logD⌉. Fix a positive integer ℓ
and consider the time Tℓ until all the N agents completed ℓ phases i with i ≥ s. Each time an agent performs

phase i, the agent finds the treasure if the chosen node u belongs to the ball B(v,
√
ti/2) around the node v

holding the treasure. Note that at least some constant fraction of the ball B(v,
√
ti/2) is contained in Bi. The

probability of choosing a node u in that fraction is thus

Ω(|B(v,
√
ti/2)|/|Bi|) = Ω(log k/k),

which is at least β/N for some positive constant β. Thus, the probability that by time Tℓ none of the N agents

finds the treasure (while executing their respective ℓ phases i) is at most (1 − β/N)Nℓ, which is at most γ−ℓ

for some constant γ greater than 1.

i



For an integer i, let ψ(i) be the time required (for one of the N agents) to execute a phase i. Note that

ψ(i) = O(2i + 22i/N). Hence, the time elapsed from the beginning of the algorithm until all the N agents

complete stage j0 for the first time is

j0
∑

j=1

j
∑

i=1

ψ(i) = O





j0
∑

j=1

(

2j +

j
∑

i=1

22i/N

)



 = O(2j0 + 22j0/N).

It follows that for any integer ℓ, all the N agents complete their respective stages s + ℓ by time T̂ (ℓ) =
O(2s+ℓ + 22(s+ℓ)/N). Observe that by this time, all these N agents have completed at least ℓ2/2 phases i
with i ≥ s. Consequently, the probability that none of the N agents finds the treasure by time T̂ (ℓ) is at most

γ−ℓ2/2. Hence, conditioning on the event that N > E(N)/2, the expected running time is at most

O

( ∞
∑

ℓ=1

T̂ (l) · γ−ℓ2/2

)

= O

( ∞
∑

ℓ=1

2s+ℓ

γℓ
2/2

+
22(s+ℓ)

Nγℓ
2/2

)

= O
(

2s + 22s/N
)

=

= O(D +D2/N) = O(D +D2/k) · log k.
On the other hand, by Chernoff inequality, we have:

Pr[N ≤ E(N)/2] < e−E(N)/8 < e−
√
k.

Since each agent performs a spiral search of size ti + 2i around the source in each stage i, it follows that the

treasure is found by time O(D2), with probability 1. Hence, all together, the expected running time is

O
(

D2 · e−
√
k + (D +D2/k) · log k

)

= O
(

(D +D2/k) · log k
)

.

In other words, Φ(k) = O(log k), as desired. �
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