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EFFICIENT ESTIMATION AND SIMULATION OF THE TRUNCATED MULTIVARIATE
STUDENT-t DISTRIBUTION

Zdravko |. Botev Pierre L'Ecuyer
School of Mathematics and Statistics DIRO, Universié de Montreal
The University of New South Wales C.P. 6128, Succ. Centre-Ville
Sydney, NSW 2052, AUSTRALIA Montréal (Qebec), H3C 3J7, CANADA

ABSTRACT

We propose an exponential tilting method for exact simulation from the trushcatdtivariate student-

distribution in high dimensions as an alternative to approximate Markov ChaimeVidarlo sampling.
The method also allows us to accurately estimate the probability that a randoon wéth multivariate

studentt distribution falls in a convex polytope. Numerical experiments show that thgested method
is significantly more accurate and reliable than its competitors.

1 INTRODUCTION

Let X € RY be distributed according to the multivariate studedistribution withv > 0 degrees of freedom.

The density ofX is given by
1 —(v+d)/2
cx 1+ UHx”

B r((d+v)/2)
LT (v)dier(v/2)

is a normalizing constant. We writé ~ t,. We are interested in two closely related problems. The first
one is estimating the probability

over R4, where

: 1 —(v+d)/2
0= P(l <CX gu):/dcl (1—|—V||x|2> I{l < Cx < u}dx, L)
R

wherel{-} denotes the indicator function a@lis ad x d full rank matrix. The second problem is to
simulate exactly from the truncated (or conditional) density:

Caox (1+ L)) TV < ox < uy

f(x) ; )

Both of these problems arise frequently in statistical applicationgGsee and Bretz (200255enz (2004)
Genz and Bretz (2009and the references therein.

The purpose of this article is to propose a method for estimafipthét is more reliable and efficient
than the current state-of-the-art methodGe#nz (2004) also described itbenz and Bretz (2009Wwhich
is currently the default algorithm in MrLAB® andR. As a byproduct of the design of our algorithm,
we can also sample from the conditional densy i6 high dimensions using an efficient acceptance-
rejection schemeKroese et al. 201,1Chapter 3). Currently, the only practical method for simulation from
the conditional 2), when/ is a rare-event probability, is by (approximate) Markov Chain Monte Carlo
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sampling; se&u and Tian (2011and the references therein. Naturally/ it not a rare-event probability,
say larger than 10, then one can simulate exactly fror) (by simulatingX ~ t, until the condition
| < X < uis satisfied.

The idea of our method is to apply a suitable exponential tilting to the estimatorggdpgGenz (2004)
Exponential tilting is a popular way to construct a sampling density when apiymportance sam-
pling to estimate tail probabilities for light-tailed distributiorBucklew 2004 Asmussen and Glynn 2007
L'Ecuyer et al. 201D However, in our numerical simulations we observed significant efiigigains even
when they do not involve a tail probability setting, suggesting that expomdititieg is useful beyond its
typical range of applications in large deviations.

We choose the tilting parameter by solving a convex optimization problem. Thisisdgmilar to
the recently proposed minimax exponential tilting for the multivariate normal disioio (Botev 2014,
which relies on constructing a certain log-convex likelihood ratio. The mamtribwition of this article is
to adapt the method for the multivariate normal to the multivariate studease using the fact that one
can simulate a multivariate studentector by multiplying a multivariate normal vector with a suitable
random scale variable. The adaptation is not a straightforward taskfewve have to change the measure
of the scale variable and most of the simple and obvious changes of measise a loss of the crucial
log-convexity property of the likelihood ratio. Fortunately, we were ablerid & change of measure of
the scale variable that preserves this desirable log-convexity properdgher contribution in this article
is the derivation of a simple nontrivial lower bound 4o

The rest of the paper is organized as follows. We first describe in &eztibe estimator originally
proposed bysenz (2004) In Section3 we describe our choice of exponential tilting. The exponential tilting
approach allows us to both estimdtaccurately and simulate from the conditional dens®yih up to at
least one hundred dimensions, with minimal additional computational overk&zlly, in Sectiord, we
present numerical results demonstrating the superior practical perfoenafthe new algorithms compared
to the existing state-of-the-art.

2 AN ESTIMATOR OF ¢ BY SEPARATION OF VARIABLES

First, note that the multivariate studentistribution forms a location scale family. In other words, if
X ~t, andY = [i +AX, then we can writ&f ~t,([1,AA"), wherefi andAA" are the location and scale
parameters, respectively. We thus have

P <CY <) =P(I <LX <u),

whereX ~,(0,lq) =y, lg is thed-dimensional identity matrixl =1—Cfi,u=U—Cfi, and the matrix
L satisfiesLL" = CAATCT. Hence, without loss of generality we need only consider the standdrdize
versions 1) and Q).
Let L be the lower triangular Cholesky factor of the positive definite ma®@&'. Then, we can
decomposel) as follows:
¢=P(Rl <+/VLZ <Ru),
whereR follows the x, distribution with density
g r?/2+(v=1)Inr
fu(f) = ——————-—, forr>0,
v(r) 2v/2-11 (v /2)

andZ ~ N(0,l4) is ad-dimensional standard normal, independenRofThis is simply the well-known
distributional result that/vZ /R ~ t,; seeKroese et al. (2011)Chapter 3. Due to the lower triangular
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structure ofL, the regionZ = {(r,z) : r| < \/vLz < ru} can be decomposed into

1/2 1/2

rlqv— rugv- -
def I'l1 < 1 def

()= L11 L 0a(r)

~1/2
def 2V~ Y2 1z rupV — L2171 def -
< < = Up(r,z1)

h(rz) £

L22 L22

12 <d1p o ' 12 <d-1
~ def I lgV Yi_i Ldiz rugv- Yi—1 Ldiz def
la(r,z1,...,Z4-1) = =1 < zg < I= Uq(r,z1,...,24-1).

de de

Let ¢(z; u,%) denote the density of theé-dimensionalN(u, ) distribution. For the standard normal, the
density is@(z) = ¢(z;0,14). Then, the decomposition above suggests the sequential importance sampling

estimator
7— W(Re(Z;0,19)
9(RZ)
with (R, Z) distributed according to the sequential importance sampling density
9(r.2) =9(r)9(z|r) = 9(r)gu(z|r)G(z|r.21) - - - Qu(zd[ ¥ 21, - .- Zd-1)

on Z. It is then natural to choosg(r) = f,(r) and the truncated normal densities:

Gi(z|rz,....z2-1) = w(?ilé:;f;(ﬁ)ﬁi}’ i=1

..d,

where® is the one-dimensional standard normal cdf. The estimatben simplifies to

o~ d ~
lenz= [ (®(Ck) — P(lk)) - (3)
k=1

This estimator, proposed l§yenz (2004)and discussed ibenz and Bretz (2009js still the best method
available for the estimation o). As we shall see in the numerical section, the varianc&)tdn behave
erratically, especially in the tails of the multivariate studedistribution and in cases with strong negative
correlation (as measured by GaZ) =LL"). For this reason, in the next section we consider an alternative
importance sampling density(r,z) that yields a reliable and accurate estimato¥ af both the tails of

the distribution and in the presence of negative correlation structure.

3 ESTIMATING FOR ¢ BY AN EXPONENTIALLY TILTED DISTRIBUTION

3.1 The Exponential Tilting

Instead of the Genz choice of importance sampling density described ineWieys section, consider the
alternative in whichg(r,x) is given as follows, where and p,..., Uy are real-valued parameters that
remain to be chosen:

1

o) = ALY _ ol

n,
=1- o(—1n) = o) forr>0 “
O(Z|21, . 1) = é?uff’ug{ (3k s “E} fork=1,....d.
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In other words, ifTN(aVb)(u,aZ) denotes thé\(u, o?) distribution truncated to the intervéd, b), then

R~ TN(O,oo)(n>1)
Zk‘R,Zl,...,Zk,]_NTN(~ ([Jk,l), k=1,...,d.

I, i)

Denotingut = (1, ..., 4g) ', we can write the logarithm of the likelihood ratio as

N 71 S G -
wrznm =" -2+ L+ (v 1inr+nan)

d

+ 5 In [D(0(rz1,. ., Zc1) — Ho) = Pik(r, 21, 2 1) — )]
k=1

so that¢ = E [e¥(RZ1-H)] for (R Z) ~ g(r,z). It remains to choose the parametgrand i so that the

estimator?; = e?RZ1:H) has a well-behaved relative error. A simple (heuristic) way of selegting)
in our setting is to minimize the worst possible behavior of the likelihood rdtit78-H). In other words,
we solve the optimization program
inf sup Y(r.zn,u). (5)
nH(rz)e%

A prime motivation for minimizing %) is that

Var[1] = E[exp(2¢(R Z;n, p))] — % < exp[z( S)U?le/(ﬂZJ n,u)| —¢2
1,2)ES

and we want to select the parameter values that minimize this upper bound oaritueceg. Another
appealing feature obj is that it has a unique solution that can be found by solving a convex optioriza
program. The idea is similar to the one describedBotev (2014) where ¢y depends only orz and u.
Thus, we can see in retrospect that the importance fungiiopand its tilting parameten were chosen
so that this convexity is preserved as shown in the following theorem, giiovAppendix A.

Theorem 3.1 (Parameter Selectionfor v > 1 the saddle-point program (5) has a unique solution, denoted

(r ,x*;n*, u*), which coincides with the solution of the convex optimization program:

max y(r,z;n,
HW( n,H)

r7z‘,n7

subject to: dy@/dn =0, JoY/ou=0, (r,z)eZ.

(6)

Note that without the constrairit,z) € %, the solution of $) is obtained by setting the gradient of
Y with respect to all of the parameters to zero. This gives the following sysfemonlinear equations
(i=1,...,dandZ ~ N(0,1)):

, -1 i — ) — (i —
Y v N Uk @(Tk — pli) — lk@(lk — k)

or o VVLKP (I < Z + e < Gi)
" ™
R (e R e
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Thus, one way of solvingg] is to solve the nonlinear syster)(@nd verify that its solution lies i92. If
the solution lies inZ, then there is nothing else to do. This can be much faster than calling a doedtra
optimization solver to solve the convex progra). (However, if the solution of ) does not lie inZ,
then we must use a proper convex solver to tacg)e (

Note that we need not simulaig, because the log-likelihood ratig does not depend azy. In fact,
the independence fromy forcespy = 0 always, reducing the dimension of the optimizatiéj ftom 2d
to 2(d —1). The proposed estimator is summarized in the following algorithm.

Algorithm 1 : Estimating/.

Require: vectorsu,| of dimensiond and lower triangular matrix. Sample sizen.
Solve the convex optimization program) (o find the uniqugn*, u*).
fori=1,...,ndo

SimulateR~ TN o) (n*,1)
fork=1,....d-1do
SimulateZ ~ TN j: g, (Mg, 1)
Z<+ (Z1,...,24-1,0)"
li—exp(Y(RZ;n*,u"))
0+ % zinzlﬁi
G2 Ly (6 —0)?
return ¢ and its estimated relative errar/(y/n?).

If g*=y(r*,z*;n*, u*) and/_ is a lower bound td, we can bound the relative error of the estimator
{ by
Var(?) *
O 1w
4 \/ﬁ €|_

One possibility for constructing a nontrivial lower bound 6is given in Sectior8.3

3.2 Exact i.i.d. Sample From Conditional Density

In the previous algorithm, all the samples are kept, and they are given different weights in the estimator.
But if we want an exact i.i.d. sample of fixed sizéwithout weighting the observations) from the conditional
density @), we must proceed differently. The following algorithm does it by acaeg@aejection. It uses
the fact that)* yields a nontrivial upper bound to the likelihood ratio égr, z; n*, u*)) < exp(¢*) and to
the probability/ = E [exp(¢/(R,Z; n*, u*))] < exp(¢*). This upper bound leads to an acceptance-rejection
scheme with proposal densityr,z; n*, u*) defined via 4). The acceptance probability in this algorithm
is /Y.
Algorithm 2 : Exact simulation fromf (x) in (2) via acceptance-rejection.
Require: vectorsu,l, lower triangularL, and optimal(r*,z*; n*, u*).
repeat
SimulateR~ TNy (n*,1)
for k=1,...,d do
SimulateZ ~ TN ;. 5. (H, 1)
SimulateE ~ Exp(1), independently.
until E > @(r*,z";n*,u*) — YR Z;n*, u*)
return X < /vZ/R
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3.3 A Simple Lower Bound for ¢

Using Jensen’s inequality, it is possible to construct a simple lower bound=dP(1 < CX < u), which
as we shall see in the numerical section can sometimes (but not alwaysjt®édight. LetY ~t,(0,%),
whereZ = CC', and leth be a density orjl,u] C RY. Then,/ =P(I <Y < u) and applying Jensen’s
inequality to the functionx %/ (V+9) we obtain

_ —2/(v+d)
B 1+ lYTzle) (v+d)/2
<V <)) (v+d) _ o2/ (vHd) ( v
(P(I<Y <)) c, En h(Y)
1yTs-1
<Gvog, [1TVY 2 Y
[h(y)]—z/(wrd)

wherec, = ¢;/det(Z%/?) is a normalizing constant. Therefore,
(t/e2) 29 < [Ihy))fa ey + o [yl 2 Yy) dy
< / [h(y)] e +dy <1+ tEq[YTzlYQ :
where the density is defined viah through

h(y)]*’a**
JIn(y)]7a dy’

aly) =

so that
) —(v+d+2)/(v+d)

v+d
[ty = ( flansy
Rearranging the last inequality then yields

ved (v+d+2)/2 1 1 —(v+d)/2
e2 o flaney) (1 puE e+ BV TE ) ®

All terms on the right-hand side o) can be computed analytically if we choose the product form
q(y) = Nk ak(Yk), whereg is the density of the univariate studendistribution truncated to the interval
[k, ux] and with v, degrees of freedom, locatiqex, and scalegi. The exact analytical expressions for the
right-hand side of&) are given in Appendix B.

The best lower bound is obtained by maximizing the right-hand sid®) efith respect tq v;, i, i, | =
1,...,d}. This is the lower bound we use in the numerical experiments in Segtion

4 A NUMERICAL STUDY

In this section we compare the numerical performance of our estimator witloftizenz.

In all examples the computing time to find the optimal tilting paramétgr, u*) was insignificant
compared to the time it took to evaluate thed replications in the ‘for’ loop of Algorithml. One reason
for this was that the solution of the nonlinear syst&jralways belonged to the sét and was thus identical
to the solution of the progran®), obviating the need for a convex optimization routine. For this reason,
we only report the relative error of the estimators in our comparison. Nateatthough in general there
are many ways of decomposifag= CC', the proposed methods do not depend on the choifof a
given .
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Example 4.1 (Negative Correlation)Consider estimating, whereCC' = = is defined via the precision
matrix (Ferrandez, Ferrari, and Grynberg 2007

1 1
s l=Clg+Z117
2973
In the following Tablel we list the estimates from both methods in columns three and four with their
estimated relative variances in bold font. In addition, we list: a) the best Iband from 8) in column
two; b) the upper bound/* in column five; and c) the estimated acceptance probalfility* in column

SIX.

Table 1: Estimates of for [I,u] = [~1,]% with v = 10 usingn = 10° replications.
d lower bound ?Genz 7 Wy accept. prob.
5 0.15 0.197(0.21%) 0.197 (0.18%) 0.33 59%
10 0.013 0.032(0.49%) 0.032 (0.20%) 0.063 50%
20 | 1.16x 104 0.00161(1.8%) 0.00163 (0.23%) 0.00385 42%
30 | 1.24x10°% | 1.53x 1074 (2.8%) | 1.51x10* (0.26%) | 3.92x 1074 38%
40 | 1.54x10°8 | 1.81x10°° (5.4%) | 2.08x10°° (0.29%) | 5.68x 10°° 36%
50 | 217x 10710 | 3.63x10°° (15%) | 3.74x10°° (0.25%) | 1.06x 107 35%
100 | 3.35x 1071 | 344x10°° (51%) | 6.99x10°° (0.28%) | 2.11x 108 33%
150 | 1.29x 10727 | 6.35x 10711 (47%) | 9.29x 107! (0.27%) | 2.85x 10710 32%

From the table we can conclude the following. First, the lower bo8hds(not useful in this example.
From a range of simulations we found that the bound is typically tight only whertonsider tail-like
regions such agy,»|? for y > 0, which is not the case here. Second,damcreases the performance
of the Genz estimator rapidly deteriorates. In contrast, the relative efrbremains stable for ali.
The acceptance probability in column six indicates that Algoriti&iis useful for simulating from the
conditional density. Note that a naive acceptance-rejection scheme i wiicsimulateX ~ t,, until
| <CX < uis only practical up to about dimensiah= 30, beyond which the acceptance probabitit
too small.

Now, consider the same setting, but this time with the orthant refyiah= [0, c]¢.

Table 2: Estimates of for [I,u] = [0, ]9 with v = 10 usingn = 10° replications.

d lower bound ?Genz 7 /8 accept. prob.
5 0.00190 0.00193(0.39%) 0.00192 (0.15%) 0.0030 63%
10 | 1.55x 1077 | 1.69x 1077 (22%) | 1.58x 1077 (0.16%) | 2.67x 107/ 59%
20 | 276x10°Y | 1.18x 10717 (43%) | 2.98x 1017 (0.16%) | 5.34x 10~/ 55%
30 | 329%x 1028 | 1.29% 1033 (98%) | 3.79x 10 28 (0.13%) | 6.99x 10 28 54%
40 | 6.89x 1040 — 8.48x 1040 (0.15%) | 1.58x 10 53%
50 | 4.00x 1072 — 5.23x107°2 (0.21%) | 9.91x 102 52%
100 | 1.02x 10 118 _ 1.71x 10 18 (0.19%) | 3.33x 10118 51%
150 | 5.18x 10°1°1 — 1.03x 10719 (0.30%) | 2.02x 1019 50%

The results in the table above indicate that the lower bound is now usefuthémiateresting point is
that the performance of the Genz estimator now degrades much more rapidigila to give meaningful

estimates fod > 20.
Although not displayed here, the effect of the exponential tilting is evenendoamatic with the
tail-like region|[1,]9. In fact, we conjecture that the proposed estimator exhigit;ded relative error

asy 1 o when/(y) = P(CX > yCC'I*), wherel* > 0. This would mean that lim sg,;:;,oVar(Z)/E2 <



Botev and L’ Ecuyer

(LEcuyer et al. 201D See alsoAsmussen and Glynn (2008nd Kroese et al. (2011)Chapter 10 for
discussions of efficiency measures when estimating rare-event proésb
Example 4.2 (Positive Correlation) Consider the casg, u] = [1,2]¢ with

S=CC'=(1-p)lg+pl1’,

wherep = 0.95. The table below displays the results, which suggest that in cases wiitly giositive

correlation, the estimatcﬁGenzis more accurate and reliable. Further, we observed that the improvement
due to exponential tilting in such cases is marginal and the lower ba)rid ot tight.

Table 3: Estimates of for [I,u] = [1,2]9 with v = 10 usingn = 10° replications.

d | lower bound (Genz 14 W* | accept. prob,
5 0.046 0.099(0.19%) | 0.099 (0.21%) | 0.22 44%
30 0.010 0.060(0.27%) | 0.060 (0.29%) | 0.20 29%
50 0.0059 0.0520(0.38%) | 0.0518 (0.46%) | 0.20 25%
100 0.0022 0.0424(0.46%) | 0.0424 (0.35%) | 0.19 22%
150 0.0012 0.037(0.59%) | 0.037 (0.49%) | 0.18 20%

Example 4.3 (Random Covariance Matrix)n this example we consider test cases in wilich CC' is a
random draw from a large sample space of possible covariance matigegular method for simulating
random positive-definite test matrices is that @évies and Higham (2000who simulate correlation
matrices with eigenvalues uniformly distributed over the simpléx y;Ai =d, A; > 0}. Table4 and
Figure 1 below show the five-number summary and boxplots of the empirical distribubibtie relative
errors of estimatorf%\and?c;enZ based on 100 independent trials (100 replications of the entire scheme with
a sample sizen each). For each trial we simulated a different (random) scale matagcording to the
mechanism oDavies and Higham (2000)n this example we sét, u] = [1,]'%° and for each of the 100
independent trials we uset= 10°.

Figure 1: Empirical distribution of relative errors 6fand /gen, When I, u] = [1,]%° andn = 1CP.

2r —
—+
t

15r

log;o(Rel. Error in %)

-0.51

4 éGcnz
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Table 4: A five number summary of the distributions of the relative errors.

min  1-st quartile median 3-rd quartile  max

rel. error of¢ 0.26% 0.48% 0.56% 0.65% 1.08%

rel. error of{genz | 33% 75% 89% 99% 100%
ywr/e 16 46 66 100 470

It is clear thatEAGenZ is not a useful estimator in this setting, because in the best of cases it ¢could o
manage a relative error of about 30%. The last row of Tdldésplays the average number of trials needed
before acceptance in Algorith@2

For a more challenging example suppose each element of i@agi€auchy distributed with location 0

and scale @12. In other wordsg; ; " t1(0,0.012) andz = CC" . Here we consider the cafieu] = [0, 0]1%0,

The following table and graph display the empirical distributions of the relatixers of¢ and/gen, based
on 1000 independent replications of the experiment.

Figure 2: Empirical distribution of relative errors 6fand /gen, When I, u] = [0,]%° andn = 1C°.

o =
(63} = (6]
T T T

log;(Rel. Error in %)
o

%

|
1

i

gGenz

S

Table 5: A five number summary of the distributions of the relative errors.

min  1-st quartile median 3-rd quartile  max

rel. error of¢ 0.20% 0.84% 1.0% 1.4% 3.33%
rel. error of{genz | 8.4% 38% 53% 75% 99.9%
yw* /e 80 500 900 1600 14000
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5 CONCLUDING REMARKS

We have presented a new method for simulation from the truncated multivaniatenst distribution
and estimation of the normalizing constant of the associated truncated dehisgymethod combines
exponential tilting with convex optimization. Numerical experiments suggesthieatethod is effective
in many different settings and not just in the tails of the distribution. The nuala®sults also suggest
that the approach yields insignificant improvement over the Genz estimator wé have strong positive
correlation. One reason for this seems to be that the Genz estimator alregkly quite well in such
settings, making it difficult to improve upon. At the same time the Genz estimatasrperfextremely
poorly in the absence of positive correlation structure. All of theserghgens invite further theoretical
study. For example, it would be interesting to see if an efficiency resuly, asiganishing relative error, can
be established in an appropriate tail asymptotic regime. We intend to investigs¢eighees in upcoming
work.

APPENDIX A: PROOF OF THEOREM 1

We show thatyp is a concave function of vectdr,z) and a convex function ofn, it). To this end, recall
that if f : R% x R% — R is a log-concave function, then the marginal

909 = [, Txy)ay

is a log-concave function as well, s€ekopa (1973) Also recall that the indicator functiob{x € €}
of a convex se is a log-concave function of and that the product of log-concave functions is again
log-concave. We can write

k—1
]I{ka(x+ M) + Zl Lkiz — :/Ikv = 0} =1{(r,z) € €1}

and

H{ka(x+ Hk) ‘5“'(Zi|—kizi - t;é < 0} =I{(r,z) € 62}

for some convex setg] and%>. It follows that
In [®(Cic — pic) — (i — )] =1In /(p(x; 0,1) x I{(r,z) € 61} x I{(r,2) € 6> }dx

is concave irir, z) by Piekopa’s result. Since (n) is concave and the sum of concave functiyp# (P (i —
k) — P (lx — ty)) is concave, it follows thaty is concave inr,z). Next, note that%nz— rn+Ind(n) is
convex inn, because (up to a normalizing constant)

0
%'72 +In®(n) = In/ @(X) exp(—xn )dx+ const

is the cumulant function of the normal distribution, truncated to the intérvad,0]. A similar reasoning

shows that B
1 2 Ui — Hic
SHE —zkuk+lnf (x)ax
I — i

is convex inpy and since a sum of convex functions is convgixis convex in the vecto(n, ). Thus,

the concave-convex functiog(r,z;n, 1) satisfies the saddle-point condition jnfsup Y (r,z;n, 1) =
supzinfy u @(r,z;n, 1). Recall that if for eacty the function f(x,y) is convex, then the pointwise
supremum supf (x,y) is also convex. Therefore, infisup,y(r,z;n, ) has the same value as the
concave optimization sypy(r,z;n, 1) subject to the gradient ap with respect to(n, 1) being equal to
the zero vector. Imposing the restrictiomz) € %, whereZ is a convex set, does not change the argument,
which leads us to the optimization proble®).(
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6 APPENDIX B: ANALYTICAL EXPRESSIONS FOR LOWER BOUND
The right-hand side ofg] is available analytically as follows. Let

r((v+1)/2)
VVAT (v/2)
denote the density of univariate studémistribution withv degrees of freedom, and let

11 vIwse) 1
T\,(x)_l—ZB(V/Zl/Z)/O 541 t) Edt
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be the corresponding cdf. Then, we can define and compute the foll@ueggities:

def li — i def U — def _
ai = o B = U| o G =Ty (B)—Tu(a)
Ly [ Xi—Hi
ai (%) d—EfM X € [li, ui]
PalUZH 2 (@)~ B) + 5 o (@)t (B

—V

E, [Xi_lli]zz(vi_l)vl Tu-2(Bv (Vi =2)/vi) = Tu—2(qin/(Vi =2)/ Vi)

O vi—2 G

These calculations give us all quantities on the right-hand size8)f gxcept forf[q(y)]%dizdy =
M [lai(¥)]7o*2dy,. To compute the last integral &% = Mvid 1, and then use the following
analytical expressions:
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