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Abstract

In this paper, we investigate the estimation problem for a class of partially observable nonlinear systems. For the proposed Partial
Observer Normal Form (PONF), necessary and sufficient conditions are deduced to guarantee the existence of a change of coordi-
nates which can transform the studied system into the proposed PONF. Examples are provided to illustrate the effectiveness of the
proposed results.
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1. Introduction

Observability and observer design problem for nonlinear sys-
tems have been widely studied during last four decades, and
many different methods have been proposed to treat differ-
ent classes of nonlinear systems, such as adaptive observer,
high-gain observer, sliding mode observer and so on Besançon
(2007). In this work, we are interested in the approach based on
geometrical transformations to bring the original system into a
simple observer normal form. The advantage of this method
is that, by well choosing the desired simple observer normal
form, we can reuse the existing observers proposed in the liter-
ature to estimate the state of the transformed observer normal
form, and then obtain the state estimation for the original sys-
tem by inverting the deduced diffeomorphism. The literature
about this technique is vast. Since the pioneer works of (Bestle
and Zeitz (1983); Krener and Isidori (1983)) for single out-
put systems and (Krener and Respondek (1985); Xia and Gao
(1989)) for the case of MIMO systems, many other results (see
Keller (1987); Marino and Tomei (1996); Lynch and Bortoff
(2001); Phelps (1991); Boutat et al. (2009)) were published by
following the same idea. However, the solvability of the prob-
lem requires the restrictive commutative Lie bracket condition
for the deduced vector fields. In order to relax this restriction,
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we can reconstruct a new family of vector fields which can sat-
isfy the commutative Lie bracket condition. Inspired by this
solution, various extensions are developed for output depend-
ing nonlinear observer normal form (Guay (2002); Respondek
et al. (2004); Zheng et al. (2005, 2009, 2007); Boutat et al.
(2006)) and for the extended nonlinear observer normal form
(Jouan (2003); Noh et al. (2004); Back et al. (2006); Boutat and
Busawon (2011); Tami et al. (2013); Boutat (2015)). The re-
lated applications can be found as well for the synchronization
of nonlinear systems Zheng and Boutat (2011), for Dengue epi-
demic model Tami et al. (2014b), for PM synchronous motor
Tami et al. (2014a), and so on.

Most of the references cited above are devoted to designing
a full-order observer, under the assumption that the whole state
of the studied system is observable. Few works have been dedi-
cated to the partial observability which however makes sense in
practice when only a part of states are observable or are neces-
sary for the controller design. Among the works on this issue,
we can cite the work of Kang et al. (2009) where the authors
gave a general definition of observability covering the partial
one. Reduced-order observer and LMI technique are proposed
in Trinh et al. (2006) to estimate the part of observable states.
In Robenack and Lynch (2006), the authors proposed a general
partial nonlinear observer canonical form and used the geomet-
rical method transforming a nonlinear dynamical system into
this observer form. However, the nonlinear term in this canon-
ical form contains as well the unobservable states. Thus, to de-
sign an observer for the proposed canonical form, one needs the
Lipschitz condition to guarantee the estimation convergence. Jo
and Seo (2002) provided necessary and sufficient geometrical
conditions which guarantee the existence of a change of coordi-
nates transforming a nonlinear dynamical system into a special
partial observer normal form. This normal form is divided into
two dynamical subsystems: the first one contains only a part
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of states which is of Brunovsky canonical form modulo output
injection; the second one is nonlinear containing only the un-
observable states and the output. This result can be seen as a
direct application of the result of Krener and Isidori (1983) to
the partial family of vector fields, therefore it suffers from the
same restriction on the commutative Lie bracket condition.

In order to relax the restriction of the result presented in Jo
and Seo (2002), this paper proposes a more general PONF for
a class of partially observable nonlinear systems. This new
form is a generalization of the normal form studied in Jo and
Seo (2002). The proposed PONF is divided as well into two
subsystems, and we relax the form proposed in Jo and Seo
(2002) by involving all states in the second subsystem. To deal
with this generalization, we use the notion of commutativity of
Lie bracket modulo a distribution. Moreover, our results allow
as well to apply additionally a diffeomorphism on the output
space. Therefore, the necessary and sufficient geometrical con-
ditions established in this paper are more general and quite dif-
ferent from those stated in Jo and Seo (2002) because of the
introduction of commutativity of Lie bracket modulo a distri-
bution.

The paper is organized as follows. Section 2 is devoted to
the technical background and problem statement. In Section 3,
some preliminary results are given and then necessary and suf-
ficient conditions allowing the construction of PONF are stated.
Section 4 generalizes the result in the previous section by ap-
plying a change of coordinates on the output. In the end, an
example of Susceptible, Infected and Removed (SIR) epidemic
model is presented to highlight the proposed results.

2. Notation and problem statement

We consider the following nonlinear dynamical system with
single output:

ẋ = f (x)+g(x)u = f (x)+
m

∑
k=1

gk (x)uk (1)

y = h(x) (2)

where x ∈ Rn, u ∈ Rm, y ∈ R, and the functions f : Rn → Rn,
g= [g1, · · · ,gm] with gi :Rn→Rn for 1≤ i≤m, h :Rn→R are
supposed to be sufficiently smooth. In this paper, it is assumed
that f (0) = 0 and h(0) = 0.

Let X ⊂ Rn be a neighborhood of 0, for system (1)-(2), if
the pair (h(x), f (x)) locally satisfies the observability rank con-
dition on X , i.e. rank

{
dh,dL f h, · · · ,dLn

f h
}
(x)= n for x∈X ,

then the following 1-forms:

θ1 = dh and θi = dLi−1
f h, for 2≤ i≤ n

are independent on X , where Lk
f h denotes the kth Lie derivative

of h along f . Therefore, there exists a family of vector fields
τ̄ = [τ̄1, · · · , τ̄n] proposed in Krener and Isidori (1983), where
the first vector field τ̄1 is the solution of the following algebraic
equations: {

θi(τ̄1) = 0 for 1≤ i≤ n−1
θn(τ̄1) = 1 (3)

and the other vector fields are obtained by induction as τ̄i =
−ad f τ̄i−1 = [τ̄i−1, f ] for 2 ≤ i ≤ n, where [, ] denotes the Lie
bracket. According to Krener and Isidori (1983), if

[τ̄i, τ̄ j] = 0 for 1≤ i, j ≤ n (4)
[τ̄i,gk] = 0 for 1≤ i≤ n−1 and 1≤ k ≤ m (5)

then system (1)-(2) can be locally transformed, by means of a
local diffeomorphism ξ = φ(x), into the following nonlinear
observer normal form: ξ̇ = Aξ +B(y)+

m
∑

k=1
αk (y)uk

y =Cξ

(6)

where A∈Rn×n is the Brunovsky matrix and C = [0, · · · ,0,1]∈
R1×n.

Obviously, for the nonlinear dynamical system (1)-(2), if
rank

{
dh,dL f h, · · · ,dLn

f h
}
(x) = r < n for x ∈X , which im-

plies that only a part of states of the studied system are observ-
able, the proposed method by Krener and Isidori (1983) could
not be applied.

To treat this partially observable situation, this paper pro-
poses the following Partial Observer Normal Form (PONF):

ξ̇ = Aξ +β (y)+
m
∑

k=1
α1

k (y)uk

ζ̇ = η(ξ ,ζ )+
m
∑

k=1
α2

k (ξ ,ζ )uk

y =Cξ

(7)

where ξ ∈Rr, ζ ∈Rn−r, y ∈R , β : R→Rr , η : Rr×Rn−r→
Rn−r, α1

k : R→Rr, α2
k : Rr×Rn−r→Rn−r, C = (0, · · · ,0,1)∈

R1×r and A is the r× r Brunovsky matrix:

A =


0 0 · · · 0 0

1 0
. . .

...
...

0 1 · · · 0 0
0 · · · · · · 0 0
0 · · · · · · 1 0

 ∈ Rr×r

For the proposed form (7), one can easily design a reduced-
order observer to estimate the part of observable state ξ , by
choosing the gain K such that (A−KC) is Hurwitz. Therefore,
the rest of this paper focuses only on how to deduce a diffeo-
morphism which transforms the nonlinear system (1)-(2) into
the proposed PONF (7).

Before dealing with this problem, let use highlight the fun-
damental difference between the proposed PONF with respect
to the canonical form proposed in Jo and Seo (2002).

Remark 1. The normal form described in (7) is a generaliza-
tion of the normal form obtained in Jo and Seo (2002). In-
deed, in Jo and Seo (2002) the unobservable dynamics (the sec-
ond dynamics ζ ) does not contain the observable state ξ . Let
us consider the following modified example from Jo and Seo
(2002) to highlight this difference:

ξ̇1 = u
ξ̇2 = ξ1 + y2

ζ̇ =−ζ +µξ 2
1 + y

y = ξ2

(8)
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If µ = 0, then this example is the same one studied in Jo and
Seo (2002) and is of the normal form proposed in Jo and Seo
(2002). However, if µ 6= 0, then it is of the proposed normal
form (7). Moreover, the conditions stated in Jo and Seo (2002)
are not fulfilled for this example when µ 6= 0. This fact will be
discussed in Example 1.

3. Geometrical conditions

In this section, we will deduce necessary and sufficient
conditions which guarantee the existence of a diffeomor-
phism to transform the studied partial observer nonlinear
system into the proposed PONF. For this, considering the
studied system (1)-(2), it is assumed in this paper that
rank

{
dh,dL f h, · · · ,dLn

f h
}
(x) = r < n for x ∈X ⊂Rn, where

X is a neighborhood of 0.
Denote the observability 1-forms for 1 ≤ i ≤ r by θi =

dLi−1
f h and note ∆ = span{θ1,θ2, · · · ,θr} as the co-distribution

spanned by the observability 1-forms. Specifically, thanks
to observability rank condition, it is clear that dLi

f h ∈ ∆ for
i≥ r+1. Then one can define the kernel (or the annihilator) of
the co-distribution ∆ as follows:

∆
⊥ = ker∆ = {X : θk(X) = 0, for 1≤ k ≤ r} (9)

for which we have the following properties which will be used
in the sequel.

Lemma 1. For the distribution ∆⊥ defined in (9), the following
properties are satisfied:

P1: ∆⊥ is involutive, i.e. for any two vector fields H1 ∈ ∆⊥ and
H2 ∈ ∆⊥, we have [H1,H2] ∈ ∆⊥;

P2: there exist (n−r) vector fields {τr+1, · · · ,τn} that span ∆⊥

such that [τi,τ j] = 0 for r+1≤ i, j≤ n, i.e. {τr+1, · · · ,τn}
is the commutative basis of ∆⊥;

P3: ∆⊥ is f -invariant, i.e. for any vector field H ∈∆⊥, we have
[ f ,H] ∈ ∆⊥.

Proof. See Appendix A.1.
Now, let τ̄1 be one of the vector field solutions of the follow-

ing under-determined algebraic equations:{
θk(τ̄1) = 0 for 1≤ k ≤ r−1
θr(τ̄1) = 1 (10)

and it is obvious that this solution is not unique, since (10) con-
tains only r algebraic equations. Therefore, for any H ∈ ∆⊥,
τ̄1 +H is also a solution of (10). By following the method pro-
posed in Krener and Isidori (1983), we can construct, for any
chosen τ̄1 satisfying (10), the following vector fields:

τ̄i = [τ̄i−1, f ] for 2≤ i≤ r (11)

Let τ̃1 be another solution of (10), which enables us, by fol-
lowing the same method, to construct another family of (r−1)
vector fields:

τ̃i = [τ̃i−1, f ] for 2≤ i≤ r (12)

Then the following lemma highlights the relation between these
two families of vector fields for the different chosen τ̄1 and τ̃1.

Lemma 2. For any two different solutions τ̄1 and τ̃1 of (10),
there exist Hi ∈ ∆⊥ for 1≤ i≤ r such that τ̃i = τ̄i +Hi where τ̄i
and τ̃i are defined in (11) and (12), respectively.

Proof. See Appendix A.2.
The above lemma reveals an important property: no matter

how to choose the first vector field τ̄1 satisfying (10), the family
of vector fields τ̄i for 1 ≤ i ≤ r are defined modulo ∆⊥. Other
important properties for this family of vector fields τ̄i are listed
in the following lemma.

Lemma 3. For any τ̄1 satisfying (10) and the associated τ̄i for
2≤ i≤ r deduced from (11), the following properties are satis-
fied:

1) for any H ∈ ∆⊥, we have [τ̄i,H] ∈ ∆⊥;
2) for any Hi ∈ ∆⊥ and H j ∈ ∆⊥ with 1≤ i, j ≤ r, we have

[τ̄i +Hi, τ̄ j +H j] = [τ̄i, τ̄ j] modulo ∆
⊥;

3) for 1≤ i≤ r and r+1≤ j ≤ n, we have

[τ̄i,τ j] ∈ ∆
⊥ (13)

where τ j was defined in P2 of Lemma 1, which is the com-
mutative basis of ∆⊥.

Proof. See Appendix A.3.

Lemma 4. For any τ̄1 satisfying (10) and the associated τ̄i for
2≤ i≤ r deduced from (11), there exists a family of vector fields
τi = τ̄i modulo ∆⊥ such that [τi,τ j] = 0 for 1 ≤ i, j ≤ r, if and
only if [τ̄i, τ̄ j] ∈ ∆⊥.

Proof. See Appendix A.4.

Remark 2. Any family of vector fields τ̄i for 1≤ i≤ r given by
(10)-(11) together with the family of vector fields τ j for r+1≤
i ≤ n defined in P2 of Lemma 1, are independent on X . Thus
they provide a basis of the tangent fiber bundle TX of X .

The following example is for the purpose of highlighting the
above results.

Example 1. Let us consider again system (8). A straightfor-
ward calculation shows that θ1 = dξ2 and θ2 = dξ1 +2ξ2dξ2.
Then we have ∆ = span{θ1,θ2}, thus ∆⊥ = span

{
∂

∂ζ

}
. Ac-

cording to (10), we obtain τ̄1 = ∂

∂ξ1
+ q1(ξ1,ξ2,ζ )

∂

∂ζ
where

q1(ξ1,ξ2,ζ ) being any function of its arguments. Following
(11), we have: τ̄2 = [τ̄1, f ] = ∂

∂ξ2
+ q2

∂

∂ζ
with q2 = 2µξ1 −

q1− ∂q1
∂ξ2

(ξ1 + ξ 2
2 )−

∂q1
∂ζ

(−ζ + µξ 2
1 + ξ2). The Lie bracket of

these two vector fields yields:

[τ̄1, τ̄2] =

[
∂q2

∂ξ1
+

∂q2

∂ζ
q1−

∂q1

∂ξ2
− ∂q1

∂ζ
q2

]
∂

∂ζ

which is not equal to 0 if q1 6= 0 and µ 6= 0. Therefore, the
conditions stated in Jo and Seo (2002) are not fulfilled.
However, we have [τ̄1, τ̄2] ∈ ∆⊥. Therefore, thanks to Lemma 4
we can found two other vector fields which are commutative.

It is easy to check that, by choosing H1 = −q1
∂

∂ζ
and H2 =

−q2
∂

∂ζ
, we have τ1 =

∂

∂ξ1
and τ2 =

∂

∂ξ2
which yields [τ1,τ2] = 0.
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With the deduced r independent vector fields τ̄i for 1≤ i≤ r,
we can then define the following matrix:

Λ1 = (θ j(τ̄i))1≤i, j≤r =

 θ1
...

θr

(τ̄1, · · · , τ̄r)

=


0 · · · 0 1
... · · · 1 λ2,r
0 · · · λr−1,r−1 λr−1,r
1 · · · λr,r−1 λr,r


(14)

with λi, j = θi(τ̄ j) for 1≤ i, j ≤ r. Since it is invertible, we can
define the following 1-forms: ω1

...
ωr

= Λ
−1
1 [θ1, · · · ,θr]

T (15)

A straightforward calculation shows that

ωr = θ1

ωr−k =

(
θk+1−

n
∑

i=r−k+1
λk+1,iωi

)
for 1≤ k ≤ r−1 (16)

which are linear combination of the 1-forms θi for 1 ≤ i ≤ r.
Then it is easy to verify that the deduced 1-forms ωi for 1≤ i≤
r have the following properties.

Lemma 5. 1) the annihilator of 1-forms ωk for 1 ≤ k ≤ r is
equal ∆⊥ defined in (9).

2) the 1-forms ωk for 1≤ k≤ r are well defined such that they
are independent of the choice of τ̄i modulo ∆⊥.

3) for 1 ≤ i,k ≤ r, ωk(τ̄i) = δ i
k where δ i

k represents the Kro-
necker delta, i.e. δ i

k = 1 if k = i, otherwise δ i
k = 0.

Proof. The above properties are just the obvious results of (15)
and (16), thus the proof is omitted.

The above lemma shows that, for any choice solution of (10),
the constructed family of vector fields always yields the same
1-form ωk for 1≤ k ≤ r, which allows us to state the following
theorem.

Theorem 1. There exists a local diffeomorphism (ξ T ,ζ T )T =
φ(x) on X which transforms system (1)-(2) into the proposed
normal form (7), if and only if the following conditions are ful-
filled:

1) there exists a family of vector fields τi = τ̄i modulo ∆⊥ such
that [τi,τl ] = 0 for 1≤ i≤ r and 1≤ l ≤ r;

2) [τi,τ j] = 0 for 1 ≤ i ≤ r and r+ 1 ≤ j ≤ n where τ j was
defined in P2 of Lemma 1;

3) [τi,gk] ∈ ∆⊥ for 1≤ i≤ n, i 6= r and 1≤ k ≤ m.

If the above conditions are fulfilled, then the diffeomorphism
φ is locally determined by its differential φ∗ := dφ = ω , i.e.
φ(x) =

∫
γ

ω , where γ is any path on X with γ(0) = 0 and
γ(1) = x.

Proof.
Necessity: To show those conditions are necessary, let us as-
sume that there exists a local diffeomorphism (ξ T ,ζ T )T = φ(x)
on X which transforms (1)-(2) into the proposed form (7).

Note ω = dφ , thus ωi for 1 ≤ i≤ r are the pullbacks of dξi,
i.e.2 ωi = φ ∗(dξ ) = dφi . For the same reason, ω j for r+1 ≤
j ≤ n are the pullbacks of dζi for 1≤ i≤ n− r with ω j = dφ j.

In the following, we will firstly check that the conditions i),
ii) and iii) of Theorem 1 are satisfied for the transformed normal
form (7), then we will use the property of pullback to prove the
necessity for the original system (1)-(2). In order to avoid the
ambiguities, we add the superscript ‘nf ’ for those calculations
made for the transformed normal form (7), otherwise it is for
the original system (1)-(2).

For the transformed normal form (7), following the same
procedure presented in Section 3, we have θ

n f
1 = dξr and

θ
n f
i = dξr−i+1 +∑

i−1
j=1 l jθ

n f
j for 2≤ i≤ r, which yields ∆n f⊥ =

span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
}. Then, we have τ̄

n f
1 = ∂

∂ξ1
+Hn f

1 with

Hn f
1 ∈ ∆n f⊥, based on which we can construct the rest vector

fields: τ̄
n f
i = ∂

∂ξi
+ Hn f

i with Hn f
i ∈ ∆n f⊥ for 2 ≤ i ≤ r. It

is clear that there exists a family of vector fields τ
n f
i = ∂

∂ξi
=

τ̄
n f
i modulo ∆n f⊥ such that

[
τ

n f
i ,τn f

l

]
= 0 for 1 ≤ i ≤ r and

1≤ l ≤ r.
Moreover, since τ

n f
j for r + 1 ≤ j ≤ n should be commu-

tative and span ∆n f⊥ defined above, without loss of generali-
ties, we can choose τ

n f
j = ∂

∂ζ j−r
, with which we can prove that[

τ
n f
i ,τn f

j

]
= 0 for 1≤ i≤ r and r+1≤ j ≤ n.

Considering now the term in front of the input in (7). It is

clear that
[

τ
n f
i ,

[
α1

k (y)
α2

k (ξ ,ζ )

]]
∈ ∆n f⊥ for 1≤ i≤ n, i 6= r and

1≤ k ≤ m.
Finally we proved that if there exist a local diffeomorphism

(ξ T ,ζ T )T = φ(x) on X which transforms (1)-(2) into (7), then
there exists a family of vector fields τ

n f
i for 1≤ i≤ n such that

the condition i), ii) and iii) are satisfied for the transformed
normal form (7).

Since ω = dφ are the pullbacks of [dξ ,dζ ]T , due to the fact
that τ

n f
i = ∂

∂ξi
for 1 ≤ i ≤ r and τ

n f
j = ∂

∂ζ j−r
for r+1 ≤ j ≤ n,

by defining
τi = φ

−1
∗

(
τ

n f
i

)
, for 1≤ i≤ n (17)

we can conclude that if there exists a local diffeomorphism
(ξ T ,ζ T )T = φ(x) on X which transforms system (1)-(2)
into the proposed normal form (7), then there exists a family
of vector fields τi for 1 ≤ i ≤ n defined in (17) such that the
condition i), ii) and iii) are necessary to be satisfied for the
original system (1)-(2).

Sufficiency: Suppose that the conditions 1), 2) and 3) in The-
orem 1 are satisfied, and we will prove that there exists a local

2Do not confuse the differential (Jacobian) of φ : φ∗ where the star is sub-
script with the pullback: φ∗ where the star is superscript.
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diffeomorphism.
As [τi,τ j] = 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ n, then there exist

n independent 1-forms ω̄i for 1 ≤ i ≤ n such that ω̄i(τ j) = δ
j

i
for 1 ≤ j ≤ n. The following shows how to determine those
1-forms.

Firstly, since τk = τ̄k modulo ∆⊥, according to Lemma 5, we
have ωl(τk) = δ k

l for 1 ≤ l,k ≤ r where ωl was given in (15),
which implies that ω̄l = ωl for 1≤ l ≤ r. Secondly, for r+1≤
i≤ n, since we have ω̄i(τ j) = δ

j
i where τ j was defined in P2 of

Lemma 1 for 1 ≤ j ≤ n, and this will uniquely determine the
rest (n− r) 1-forms ω̄i, noted as

ωi = ω̄i such that ω̄i(τ j) = δ
j

i for r+1≤ i≤ n (18)

Finally, we uniquely determine the 1-forms ω̄ = ω =
[ω1, · · · ,ωn]

T .
For those determined 1-forms, for 1≤ k≤ n we have (see the

beginning of the proof for Lemma 1):

dωk(τi,τ j) = Lτiωk(τ j)−Lτ j ωk(τi)−ωk([τi,τ j]).

As ωk(τ j) and ωk(τi) are both constant (either 0 or 1 depending
on the indices), then one has dωk(τi,τ j) = −ωk([τi,τ j]) which
implies the equivalence between dωk = 0 and [τi,τ j] = 0, since
ωk and τi are dual and independent. Therefore, the condition
ii) implies the deduced ω defined in (15) and (18) is closed, i.e.
dω = 0. Then, thanks to Poincar’s lemma, there exists a local
diffeomorphism φ such that φ∗ = ω , where φ∗ represents the
Jacobian of φ .

In what follows, we will prove that φ deduced via φ∗ = ω

is exactly the sought diffeomorphism which transforms system
(1)-(2) into the proposed normal form (7).

For this, let us firstly show how it transforms f in (1). Set-
ting (ξ T ,ζ T )T = φ(x), since φ∗ = ω , then we have φ∗(τi) =
ω(τi) = ∂

∂ξi
for 1 ≤ i ≤ r and φ∗(τ j) = ω(τ j) = ∂

∂ζ j
for

r + 1 ≤ i ≤ n. Moreover, according to the third property of
Lemma 5, for any H ∈ ∆⊥, we have ωi(H) = 0 for 1 ≤ i ≤ r
and ω j(H) ∈ span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
} for r + 1 ≤ j ≤ n because

φ∗(τ j) =ω(τ j) =
∂

∂ζ j
and τ j span the distribution ∆⊥. Thus, for

any H ∈ ∆⊥ we have φ∗(H) = ω(H) ∈ span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
}.

Now, let us consider the following two cases:

- for 1 ≤ i ≤ r − 1, we have ∂

∂ξi
φ∗( f ) = [ ∂

∂ξi
,φ∗( f )] =

[φ∗(τi),φ∗( f )] = φ∗[τi, f ] = φ∗(τi+1 +Hi) for some Hi ∈
∆⊥. Thus we have

∂

∂ξi
φ∗( f ) = φ∗(τi+1)+φ∗(Hi) =

∂

∂ξi+1
+φ∗(Hi); (19)

- for r + 1 ≤ j ≤ n, we have ∂

∂ζ j
φ∗( f ) = [ ∂

∂ζ j
,φ∗( f )] =

[φ∗(τ j),φ∗( f )] = φ∗[τ j, f ]. Since τ j span the distribution
∆⊥ which is f -invariant (see P3 of Lemma 1), then there
exist H j ∈ ∆⊥ such that H j = [τ j, f ]. Then we have

∂

∂ζ j
φ∗( f ) = φ∗(H j). (20)

Since for any H ∈ ∆⊥ we have φ∗(H) ∈
span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
}, thus, by integrating (19) and (20),

we obtain φ∗( f ) =
[

Aξ +β (y)
η(ξ ,ζ )

]
.

Consider now the term g in (1). If the condition iii) of The-
orem 1 is satisfied, i.e. [τi,gk] ∈ ∆⊥ for 1 ≤ i ≤ n, i 6= r and
1 ≤ k ≤ m, then we have φ∗([τi,gk]) ∈ span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
}.

By applying the same argument, for 1 ≤ k ≤ m let us consider
the following two cases:

- for 1 ≤ i ≤ r− 1, we have ∂

∂ξi
φ∗(gk) = [ ∂

∂ξi
,φ∗(gk)] =

[φ∗(τi),φ∗(gk)] = φ∗[τi,gk];
- for r+1≤ j≤ n, for the same reason we have ∂

∂ζ j
φ∗(gk) =

φ∗[τ j,gk];

Since φ∗([τi,gk]) ∈ span { ∂

∂ζ1
, · · · , ∂

∂ζn−r
} for 1 ≤ i ≤ n, i 6= r

and 1≤ k≤m, the integration of the above two equations yields

φ∗(gk) =

[
α1

k (y)
α2

k (ξ ,ζ )

]
for 1≤ k ≤ m.

Following the same argument, one can prove as well [τi,gk]∈
modulo ∆⊥ for 1≤ i≤ n, i 6= r and 1≤ k ≤ m .

The rest concerns the deduction of the local diffeomorphism.
Since ω = dφ on X , then the diffeomorphism can be deter-
mined just by integration of ω , i.e. φ(x) =

∫
γ

ω where γ is any
path on X with γ(0) = 0 and γ(1) = x.

For any choice of τ̄1 satisfying (10) with the associated fam-
ily of vector fields τ̄i for 2 ≤ i ≤ r, Theorem 1 needs to seek
a new family of vector fields τi = τ̄i modulo ∆⊥ such that
[τi,τl ] = 0 for 1 ≤ i ≤ r and 1 ≤ l ≤ r. Thanks to Lemma 4,
we can remove at the beginning all terms in the directions of
the basis of ∆⊥ in τ̄1, noted as τ1. It is important to emphasize
that this elimination will yield a unique τ1 for any solution of
(10). Then, we can iteratively eliminate all terms in the direc-
tions of the basis of ∆⊥ in τ̄i, which gives the following simple
procedure to calculate τi for 1≤ i≤ n:

Procedure 1. For the nonlinear system (1)-(2), the family of
vector fields τi for 1 ≤ i ≤ n can be simply computed via the
following steps:

Step 1: Compute the observability 1-forms θi for 1≤ i≤ r;
Step 2: Determine ∆⊥ and seek a commutative basis

{τr+1, · · · ,τn} that spans ∆⊥;
Step 3: Choose any solution τ̄1 of (10), then eliminate all its

terms in the directions of {τr+1, · · · ,τn} which yields
τ1;

Step 4: Iteratively, for 2 ≤ i ≤ r, compute [τi−1, f ] in which
eliminate all terms in the directions of {τr+1, · · · ,τn}
which gives τi.

Remark 3. Like most of existing results by using the differen-
tial geometric method, such as the pioneering works in Krener
and Isidori (1983); Krener and Respondek (1985); Respondek
et al. (2004); Jo and Seo (2002), the proposed results in this pa-
per characterize only the solvability of the problem. It is worthy
noting that the construction of such family of commutative vec-
tor fields is still quite challenging.
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The following example is to highlight Theorem 1 by follow-
ing Procedure 1.

Example 2. Let us consider the following nonlinear system:
ẋ1 =−x2

3 + x3
1x3− 1

2 x3
3 + x5

2
ẋ2 = x1− 1

2 x2
3

ẋ3 =−x3 + x3
1−

1
2 x2

3
y = x2

(21)

Step 1:
A simple calculation gives rank

{
dh,dL f h,dL2

f h
}
= 2, thus r =

2, and one has θ1 = dx2 and θ2 = dx1− x3dx3. since dL2
f h =

5x4
2θ1.

Step 2:
Then one obtains ∆ = span{θ1,θ2}, and

∆
⊥ = span

{
x3

∂

∂x1
+

∂

∂x3

}
Since τ3 should be a commutative basis of ∆⊥, thus one has
τ3 = x3

∂

∂x1
+ ∂

∂x3
.

Step 3:
By solving equation (10), one obtains τ̄1 =

∂

∂x1
+q1(x)τ3. Fol-

lowing Procedure 1, by eliminating all terms in τ̄1 in the direc-
tion of τ3, we have τ1 =

∂

∂x1
.

Step 4:
Then we can calculate: [τ1, f ] = ∂

∂x2
+ 3x2

1τ3, for which the

elimination of all terms in the direction of τ3 yields τ2 =
∂

∂x2
.

Finally Procedure 1 enables us to easily get the following
vector fields:

τ1 =
∂

∂x1
, τ2 =

∂

∂x2
, τ3 = x3

∂

∂x1
+ ∂

∂x3

with which it is easy to check that all conditions of Theorem
1 are satisfied, thus there exists a diffeomorphism which can
transform the studied example into the proposed form (7).

For the deduction of the diffeomorphism, we use the obtained
vector field τ = [τ1,τ2,τ3] which gives:

Λ1 =

[
θ1
θ2

]
(τ1,τ2) =

(
0 1
1 0

)
thus one has(

ω1
ω2

)
= Λ

−1
1

(
θ1
θ2

)
=

(
dξ1
dξ2

)
= d

(
x1− 1

2 x2
3

x2

)
Following (18), one can solve the following equation:

ω3

(
∂

∂x1
,

∂

∂x2
,

∂

∂x3
+ x3

∂

∂x1

)
= (0,0,1)

which uniquely determines ω3 = dx3. Finally, one gets the

following diffeomorphism φ (x) =

 x1− 1
2 x2

3
x2
x3

 which trans-

forms the studied system (21) into the following form
ξ̇1 = 0
ξ̇2 = ξ1

ζ̇1 = ξ 3
1 −ξ3 +

ξ 2
3
2

(
3ξ 2

1 + 3
2 ξ1ξ 2

3 + 1
4 ξ 4

3 −1
)

y = ξ2

4. Diffeomorphism on the output

This section deals with the case when the conditions of The-
orem 1 are not fulfilled. Let us remark that the deduced dif-
feomorphism φ(x) in Section 3 does not modify the output.
This is due to the fact that θr(τ̄1) = 1. One way to relax this
constraint is to seek a new vector field, noted as σ̄1, such that
θr(σ̄1) becomes a function of the output, and this will introduce
a diffeomorphism on the output. For that purpose, this section
will modify the new vector field τ1 obtained in Section 3 by
following Procedure 1 and construct a new family of commuta-
tive vector fields, with which the deduced diffeomorphism φ(x)
will apply as well a change of coordinates on the output (see
Krener and Respondek (1985); Respondek et al. (2004); Boutat
and Busawon (2011)). Since this diffeomorphism will modify
the output of the studied system (1)-(2), therefore the PONF (7)
is adapted as follows:

ξ̇ = Aξ +β (y)+
m
∑

k=1
α1

k (y)uk

ζ̇ = η(ξ ,ζ )+
m
∑

k=1
α2

k (ξ ,ζ )uk

ȳ = ξr = ψ(y)

(22)

With the same procedure presented in Section 3, we can cal-
culate the observability 1-forms θi for 1 ≤ i ≤ r where r is the
rank of observability matrix, which defines the co-distribution
∆ = span{θ1,θ2, · · · ,θr}, and the kernel (or the annihilator) of
the co-distribution ∆, noted as ∆⊥.

By following Procedure 1 presented in Section 3, it is as-
sumed that we have already obtained a family of vector fields
τ j for r + 1 ≤ j ≤ n which are commutative basis of ∆⊥, and
τi for 1 ≤ i ≤ r which do not contain any component in the di-
rection of τ j for r + 1 ≤ j ≤ n. In this section, it is assumed
that there exist 1≤ i, l ≤ r such that [τi,τl ] 6= 0, thus Theorem 1
cannot be applied. In order to introduce a change of coordinate
for the output, let s(y) 6= 0 be a function of the output which
will be determined later. Then one can define a new vector field
σ1 from τ1 as follows:

σ̄1 = s(y)τ1 (23)

By induction, one can define the following new vector fields
σ̄i = [σ̄i−1, f ] modulo ∆⊥, for 2≤ i≤ r. A straightforward cal-
culation gives

σ̄i =
i

∑
k=1

(−1)i−k Ck−1
i−1 Li−k

f s(y)τk modulo ∆
⊥ (24)
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where Ck−1
i−1 is the binomial coefficients and L0

f s(y) = s(y).
For the same reason stated in Procedure 1, by eliminating all

terms in the directions of τ j for r+1≤ j ≤ n (the commutative
basis of ∆⊥) we obtain:

σi =
i

∑
k=1

(−1)i−k Ck−1
i−1 Li−k

f s(y)τk, for 1≤ i≤ r (25)

For the sake of completeness, we simply note

σ j = τ j, for r+1≤ j ≤ n (26)

where {τr+1, · · · ,τn} are commutative basis of ∆⊥, obtained by
following Procedure 1 presented in Section 3.

We can then define the following matrix:

Λ̃1 =

 θ1
...
θr

(σ1, · · · ,σr) =


0 · · · 0 s(y)
... · · · s(y) ∗
0 · · · ∗ ∗

s(y) · · · ∗ ∗


(27)

Since s(y) 6= 0, thus it is invertible, and we can define the fol-
lowing 1-forms:  ω̃1

...
ω̃r

= Λ̃
−1
1 [θ1, · · · ,θr]

T (28)

and using the same method in Section 3 we can uniquely deter-
mine ω̃i for r+1≤ i≤ n by solving the following equations:

ω̃i(σ j) = δ
j

i (29)

for 1≤ j ≤ n. Finally we have the following theorem.

Theorem 2. There exists a local diffeomorphism (ξ T ,ζ T )T =
φ(x) on X which transforms system (1)-(2) into the PONF (22)
if and only if the following conditions are fulfilled:

1) [σi,σl ] = 0 for 1≤ i≤ r and 1≤ l ≤ r where σi defined in
(25);

2) [σi,σ j] = 0 for 1≤ i≤ r and r+1≤ j≤ n where σ j defined
in (26);

3) [σi,gk] ∈ ∆⊥ for 1≤ i≤ n, i 6= r and 1≤ k ≤ m.

If the above conditions are fulfilled, then the diffeomorphism
φ is locally determined by its differential φ∗ := dφ = ω̃ , i.e.
φ(x) =

∫
γ

ω̃ , where γ is any path on X with γ(0) = 0 and
γ(1) = x. Moreover, one has ξr = ȳ = ψ(y) where ψ(y) =∫ y

0
1

s(c)dc is a change of coordinates on the output.

Proof.
The proof of Theorem 2 is similar to the proof of Theorem

1, thus the following just gives a sketch to determine s(y) and
some different elements with respect to the result stated in Bou-
tat and Busawon (2011).

According to (23), we define σ1 = s(y)τ1 where τ1 is ob-
tained in Section 3 by eliminating all terms in the direc-
tions of τ j for r + 1 ≤ j ≤ n. By induction, we have σi =
[σi−1, f ] modulo ∆⊥, for 2≤ i≤ r. Then one can deduce:

[σ1,σi] =
i

∑
k=1

(−1)i−k Ck−1
i−1 Li−k

f s(y) [σ1,τk]

=
i

∑
k=1

(−1)i−k Ck−1
i−1 Li−k

f s(y)
[
s(y) [τ1,τk]−Lτk s(y)τ1

]
+

i
∑

k=1
(−1)i−k Ck−1

i−1 Lσ1Li−k
f s(y)τk

Imposing [σ1,σi] = 0, this enables us to determine s(y).
More details on this issue can be founded in Boutat and Bu-
sawon (2011). After having deduced s(y), the rest of the proof
for Theorem 2 is similar to the proof of Theorem 1.

Example 3. Let us consider the well-known SIR (Susceptible,
Infected, Removed) epidemic model describing the contagious
disease propagation Raggett (1982); Feng and Garrido (2008)
as follows: 

Ṡ =−βSI
İ = βSI− γI
Ṙ = γI
y = I

where S denotes the suspected population, I denotes the in-
fected and R denotes the removed population and the total pop-
ulation.

By using the same notations introduced in Section 3, a simple
calculation gives θ1 = dI and θ2 = β IdS + (βS− γ)dI, and
we have ∆ = span{dI,β IdS+(βS− γ)dI} which gives ∆⊥ =
span{ ∂

∂R}.

Calculation of τ̄:
Following the procedure proposed in Krener and Isidori (1983),
we obtain the following vector fields:

τ̄1 =
1

β I
∂

∂S +q1
∂

∂R

τ̄2 = [τ̄1, f ] = ∂

∂ I +
βS−γ−β I

β I
∂

∂S +q2
∂

∂R

with q1(S, I,R) is any function and q2 = −L f q1, which gives
[τ̄1, τ̄2] 6= 0. Therefore the conditions stated in Jo and Seo
(2002) are not fulfilled.

Calculation of τ:
Applying Procedure 1 proposed in Section 3, we obtain the fol-
lowing new vector fields:

τ1 =
1

β I
∂

∂S

τ2 =
∂

∂ I +
βS−γ−β I

β I
∂

∂S

τ3 =
∂

∂R

It is obvious that [τ1,τ2] 6= 0, which implies that the conditions
of Theorem 1 are not fulfilled.

Calculation of σ :
In order to construct a new family of commutative vector fields
by introducing a change of coordinates on the output, the
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method proposed in Boutat and Busawon (2011) is used to de-
duce a non-zero output function s(y). For this, set σ1 = s(y)τ1.
According to (25) one has σ2 = s(y)τ2− s′(y)(βSI− γI)τ1. A
straightforward calculation gives:

[σ1,σ2] =

(
2s2(y)

I
−2s(y)s

′
(y)
)

τ1

thus [σ1,σ2] = 0 if and only if the function s(y) fulfills the fol-
lowing differential equation:

s(y)
y
− ds(y)

dy
= 0

which motivates us to choose s(y) = y = I. Then one has:

σ1 =
1
β

∂

∂S
, σ2 =−I

∂

∂S
+ I

∂

∂ I
, σ3 =

∂

∂R

with which one has

[σ1,σ2] = [σ1,σ3] = [σ2,σ3] = 0

thus the first two conditions of Theorem 2 are satisfied. As the
SIR model does not contain any input, then the third condition
of Theorem 2 does not need to be verified.

Since

Λ̃1 =

[
θ1
θ2

]
(σ1,σ2) =

(
0 I
I −β I2 +(−γ +Sβ ) I

)
which yields(

ω̃1
ω̃2

)
= Λ̃

−1
(

θ1
θ2

)
=

(
dξ1
dξ2

)
= d

(
β (S+ I)

ln I

)
Following (29), one can solve the following equation:

ω̃3 (σ1,σ2,σ3) = ω̃3

(
1
β

∂

∂S
,−I

∂

∂S
+ I

∂

∂ I
,

∂

∂R

)
= (0,0,1)

which uniquely determines ω̃3 = dR. Therefore, the local dif-
feomorphism is given as follows φ (x) = [β (S+ I), ln I,R]T ,
which transforms the SIR model into the following form:

ξ̇1 =−βγeȳ

ξ̇2 = ξ1−βeȳ− γ

ζ̇1 = γeȳ

ȳ =Cφ = ln I

5. Conclusion

This paper deals with partial observability problem of nonlin-
ear system. Necessary and sufficient conditions are established
to guarantee the existence of a local diffeomorphism transform-
ing a class of nonlinear systems into the proposed partial ob-
server normal form with and without a change of coordinates
on the output. For the transformed system, a simple Luen-
berger observer can be designed to estimate the part of observ-
able states. Examples are provided to illustrate the feasibility
of the proposed results.

Appendix

A.1 Proof of Lemma 1:

Proof. Firstly, let us recall that the differential dπ of a differ-
ential 1-form π yields a 2-form whose evaluation on two vector
fields X and Y is given by:

dπ(X ,Y ) = LX π(Y )−LY π(X)−π ([X ,Y ]) (30)

If π is closed, then dπ = 0 and the above formula becomes:

π ([X ,Y ]) = LX π(Y )−LY π(X) (31)

Denote ıX π = π(X) as the interior product (or the contraction
of a differential form with a vector field) of an 1-form π by a
vector field X and recall that by definition the interior product of
a function by a vector field is equal 0. Then the interior product
relates the exterior derivative and Lie derivative of differential
forms by the following so-called Cartan’s identity:

LX = dıX + ıX d (32)

Proof of P1:
According to the definition of the 1-forms θi = dLi−1

f h for
1 ≤ i ≤ r, thus θi are exact (then closed), which implies that
for any two vector fields H1 ∈ ∆⊥ and H2 ∈ ∆⊥, we have
[H1,H2] ∈ ∆⊥ due to the relation of (31). Thus ∆⊥ is involutive.

Proof of P2:
The second property is an obvious consequence of the first

one thanks to the well-known Frobenius’ Theorem (see Isidori
(1995) for the details).

Proof of P3:
As θi for 1≤ i≤ r are exact, thus for any vector field H ∈∆⊥,

according to the equation (31) we have

θi ([ f ,H]) = L f θi(H)−LHθi( f )

Since H ∈ ∆⊥, then θi(H) = 0 which implies that L f θi(H) = 0.
Therefore, θi ([ f ,H]) = 0 is equivalent to LHθi( f ) = 0 . More-
over, based on the Cartan’s identity (32), we have:

LHθi( f ) = dıHθi( f )+ ıHdθi( f )

Due to the fact that θi( f ) is a function, therefore its interior
product by a vector field is 0, thus ıHθi( f ) = 0, which means
dıHθi( f ) = 0. So, the above equation becomes

LHθi( f ) = ıHdθi( f )

It reminds to show that ıHdθi( f ) = 0. As dθi( f ) = θi+1 for
1≤ i≤ r−1, then

ıHdθi( f ) = ıHθi+1 = θi+1(H) = 0.

For i = r, we have dθr( f ) = dLr+1
f h. Since it is assumed that

rank{dh, · · · ,dLn
f h} = r, it means dθr( f ) =

r
∑

i=1
γiθi which im-

plies ıHdθi( f ) = 0.

8



Finally, we proved that, for any vector field H ∈ ∆⊥, one
always has θi([ f ,H]) = 0, which implies that [ f ,H] ∈ ∆⊥.
Thus ∆⊥ is f -invariant.

A.2 Proof of Lemma 2

Proof. Since τ̄1 and τ̃1 are both the solution of (10), then there
exists an H1 ∈ ∆⊥ such that τ̃1 = τ̄1 +H1.

According to (11) and (12), we have

τ̃2 = [τ̃1, f ] = [τ̄1 +H1, f ]
= [τ̄1, f ]+ [H1, f ] = τ̄2 +H2

where we applied the third property P3 of Lemma 1, i.e.
[H1, f ] = H2 ∈ ∆⊥. By induction, we deduce that for 1 ≤ i ≤ r
there exist Hi ∈ ∆⊥ such that τ̃i = τ̄i +Hi.

A.3 Proof of Lemma 3

Proof. 1) For any H ∈ ∆⊥, as dθk = 0 since θk = dLk−1
f h for

1≤ k ≤ r is closed, we have:

θk ([τ̄i,H]) = Lτ̄iθk(H)−LHθk(τ̄i)
=−LHθk(τ̄i)

where we have applied θk(H) = 0 for 1≤ k ≤ r since H ∈ ∆⊥.
When i = 1, then from (10) we have

θk(τ̄1) =

{
0, 1≤ k ≤ r−1
1, k = r

Thus, θk(τ̄1) is constant, then its Lie derivative is 0. Therefore,
we have

θk ([τ̄1,H]) =−LHθk(τ̄1) = 0

which implies that [τ̄1,H] ∈ ∆⊥.
For i = 2, by applying Jacobi’s identity we have

[τ̄2,H] = [[τ̄1, f ],H] =−[[H, τ̄1], f ]− [[H, f ], τ̄1]

Since [τ̄1,H] ∈ ∆⊥, and [H, f ] ∈ ∆⊥ (P3 of Lemma 1), then we
obtain [τ̄2,H] ∈ ∆⊥.

Repeating the above procedure by using the Jacobi’s identity,
we can prove by induction that, for any H ∈ ∆⊥, we have:

[τ̄i,H] ∈ ∆
⊥, for 1≤ i≤ r.

2) For any Hi ∈∆⊥ and H j ∈∆⊥, it is clear that [Hi,H j]∈∆⊥.
Then we have:

[τ̄i +Hi, τ̄ j +H j] = [τ̄i, τ̄ j]+ [τ̄i,H j]+ [Hi, τ̄ j]+ [Hi,H j]

Since we have proved in the above that [τ̄i,H j] ∈ ∆⊥ and
[Hi, τ̄ j] ∈ ∆⊥, with the fact that [Hi,H j] ∈ ∆⊥, we get

[τ̄i +Hi, τ̄ j +H j] = [τ̄i, τ̄ j] modulo ∆
⊥

3) As we have proved that for any H ∈ ∆⊥ one has
[h, τ̄i]∈ ∆⊥ for 1≤ i≤ r, due to the fact that τ j for r+1≤ j≤ n

are the basis of ∆⊥, therefore we have: [τ̄i,τ j] ∈ ∆⊥.

A.4 Proof of Lemma 4:

Proof. Necessity: Suppose that there exist Hi ∈ ∆⊥ and H j ∈
∆⊥, which determine τi = τ̄i+Hi and τ j = τ̄ j +H j for 1≤ i, j≤
r such that [τi,τ j] = 0, then according to the second item of
Lemma 3 we have

0 = [τi,τ j] = [τ̄i, τ̄ j] modulo ∆
⊥

which implies that [τ̄i, τ̄ j] ∈ ∆⊥.

Sufficiency: Assume that for one choice of τ̄1 satisfying (10),
we have [τ̄i, τ̄ j] ∈ ∆⊥ for 1 ≤, i, j ≤ r where τi was defined
in (11). Then we need to prove that there exist Hi ∈ ∆⊥ for
1≤ i≤ r such that [τi,τ j] = 0 where τk = τ̄k +Hk.
Let {τr+1, · · · ,τn} be (n− r) determined commutative basis
of ∆⊥, it is well-known (see Nijmeijer and Van der Schaft
(1990)) that there exist r commutative vector fields, noted as
{X1, · · · ,Xr}, such that they commute with {τr+1, · · · ,τn}, thus
form together a basis of the tangent fiber bundle TX of X .

Then, for all 1≤ i≤ r we can rewrite τ̄i as:

τ̄i =
r

∑
l=1

γi,l(x)Xl +
n

∑
l=r+1

γi,l(x)τl

By choosing Hi =−∑
n
l=r+1 γi,l(x)τl ∈ ∆⊥, then we have:

τi = τ̄i +Hi =
r

∑
l=1

γi,l(x)Xl

For the same reason, there exist H j = ∑
n
l=r+1 γ j,l(x)τl ∈ ∆⊥

yielding:

τ j = τ̄ j +H j =
r

∑
l=1

γ j,l(x)Xl

Moreover, for 1≤ i, j ≤ r, due to Lemma 3 we have

[τ̄i, τ̄ j] = [τi,τ j] modulo ∆⊥. (33)

As [Xk,Xs] = 0 for 1≤ k,s≤ r, then (33) becomes

[τ̄i, τ̄ j] =

[
r
∑

l,s=1
γi,lLXl γ j,sXs−

r
∑

s,l=1
γ j,sLXsγi,lXl

]
modulo ∆⊥

Thus, if [τ̄i, τ̄ j] ∈ ∆⊥, then there exist Hi ∈ ∆⊥ and H j ∈ ∆⊥

defined above, such that

[τi,τ j] =
r

∑
l,s=1

γi,lLXl γ j,sXs−
r

∑
s,l=1

γ j,sLXs γi,lXl = 0

due to the fact that Xk /∈ ∆⊥.
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