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Model reduction and process analysis of biological models

Stefano Casagranda1, Delphine Ropers2 and Jean-Luc Gouzé3

Abstract— Understanding the dynamical behavior of
biological networks is complicated due to their large number
of components and interactions. We present a method to
analyse key processes for the system behavior, based on
the a priori knowledge of the system trajectory and the
simplification of mathematical models of these networks. The
method consists of the model decomposition into biologically
meaningful processes, whose activity or inactivity is evaluated
during the time evolution of the system. The structure of the
model is reduced to the core mechanisms involving active
processes only. We assess the quality of the reduction by means
of global relative errors and apply our method to two models
of the circadian rhythm in Drosophila and the influence of
RKIP on the ERK signaling pathway.

Keywords: Dynamical Systems, Biological Networks, Model
Reduction, Process Analysis

I. INTRODUCTION

Mathematical modeling and simulation tools are determi-
nant in understanding how adaptation of living organisms to
environmental cues results from large networks of metabo-
lites, RNAs, proteins, and their mutual interactions. Larger
and larger kinetic models of cellular networks are nowadays
published, as a result of decades of work in biology, recent
advances in high throughput technologies, and progress in
modeling and parameter estimation approaches (see [1] and
[2] for an example).
The large size of these models and their non linearity due
to complex feedback loops make their dynamical analysis
rather difficult. More specifically, it is extremely difficult to
relate the global behaviour of the system to the functioning
of specific cellular processes (e.g. RNA transcription, protein
phosphorylation, or complex formation), while this gain of
knowledge is crucial to identify what are the key cellular
processes for the environmental adaptation and when they
are at play.
Efforts in this direction rely on the reduction of the system
complexity, as reduced models can be more easily analysed.
Beside testing model robustness, sensitivity analysis is hence
used to detect model parameters that are not influential for
the system dynamics and that can be removed (i.e. [3]).
When different time scales are present in a model, quasi-
steady-state approximation is often applied to reduce the
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system dimension and replace the fast variables by algebraic
expressions. Nevertheless, the resulting differential algebraic
system can be still complex to analyse [4]. Finally, phase
plane analysis allows analysing the asymptotic behaviour of
kinetic models, but its use is restricted to small size systems
[5, p. 21]. Alternative approaches consist in simplifying the
mathematical functions describing the molecular processes.
For instance, piece-wise affine differential equations approx-
imate by step functions the sigmoidal functions describing
cooperativity in the regulation of gene expression. The
dynamics of this simplified system can be easily analysed
by means of state transition graphs [6]. However, these
simplifications are generally restricted to models of gene
expression and are more difficult to apply to model other
types of network [7].
We tackle the problem in this study, by developing a math-
ematical and numerical approach for analysing the contri-
bution of cellular processes to the dynamics of an ordinary
differential equation system. The method allows i) to identify,
at different times of the dynamics, the mechanisms that are
active and contribute most to the system dynamics and ii) to
reduce the kinetic model into a series of new models reduced
to the core mechanisms, neglecting the inactive processes.
The method is general and can be easily applied to any ODE
model of biological system.
To some extent, our work is similar to the model reduction
approach of L. Petzold and W. Zhu [8] applied to chemical
kinetics, which consists in decomposing ODE models into a
sum of elementary reactions and finding simplified models
with a reduced number of reactions. Removing part of the
network is also considered by Apri et al. in [9], where
parameters that are not important for the system dynamics
are removed from the model.
We apply our method to two models with different dynamical
behaviors. In the model of the circadian rhythm in Drosophila
[10], the system dynamics reaches a regime of sustained
periodic oscillations, whereas this dynamics is simpler in the
model of the influence of Raf Kinase Inhibitor Protein on the
Extra-cellular Signal Regulated Kinase [11]. The solutions
quickly reach a steady-state. Section 2 of this paper describes
the methodology of the model simplification. The method is
applied to the circadian and ERK models in Section 3 and
4, respectively. We conclude in Section 5, by giving some
future perspectives.

II. METHODOLOGY

We evaluate the different processes along the trajectory of
the model, in order to study their relative influence during
the evolution of the system. As such, this technique takes



naturally into account the order of magnitude of the variables.
Consider a general ODE model of biological network:

ẋ = f (x, p) (1)

and an ODE system which approximates the previous model:

ẋr = g (xr, pr) (2)

where x = (x1, x2, ..., xn) ε Rn and xr = (xr1, x
r
2, ..., x

r
n)

ε Rn represent, respectively, the vectors of concentration of
components in the original and reduced models. p ε Rm

and pr ε Rk with k ≤ m are respectively the vectors of
parameters of the original and reduced models, where each
parameter has a precise and known value. The vector of
initial conditions is x0 = xr0, where x0 ε R

n is also known.
The time interval on which we want to study the processes
is [0, T ] (it can be either a short or a long period).
The basic idea of our method is based on the following
theorem: if the vector fields of two systems are close (f(x)
≈ g(x)), then the solutions of the original and approximated
systems are close during some time interval under the
assumptions on the Lipschitz conditions listed in [5, p. 79,Th.
2.5]. We first identify the processes in the model equations.

ẋi =
∑
j

fij (x, p) (3)

where fij represents the jth process involved in the evo-
lution of the ith coordinate where i = 1, ..., n. Generally
a biological model is already decomposed in terms of a
linear combination of processes: they evolve dynamically
over time and contribute to the time evolution of one or more
variables. Let us take as an example the 8th coordinate of
the Goldbeter and Leloup’s model [10] (see Section 3 and
the model equations in Appendix).

dT2

dt
= V3T

T1

K3T + T1
− V4T

T2

K4T + T2
− k3P2T2 (4)

+k4C − vdt
T2

KdT + T2
− kdT2

The equation represents the variation of the concentration
of the double phosphorylated timeless protein. It contains six
different processes, each of which with a specific biological
meaning. They can be positive or negative.

ẋ8 = f8,1 − f8,2 − f8,3 + f8,4 − f8,5 − f8,6 (5)

where f8,1 = V3T
T1

K3T +T1
, ..., f8,6 = kdT2.

In order to compare the influence of the different pro-
cesses fij in the time evolution of each variable xi, we
have to find a criterion to compare the processes between
themselves. It is possible, for example, to compare their
absolute function (|fij(x, p)|), to scale it by the ith initial
condition ( |fij(x(t),p)|

x0i
) or to scale it by the solution of the

ith ODE ( |fij(x(t),p)|
x(t)i

). In this work we choose to associate

a relative weight to each process with the purpose to make
it dimensionless:

Wij(t, p) =
|fij(x(t), p)|∑
j |fij(x(t), p)|

(6)

where 0 ≤ Wij(t, p) ≤ 1 and
∑
jWij(t, p) = 1.

Definition: Let the continuous function fij(x(t), p) be the
jth process of ẋ(t)i in t ε [0, T ] and let the threshold θ ⊂
R θ ε [0,1].
We call a process fij(x(t), p) always inactive when
Wij(t, p) < θ ∀ t ε [0,T].
We call a process fij(x(t), p) inactive at time t when
Wij(t, p) < θ.
We call a process fij(x(t), p) active at time t when
Wij(t, p) ≥ θ.
The switching time for a process fij(x(t), p) is the time tsij
when Wij(t, p) = θ. A process can have 0, 1, ..., s switching
times.
The switching time set Si for the ith variable contains all
the switching times tsij where j = 1, .., k.
The global switching time set S is the union of all Si.
The relative weights evolve with time: for example a process
can be active at the beginning of the system evolution and
becomes inactive at the end. Fig. 1(A) shows the dynamics
of the absolute values of the processes in (4) for t ε [0,24]
(hours). In Fig. 1(B) is shown the dynamics of the absolute
weights.
First step: eliminate the always inactive processes. We
are looking for a function g(xr) which approximates the
function f(x) and with Ng

P < Nf
P , where NP is the number

of processes in the ODE system.
The threshold θ value must be chosen between the range
[0,1]: a low threshold should be chosen to avoid neglecting
too many processes and changing significantly the dynamics
of the new system with respect to the original one. In our
work a threshold θ = 0.1 is set. After having applied this
procedure for every kinetic equation, we obtain the reduced
model where:
if Wij(x(t), p) < θ ∀ t ε [0,T] then fij(x(t), p) = 0;
if not, gij(x(t), p) = fij(x(t), p).
To test the quality of the reduced model g(xr), we numeri-
cally compute the global relative error between the original
and the reduced models for each variable: it is defined for
the ith variable as ∫

|xi(t)− xri (t)|dt∫
|xi(t)|dt

(7)

where xi(t) and xri (t) are respectively the solutions of the
original and reduced systems.
Taking (4) as an example, we see that the processes f8,3,
f8,4, f8,6 are always under θ and that they can be neglected.
The processes f8,1 and f8,5 are always over θ, while
f8,2 crosses the threshold twice and its switching times
(t18,2 = 0.2 h and t28,2 = 19.8 h) are collected in the set S8.
Second step: visualize the dynamical activity of the
remaining processes.
We qualitatively study the evolution of the intensity of the



Fig. 1. (A) Example of simulation of the processes of the 8th coordinate of
the ODE system in [10] and (B) of the relative weights with the threshold
θ set at 0.1. Three processes are always inactive during the time evolution
of the system.

process activity in the reduced model g(xr). We use in this
paper two graphic tools to summarize this information in
one picture: a three dimensional bar graph and a heat map.
Third step: create a succession of sub-models.
The time period in which the system evolves can be split
into time intervals using the switching times ti previously
grouped in the set S, sorted in ascending order: a succession
of sub-models can be created, each one valid for a certain
time window (∆ti = ti − ti−1), which contains the core
mechanisms in that period of time. To avoid having a
large chain of sub-models, we reduce the number of time
windows, by compacting with a clustering method the
switching times that are close. We obtain a reduced number
of time windows based on the reduced number of switching
times: ∆tri = tri − tri−1 where N∆tr

i
<< N∆ti . A good

method to compact them in few clusters is the k-means
clustering [12], which is really easy to compute in one
dimension (time axis). Given our global switching time set
(sorted in ascending order) S = [t1, t2, ..., tn], this method
leads to group the n switching times into k (≤ n) clusters
C={C1, C2, ..., Cn} so as to minimize the within-cluster
sum of squares (WCSS):

argminC

k∑
i=1

∑
tεCi

||t− µi||2 (8)

where µi is the mean of the switching times in Ci. Following
this operation, the cluster Ci is replaced by the mean µi,
which is going to be the new switching time tri , and we
assume that all the processes that were going to switch
their state in the cluster Ci are going to switch together at
time tri . There is no precise rule to choose k, but its value
can be related with the difference between the maximum
and minimum number of active processes during the time
evolution of the system: if the difference is low, k should be
chosen low as well. We finally end up with a small chain of
sub-models that can be biologically interpreted.

III. MODEL FOR CIRCADIAN RHYTHMS IN DROSOPHILA

A. Description

We consider the model in [10] given by an ODE system of
dimension 10. The model describes the circadian oscillations
of the proteins timeless (TIM) and period (PER), which
involve a negative feedback loop: the double phosphorylated
forms of these proteins can be degraded in the cytoplasm or
form the PER-TIM complex which, following its transport
to the nucleus, inhibits the transcription of the tim and per
genes and the subsequent accumulation of their mRNAs and
proteins. The light sets the period of the oscillations to 24
hours precisely, by increasing the velocity of the degradation
of the double phosphorylated form of TIM (from 2 nM/h to
4 nM/h in the model). Since the same oscillatory behavior is
repeated every day, we focus our analysis on 24 hours only
and use the model parameters given in Figures 2 and 4 of
[10].

B. Model reduction

After having decomposed every kinetic equation of the
model into a set of processes that we consider to be biologi-
cally relevant, we simulate their relative weight as shown be-
fore for (4) in Fig. 1. Every time that the weight of a process
crosses the threshold θ, the corresponding process changes
its state. The timing of the process activation/inactivation in
each equation and the active/inactive processes along time is
conveniently shown in a Temporal Process Map, as displayed
in Fig. 2.
From this analysis, we obtain a reduced model by neglecting
the processes that are always inactive (under the threshold
θ = 0.1 during the whole time). We hence neglect 18 of 44
processes: f1,3, f2,3, f2,4, f3,2, f3,4, f3,5, f4,2, f4,6, f5,3,
f6,3, f6,4, f7,2, f7,5, f8,3, f8,4, f8,6, f9,5, f10,3. To test the
quality of the reduced model, we calculate the global relative



error between the original and the reduced models for each
variable using (7). The results in Table I show a good match
between the original model and the reduced one.

C. Qualitative tool: Heat Map

In the previous analysis we used a Boolean approach
to study the process activity or inactivity by means of the
Temporal Process Map. We also have considered alternative
graphical representations in this paper, since we also want
to qualitatively understand, in one graph, the change over
time of the intensity of the activity/inactivity of important
biological processes. For the circadian model, we chose an
Heat Map as a qualitative approach, where the individual
values contained in a matrix are represented using colors. In
the Heat Map that we generate, values along the rows are
standardized, so that processes assume a red color (active) if
their value is above the mean, black if their value is equal to
the mean and green (inactive) if their value is below the mean
of a column across all rows. If the red (or green) color is
lighter, it means that the process is more active (or inactive).
The Heat Map for the reduced model g(xr) is shown in Fig.3.

Fig. 2. Temporal Process Map of the process activity for the ODE model
in Drosophila [10]. Black: active state. White: inactive state. Times ti are,
in the order, 0.2, 0.5, 1.3, 1.8, 6, 12.3, 15.8, 19.6, 19.8, and 21.5 h. The
total duration of the simulation is 24 h.

TABLE I
GLOBAL RELATIVE ERRORS FOR THE REDUCED DROSOPHILA MODEL

Variable G. Rel. Err. (%)
Period mRNA 10.82

Total Period Protein 3.70
Timeless mRNA 7.54

Total Timeless Protein 5.80
Complex 6.08

Nuclear Complex 4.56

D. Creation of sub-models based on time windows

The Temporal Process Map is not only useful to identify
negligible processes for model reduction, it can be used also
to study the evolution of important (non-negligible) processes
and create a succession of sub-models containing the core
mechanisms, each one being valid for a certain time window.

Fig. 5(A) shows the based-event grid that is built, based on
the switching times contained in the global switching time
Set S, while Fig. 4 represents the number of active processes
as a function of time for the Drosophila model. The minimum
number of active processes is 21 and the maximum is 26 and

Fig. 3. Heat Map applied to the Drosophila Model.



Fig. 4. Evolution of the number of active processes as a function of time.
The function increases or decreases at the switching time ti in the time
interval of the system evolution.

Fig. 5. (A) shows the based-event grid: every time window is delimited
by the switching time ti in the time interval of the system evolution (upper
picture). In (B) the algorithm subsequently chooses the membership of every
ti in the Cluster C1 or C2 to minimize the WCCS expressed by (8) (middle
picture). In (C) the cluster is then replaced with its centroid (in this case
the mean) that will be the new approximate switching time. (D) shows the
approximation of Fig. 4. The number of time windows becomes 2.

the number of time windows is 10. We use the k-means
clustering to compact together more switching times: we
choose k = 2 because the difference between the maximum
and minimum number of active processes is five (low value).
The steps are shown in Fig. 5. We have thus created 2 sub-
models: the first one (valid from 0 to 1.96 h and from 17.8 h
to 24 h) coincides with the reduced model and the second one
(valid from 1.96 h to 17.8 h) suppresses also the processes
f4,3, f4,4, f7,4, f8,2, f9,1.
In Fig. 6 is shown a Flux Map for the two sub-models, where
red lines represent active processes in that time-window,
while inactive ones are represented in black. The first sub-
model essentially corresponds to a situation of night time and
the second one, of day time. The results in Table II show a

Fig. 6. Upper panel: Flux Map for the sub-model valid from 0 to 1.96 h
and 17.8 h to 24 h. Lower panel: Flux Map for the sub-model valid from
1.96 h to 17.8 h. Black: inactive processes. Red: active processes.

good match between the original model and the first sub-
model, and the original model and the second sub-model.

IV. MODEL FOR THE INFLUENCE OF RKIP ON THE ERK
SIGNALING PATHWAY

A. Description

We consider the model in [11] of dimension 11. The ERK
signaling pathway controls important cellular phenomena
like proliferation or differentiation. The model describes the
inhibition of the activation of RAF by RKIP, which regulates
the ERK signaling pathway. We use in our analysis the
parameters of [11] and initial values in [13].

Since no switches occur during the simulation (due to the
strong activity/inactivity boundary separation and the absence

TABLE II
GLOBAL RELATIVE ERRORS FOR THE TWO SUB-MODELS OF THE

DROSOPHILA MODEL

Variable G. Rel. Err. S1 (%) G. Rel. Err. S2 (%)
Period mRNA 13.63 7.70

Total Period Protein 1.61 7.06
Timeless mRNA 9.95 5.96

Total Timeless Protein 2.64 10.96
Complex 4.74 3.97

Nuclear Complex 5.36 5.85



of process weights crossing the threshold θ), we will show
neither the Temporal Process Map nor the creation of sub-
models.

B. Model reduction

We simulate the relative weight of the processes for every
ODE as we did for the previous model. We are able to neglect
12 of 34 processes: f1,2, f2,2, f3,2, f3,4, f4,2, f5,3, f6,3, f7,2,
f8,2, f9,2, f10,2, f11,2. The results in Table III show a really
good match between the original model and the reduced
one with a low global error. In addition to our study, other
model reduction approaches with different goals have been
applied to the ERK model in [11]: the quasi-steady-state-
approximation used by Petrov et al. in [13] and the automatic
complexity analysis by Lebiedz et al. in [14]. The work of
[13] is concerned with the separation of variables with fast
dynamics from those with slow dynamics with respect to a
time scale and uses a mathematical scaling. The components
of the ODEs related to the fast variables are expressed by
algebraic equations. Analysing the resulting reduced model
allowed the authors of the study to conclude that the variable
m4 (the complex Raf-1*/RKIP/ERK-PP) has the biggest
influence on the system when it approaches its quasi-steady
state. The work of [14] uses two different methods: the
first one combines dynamic sensitivity analysis with singular
value decomposition to find a minimal dimension of the
model and the second one permits to reduce actually the
dimension of the model and determine the variables which
contribute more to the full dynamics of the system (variables
m5, m8, m11). Our analysis is different in the sense that
we are not interested in which variable gives the bigger
contribution to the dynamics of the full system but which
mechanisms (processes) give the highest contribution to the
dynamics of the variable: we study the influence of the
processes. It is a reduction method that does not change
in general the dimension and the biological structure of
the system. For instance, the model in [11] is composed
by two types of processes: association processes, where
two or more proteins combine together to form a complex,
and dissociation processes which correspond to the reverse
mechanism. While the association processes are always
active during the time evolution of the system, most of the
dissociation processes can be considered negligible: it means
that association processes play the bigger role in the dynamic
for every variable of the system.

C. Qualitative tool:3-D bar Graph

We chose this time a three-dimensional bar graph as a
qualitative approach to show the evolution of the intensity
of the activity for every process (Fig.7). The height of the
column gives the intensity of each process activity, while the
color code indicates the weight of the process. In this graph
we put the processes of the reduced model g(xr) during
a one-second dynamics discretized in six time intervals.
Fig.7 shows that the most active process during the system
dynamics is the seventh process, the association of Raf-
1*/RKIP and ERK-PP to form the Raf-1*/RKIP/ERK-PP

TABLE III
GLOBAL RELATIVE ERRORS FOR THE REDUCED ERK MODEL

Variable G. Rel. Err. (%)
Raf-1* 0.0012
RKIP 0.106

Raf-1*/RKIP 6.172
Raf-1*/RKIP/ERK-PP 0.0036

ERK-P 9.07
RKIP-P 0.138

MEK-PP 0.0056
MEK-PP/ERK 0.0148

ERK-PP 0.0013
RP 0.00049

RKIP-P 0.03451

Fig. 7. 3D bar graph: the x-axis represents the processes (the black
arrow starts from the first process and ends with the last one), the y-axis
corresponds to the time evolution and the z-axis, to the value of the weight.

complex. This process strongly influences the variable m4,
which was found by Petrov et al. to be the most important
one for the system dynamics.

V. CONCLUSIONS

We have presented in this paper a method that allows to
reduce biological models of high dimension and to analyze
their core mechanisms and how these evolve dynamically,
provided that their initial conditions and parameter values
are known. Reduced models and sub-models obtained by this
approach can be refined, by calibrating the reduced vector of
parameters so as to obtain models that better approximate the
original one. In a future step, Parameter Sensitivity Analysis
will be applied to the reduced models and sub-models to test
their robustness. Biological models of higher dimension with
some parameter uncertainty (e.g. in some intervals) will be
also analyzed in future works to study the consequences of
this uncertainty on the dynamics of the sub-models.

APPENDIX

Full Drosophila model (see [10])

dMP

dt
= vsP

Kn
IP

Kn
IP

+ Cn
N

− vmP

MP

KmP + MP

− kdMP

dP0

dt
= ksP MP − V1P

P0

K1P + P0

+ V2P

P1

K2P + P1

− kdP0



TABLE IV
VARIABLES OF DROSOPHILA MODEL

Variable Description
MP Period mRNA
P0 Period Protein
P1 Phosphorylated Period Protein
P2 Double Phosphorylated Period Protein
MT Timeless mRNA
T0 Timeless Protein
T1 Phosphorylated Timeless Protein
T2 Double Phosphorylated Timeless Protein
C Complex
CN Nuclear Complex

TABLE V
VARIABLES OF ERK MODEL

Variable Description
m1 Raf-1*
m2 RKIP
m3 Raf-1*/RKIP
m4 Raf-1*/RKIP/ERK-PP
m5 ERK-P
m6 RKIP-P
m7 MEK-PP
m8 MEK-PP/ERK
m9 ERK-PP
m10 RP
m11 RKIP-P

dP1

dt
= V1P

P0

K1P + P0

−V2P

P1

K2P + P1

−V3P

P1

K3P + P1

+V4P

P2
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−kdP1

dP2

dt
= V3P

P1

K3P + P1

−V4P
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−k3P2T2+k4C−VdP
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KdP + P2

−kdP2

dMT
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IT
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IT

+ Cn
N

− vmT

MT

KmT + MT

− kdMT

dT0

dt
= ksT MT − V1T

T0

K1T + T0

+ V2T

T1

K2T + T1

− kdT0

dT1

dt
= V1T

T0

K1T + T0

−V2T

T1

K2T + T1

−V3T

T1

K3T + T1

+V4T

T2

K4T + T2

−kdT1

dT2

dt
= V3T

T1

K3T + T1

−V4T

T2

K4T + T2

−k3P2T2+k4C−VdT

T2

KdT + T2

−kdT2

dC

dt
= k3P2T2 − k4C − k1C + k2CN − kdCC

dCN

dt
= k1C − k2CN − kdNCN

Reduced Drosophila model and first sub-model

dMP

dt
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dt
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Second Drosophila sub-model
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K1P + P0

dP1

dt
= V1P

P0

K1P + P0

− V3P

P1

K3P + P1

dP2

dt
= V3P

P1

K3P + P1

− VdP

P2

KdP + P2

dMT

dt
= vsP

Kn
IT

Kn
IT

+ Cn
N

− vmT

MT

KmT + MT

dT0

dt
= ksT MT − V1T

T0

K1T + T0

dT1

dt
= V1T

T0

K1T + T0

− V3T

T1

K3T + T1

dT2

dt
= V3T

T1

K3T + T1

− VdT

T2

KdT + T2

dC

dt
= −k4C − k1C + k2CN

dCN

dt
= k1C − k2CN

Full model ERK model (see [11])
dm1

dt
= −k1m1m2 + k2m3 + k5m4

dm2

dt
= −k1m1m2 + k2m3 + k11m11

dm3

dt
= k1m1m2 − k2m3 − k3m3m9 + k4m4

dm4

dt
= k3m3m9 − k4m4 − k5m4

dm5

dt
= k5m4 − k6m5m7 + k7m8

dm6

dt
= k5m4 − k9m6m10 + k10m11

dm7

dt
= −k6m5m7 + k7m8 + k8m8

dm8

dt
= k6m5m7 − k7m8 − k8m8

dm9

dt
= −k3m3m9 + k4m4 + k8m8

dm10

dt
= −k9m6m10 + k10m11 + k11m11

dm11

dt
= k9m6m10 − k10m11 − k11m11

Reduced ERK model

dm1

dt
= −k1m1m2 + k5m4

dm2

dt
= −k1m1m2 + k11m11

dm3

dt
= k1m1m2 − k3m3m9

dm4

dt
= k3m3m9 − k5m4



dm5

dt
= k5m4 − k6m5m7

dm6

dt
= k5m4 − k9m6m10

dm7

dt
= −k6m5m7 + k8m8

dm8

dt
= k6m5m7 − k8m8

dm9

dt
= −k3m3m9 + k8m8

dm10

dt
= −k9m6m10 + k11m11

dm11

dt
= k9m6m10 − k11m11
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