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Abstract—With their globally distributed datacenters, clouds now provide an opportunity to run complex large-scale applications on dynamically provisioned, networked and federated infrastructures. However, there is a lack of tools supporting data-intensive applications across geographically distributed sites. For instance, scientific workflows which handle many small files can easily saturate state-of-the-art distributed filesystems based on centralized metadata servers (e.g. HDFS, PVFS). In this paper, we explore several alternative design strategies to efficiently support the execution of existing workflow engines across multi-site clouds, by reducing the cost of metadata operations. These strategies leverage workflow semantics in a 2-level metadata partitioning hierarchy that combines distribution and replication. The system was validated on the Microsoft Azure cloud across 4 EU and US datacenters. The experiments were conducted on 128 nodes using synthetic benchmarks and real-life applications. We observe as much as 28% gain in execution time for a parallel, geo-distributed real-world application (Montage) and up to 50% for a metadata-intensive synthetic benchmark, compared to a baseline centralized configuration.
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I. INTRODUCTION

As we move to the world of Big Data, single-site processing becomes insufficient: large scale scientific applications can no longer be accommodated within a single datacenter [1]. To enable such processing, a promising approach consists in simultaneously provisioning resources on multiple datacenters at different geographical locations [2]. This may have several benefits: resilience to failures, better locality (e.g., by moving computation close to data or viceversa), elastic scaling to support usage bursts, user proximity through content delivery networks, etc. In this context, sharing, disseminating and analyzing the data sets may result in frequent large-scale data movements across widely distributed sites. Studies show that the inter-datacenter traffic is expected to triple in the following years [3], [4].

Workflows are the perfect illustration of such data-driven applications [5]. They describe the relationship between individual computational tasks (usually standalone binaries) and their input and output data in a declarative way. Workflow tasks typically exchange data through temporary files stored on some shared storage system. In this setup, the workflow engines are basically schedulers that build and manage a task-dependency graph based on the tasks’ input/output files [6]. Workflow data may be distributed on multiple sites for availability and reliability reasons. Hence, deploying workflows on multiple datacenters comes as a natural approach, allowing them to elastically balance performance and cost as they execute. This opens the possibility to globally optimize the performance of multiple workflows that share a common public cloud infrastructure. Among the notorious examples we recall the 40 PB/year data that is being generated by the CERN LHC. This volume overpasses single site or single institution capacity to store or process data, it requires workflows that span over multiple sites. This was the case for the Higgs boson discovery, for which the processing was extended to the Google cloud infrastructure [7].

Nevertheless, the lack of a scalable metadata service is becoming an important performance bottleneck for many cloud-based geographically distributed workflows, as it increases the gap between the workflow’s I/O requirements and the storage performance. While extensive research efforts [8], [9] have been dedicated to cloud data management, there has been relatively less progress on optimizing metadata management for complex scientific workflows on cloud systems. This is the goal addressed by this paper. The underlying motivations are two-fold. First, most files in even the largest workflows are small, with median file sizes in the orders of kilo- or megabytes, yet generated in large numbers (exceeding millions). This means that metadata access has a high impact (sometimes being dominant) on the overall workflow I/O. Second, as cloud datacenters are interlinked through high-latency wide-area networks, remotely accessing metadata (i.e. when the metadata server is located in a distinct datacenter from the accessing process) may be costly and strongly impact the total makespan of the workflow. Conventional approaches to metadata management in such scenarios have a variety of limitations. Traditional distributed file systems [10], [11], [12], for instance, provide limited optimization for small files and metadata throughput. This is because most such file systems were designed for HPC clusters and not heterogeneous clouds; they have been optimized mainly for scaling the data path (i.e., providing high bandwidth parallel I/O to files that are gigabytes in size) and have limited metadata management scalability, typically relying on the decade-old design of a centralized metadata server.

In this paper, we tackle these problems by leveraging a hybrid distributed/replicated metadata architecture, uniform in-memory hashing, workflow provenance data and lazy updates, all of which collectively achieve the design goal: a lightweight and scalable geographically distributed metadata service. To this end, we analyze four strategies for improving concurrent metadata and workflow file I/O performance in multi-site clouds: centralized, replicated on each site, decentralized non-replicated and decentralized with local replication. Out of these four strategies, the first one has been previously demonstrated in separate workflow engine implementations [13] and we use it as a baseline. The remaining three are novel proposals in the context of distributed workflows. Our design is driven
by recent workflow workload studies on traces from several applications domains. We observe that workflows generate many small files and tend to have similar data access patterns, that can be exploited for efficient resolution of metadata. Therefore, we propose to keep all metadata in memory, in a uniform DHT based cache, distributed across cloud datacenters and following a 2-level hierarchy: metadata are first partitioned to the datacenters where they are likely to be used (leveraging information from the workflow engine) and then replicated to other datacenters.

To demonstrate the feasibility of our approach, we implemented a prototype middleware service that integrates all the above strategies. Existing workflow engines can benefit from it on any cloud platform, without requiring any modifications to the original system. We evaluated the prototype with synthetic benchmarks and real-life applications on the Azure cloud using up to 128 nodes. The results show promising scalability and performance: the hybrid strategy can scale almost linearly to 128 nodes, performs up to 1150 operations per second, and halves the execution time with respect to the state-of-the-art baseline configuration as the number of servers scales in various metadata-intensive, widely distributed workloads.

In summary, this work makes the following contributions:

- A set of design principles for efficient metadata access on multi-site clouds, exploiting the workflows semantics (Section III);
- Four metadata partitioning strategies for distributed workflows: from centralized to distributed management, with and without replication (Section IV);
- A system prototype implementing these strategies, applying DHT-based techniques to manage distributed workflow metadata across geo-distant datacenters, integrated to a fully-fledged public cloud (Section V);
- An experimental evaluation of the benefits of these techniques on up to 128 nodes on 4 datacenters of the Microsoft Azure cloud both with synthetic benchmarks and real-life scientific scenarios (Section VI);
- An analysis of the best matching strategy for different workflow workloads (Section VII).

II. CONTEXT

This section describes the specific semantics of scientific workflows and the challenges raised by their execution in a multi-site environment. It explains the terminology used throughout the paper and states the problem we address.

Unlike tightly-coupled applications (e.g., MPI-based) communicating directly via the network, workflow tasks exchange data through files. An obvious solution for this consists in using the cloud’s storage service (e.g., Amazon S3 [14]), which however results in high data access latency. Alternatively, recent proposals [8], [15] leverage some of the cloud virtual machines (VMs) allocated to the workflow to deploy a shared intermediate storage system dedicated to (and co-deployed with) the application. Such solutions suffer from an increased pressure on the metadata system, whose performance often cannot scale with the number of files. This phenomenon is accentuated when the workflow is deployed on several datacenters.

A. Core Workflow Features

In order to understand and address these challenges, we studied real-life workflows [16], [17] from several domains (bio-informatics, business, simulations etc.) and identified a set of common characteristics:

Many small files. Workflows generate and access a huge number of relatively small files [18]. The natural question is: what is a small file? Several scientific domains such as climatology, astronomy, and biology generate data sets that are most conveniently stored in small files: 20 million images hosted by the Sloan Digital Sky Survey with an average size of less than 1 MB [19], up to 30 million files averaging 190 KB generated by sequencing the human genome [20]. In our (cloud) context, a small file is any file for which it makes no sense to impose striping (e.g. no larger than the block size set to 64 MB in HDFS). Note however that the strategies presented in this paper are applicable to files of any size (even multi-gigabyte).

Common data access patterns. The most frequent data access models are: pipeline, gather, scatter, reduce and broadcast. Further studies [21] show that the workflow applications are typically a combination of these patterns.

Write once, read many times. During an experiment, scientific applications typically generate a large number of files, that are no longer updated, instead they are read many times by subsequent tasks or at the end of the workflow. Moreover, the batch jobs composing the workflows have well-defined data and metadata passing schemes for these read/write operations: the workflow engine queries the metadata service to retrieve the job input files, retrieves them, executes the job and stores the metadata and data of the final results.

These observations enable us to build an accurate model of the workflow execution and exploit its specificities when exploring the design space for our proposed strategies (cf. Section IV). We notice for instance that the file transfer times are dominated by the metadata access time in scenarios involving many small-files.

B. Problem Statement

From single- to multi-site workflows. The cloud site (datacenter) is the largest building block of the cloud. It contains a broad number of compute nodes, providing the computational power, available for rent. The datacenter is organized in a hierarchy of switches, which interconnect the compute nodes and the datacenter itself with the outside world, through the Tier 1 ISP. Multiple output endpoints (i.e., through Tier 2 switches) are used to connect the datacenter to the Internet. A cloud, particularly a public one, is made up of several sites (datacenters), geographically distributed across the globe. An application that has multiple instances running in several deployments across multiple cloud datacenters is referred to as a multi-site application.

Many workflows benefit from distribution across sites, as they aggregate resources beyond the limit of a single cloud datacenter. Besides the need for additional compute resources, workflows have to comply with several cloud providers requirements, which force them to be deployed on geographically distributed sites. For instance, in the Azure cloud, there is a limit of 300 cores per user deployment (i.e. set of VMs deployed at once) within a datacenter, for load balancing; any
A simple experiment conducted on the Azure cloud and isolating the metadata access times for up to 5000 published files (Figure 1) confirms that remote metadata operations take orders of magnitude more than local ones. This has a high impact on the overall workflow makespan, particularly for workflows handling many small files, when the metadata operations are dominant. Clearly, the paradigm shift towards multi-site workflow deployments calls for appropriate metadata management tools, that build on a consistent, global view of the entire distributed datacenter environment. This is precisely the goal targeted by this paper.

### III. DESIGN PRINCIPLES

In this section we delve into the design space of our proposed strategies and audit the tradeoffs between different design decisions. In essence, our proposal implements a hierarchical metadata partitioning in order to hide the latency and reduce I/O through three simple strategies: full replication, full distribution and an intermediate, hybrid approach.

#### A. Hybrid Distributed/Replicated DHT Based Architecture

Most existing works on metadata partitioning simply consider the namespace partitioning and the distribution of shares to servers (as detailed in Section VIII). Such pure partitioning approaches may bring potential performance and scalability problems when used in widely distributed environments, like the multi-site clouds. For instance, it is difficult to apply updates, since these may incur costly communications among geographically distributed servers.

In this paper, we propose a hybrid approach mixing distribution and replication of metadata to address these problems. With this approach, updates can be applied by only updating shares in one datacenter and propagating them to other datacenters. In this setting and depending on the data structures used (e.g. trees, hashes), the time complexity for search operations can vary drastically. We argue that hashing is a good option for metadata scattering as distributed hash tables (DHT) have proved to be highly scalable in practice with a constant-time query cost. Also, a flat namespace implemented by hash tables exposes a simpler and less error-prone interface avoiding expensive operations required by others data structures (e.g. distributed trees). Thus, the hybrid approach in conjunction with the DHT can significantly reduce the user perceived response latency for update accesses.

#### B. Uniform In-Memory Caching

A key observation from the workflow traces is that traditional workflow metadata design incurs an excessive number of disk operations because of metadata lookups: the file’s metadata must be read from disk into memory in order to find the file itself. While insignificant at a small scale, multiplied over millions of small files, using disk I/Os for metadata is a limiting factor for read throughput.

We therefore opted to keep all metadata in memory, which we make practical by reducing the per file metadata. That is we only store the information necessary to locate files and we don’t keep additional POSIX type metadata, like permissions, since they are never used in a scientific workflow (i.e. during the workflow execution the files produced are used by the same user(s)). To store the metadata, we rely on a dedicated cache, uniformly distributed across all workflow’s datacenters. As opposed to existing distributed caches (e.g. Memcached [22]) which aggregate memory resources from the actual deployment of the application, we argue in favor of a separate cache layer. This allows the data tier to scale independently and guarantees non-intrusiveness on the workflow execution. Our standard cache tier provides high availability by having a primary and a replica cache. If a failure occurs with the primary cache, the replica cache is automatically promoted to primary and a new replica is created and populated.

#### C. Leverage Workflow Metadata for Data Provisioning

Adequate data provisioning is crucial when scientific workflows run on geographically distributed clouds. A task might require a very large file stored at a distant location. If the data is not in place, idle execution times occur, impacting the workflow’s makespan. It is therefore essential to know in advance what data would be needed, when and where.

Some workflow execution engines already leverage the workflow’s metadata (i.e. data provenance, data dependencies between tasks) for smarter task scheduling strategies [13]. We claim that a similar approach can be adopted to optimize data provisioning. By efficiently querying the workflow’s metadata, we can obtain information about data location and data dependencies which allow to proactively move data between nodes in distant datacenters before it is needed, keeping idle times as low as possible. In this paper we study the first step towards such optimizations: a reliable metadata management

---

**Fig. 1:** Average time for file-posting metadata operations performed from the West Europe datacenter, when the metadata server is located within the same datacenter, the same geographical region and a remote region (log scale).
service that ensures that metadata operations are also carried out efficiently across multi-site clouds.

D. Eventual Consistency for Geo-Distributed Metadata

In a system where metadata management instances are geographically distributed, metadata operations submitted by a node might take relatively long time to propagate. In order to maintain a fully consistent state of the system, all nodes would have to wait until the newest operations are acknowledged by all the instances. This is evidently inefficient considering the potentially long distances between instances and the large number of metadata operations usually performed.

Therefore we argue for a system where every metadata update is guaranteed to be eventually successful. Rather than using file-level eager metadata updates across datacenters, we favor the creation of batches of updates for multiple files. We denote this approach lazy metadata updates: it achieves low user-perceived response latency and high scalability in a widely distributed environment by asynchronously propagating metadata updates to all replicas after the updates are performed on one replica. Yet, this lazy approach only guarantees eventual consistency, meaning that if any other tasks try to access the distant metadata at the same time, the result will be undefined. However, eventual consistency is perfectly in line with the observations from the workflows traces. The typical data access pattern is write once/read many times, with readings occurring in two situations. For intermediate results, data is used as input for the next task(s) in the workflow, but in these cases the engine scheduler takes care to schedule the task close to the data production nodes (i.e. on the same node, in the same datacenter) so the metadata updates are instantly visible here. For final results, data might be accessed from remote locations, but typically this a posteriori analysis takes places long after the workflow execution has finished, leaving enough time for the lazy updates of the metadata to propagate. So, in both cases, the eventual consistency is not affecting the application performance or coherence.

IV. STRATEGIES FOR MULTI-SITE METADATA MANAGEMENT

In the remainder of this paper we identify as metadata registry to the instance or set of distributed instances in charge of managing metadata entries (shown as diamonds in Figure 2). We denote as a read the action of querying the metadata registry for an entry, and as a write the publishing of a new entry. Note that since a metadata entry can be created by one node and subsequently updated by others, a write operation actually consists of a look-up read operation to verify whether the entry already exists, followed by the actual write.

We analyze the impact of high latencies as a consequence of the physical distance between an execution node and the corresponding metadata registry instance. In the following, we use the following terms to qualify physical distance:

a) local - the node and the metadata registry are in the same datacenter;
b) same-region - the node and the registry are in different datacenters of the same geographic region (e.g. Europe);
c) geo-distant - the datacenters are in different geographic regions (e.g. one in Europe, the other in the US).

Both b) and c) can also be referred to as remote scenarios. Our design accounts for several datacenters in various geographic regions in order to cover all these scenarios. We have focused on four metadata management strategies, detailed below and depicted in Figure 2. The dashed lines represent a very large physical distance between datacenters; the ones on the “same side” of the line fit the same region scenario, whereas datacenters on “different sides” are geo-distant.

A. Centralized Metadata (Baseline)

As detailed in Section VIII, traditional metadata management relies on a centralized metadata server (e.g. HDFS). We therefore first consider a single-site, single-instance metadata registry, arbitrarily placed in any of the datacenters (Fig. 2a), which will serve as a state-of-the-art baseline. In this setup, the application processes are run on nodes which are distributed both locally and remotely with respect to the site of the metadata registry. In the case of non-local accesses to the centralized metadata, high-latency operations may occur.

B. Replicated Metadata (On Each Site)

Our second strategy builds on the assumption that local metadata operations are naturally faster than remote ones. Given a set of distributed datacenters, we place a local metadata registry instance in each of them, so that every node could locally perform its metadata operations. At this point, metadata information would be processed quickly, but it would only be known at local level. A synchronization agent iteratively queries all registry instances for updates, then synchronizes all metadata instances. The strategy is depicted in Figure 2b: the synchronization agent is presented as a triangle and can be placed in any of the sites. The dotted lines between the agent and the registry instances represent the synchronization communication. Given the previous design considerations, we claim that this strategy would perform at its best in a scenario where metadata operations are not so frequent within a task, for instance, a workflow which deals with few, very large files.

C. Decentralized, Non-Replicated Metadata

Even if a metadata registry instance is locally deployed in each datacenter, the previous approach is still centralized...
in that it relies on a single synchronization agent, which can become a potential bottleneck, particularly in the case of a metadata-intensive workflow. Taking this into consideration, our third strategy favors decentralization, based on a Distributed Hash Table (DHT) [23]. We maintain an instance of the metadata registry in each of the active sites. Every time a new entry is written to the metadata registry, we apply a hash function to a distinctive attribute of the entry (e.g., the file name) to determine the site where the entry should be stored. A similar procedure applies for read operations to identify the metadata registry instance in charge of a given entry. Note that in this case the metadata is partitioned across the registry instances, so the contents of these instances are no longer identical in this strategy: each instance stores a share of the global set of metadata entries.

This approach involves remote operations; on average only $1/n$ of the operations would be local ($n$ = number of sites). However, as the registry is now distributed, metadata queries are now processed in parallel, potentially faster.

D. Decentralized Metadata With Local Replication

As observed in Figure 1, local metadata operations take negligible time in comparison with remote ones, especially when the total number of operations becomes large, which is the case of data-intensive scientific applications. Keeping this in mind, we propose to enhance the DHT-like approach with a local replica for each entry (Figure 2d).

Every time a new metadata entry is created, it is first stored in the local registry instance. Then, its hash value $h$ is computed and the entry is stored in its corresponding remote site. When $h$ corresponds to the local site, the metadata is not further replicated. For read operations we propose a two-step hierarchical procedure: the entry is first looked for in the local metadata registry instance; with local replication, assuming uniform metadata creation across the sites, we have twice the probability to find it locally than with the non-replicated approach. If the entry is not available locally, it is searched for in its remote location, determined by its hash value. Compared to the previous scheme (without replication), we expect that, overall, the gain (in terms of latency and bandwidth) due to an enhanced probability to successfully look up metadata locally will be higher than the extra overhead added by local replication to the previous scheme.

To illustrate the benefits of local replication, we take the following scenario involving two nodes $n1$ and $n2$ running in the same site $s1$: $n1$ writes an entry to the metadata registry, read by $n2$, the location of the entry being determined by a hash function. Assume that the hash value places the entry in a geodistant site $s2$. In the non-replicated approach, both read and write operations would be remote and take up to 50x longer than a local operation (Figure 3a). With local replication, the write operation keeps a local copy and the subsequent read is performed locally, saving one costly remote operation and making reads up to 50x faster (Figure 3b).

Our proposed strategies are designed as a general multi-site metadata handling paradigm and not aimed to a specific cloud kit. For validation purposes, in this paper we use the Microsoft Azure Cloud [2] as a concrete example to demonstrate how to implement them in practice at Platform-as-a-Service (PaaS) level. We rely on the Azure SDK v2.5 for .NET which provides the necessary libraries for accessing and manipulating Azure features. The architectural overview of the metadata middleware is shown in Figure 4 and its components are discussed below.

The Metadata Registry stays at the core of our implementation, as it serves as communication channel and distributed synchronization manager between all nodes in the network. From previous observations on Azure, in-memory storage access outperforms regular database storage by a factor of 10 [24], thus we opted to implement the registry on top of the Azure Managed Cache service [25]. To manage concurrent access to the registry we leveraged the Optimistic Concurrency Model of Azure Cache, which does not pose locks on the registry object during a metadata operation (remember that often workflow data is written only once).

The Cache Manager is our interface with Azure Cache by means of an external .NET library. It exposes a set of internal methods to carry out (cache-managed) metadata operations. This independent module allows to explore different cache alternatives without affecting the application. As an alternative, in the short term we plan to also evaluate our design by replacing Azure Managed Cache with Redis Cache [26].

The Registry Entry is the fundamental metadata storage unit. The Cache Manager is able to put (write) and get (read) Registry Entries from the registry. An entry can contain any metadata provided it is serializable and includes a unique identifier. For our implementation we took the base case of a file uniquely identified by its name and containing a set of its locations within the network. The scope of the registry can be easily extended by defining different types of Registry Entries.

The Architecture Controller allows to switch between metadata management strategies. The desired strategy is provided as a parameter and can be dynamically modified as new jobs are executed. The modularity of our design allows us to add or remove strategies on the fly, using a simple plug-and-play approach, without altering the application flow.

The Execution Nodes are Virtual Machines running on the Microsoft Azure Cloud Service. We designed three types of instances based on Azure’s PaaS-level abstractions (Web Roles and Worker Roles):

a) The Worker Nodes execute the application tasks and are implemented on top of Azure Worker Roles.
b) The Control Node manages the application execution. Implemented as an Azure Web Role, it includes a simple web interface to provide configuration parameters. It launches the execution of the application by sending control messages to all the Worker Nodes.

c) The Synchronization Agent is a Worker Node in charge of synchronizing the metadata registry instances in the replicated strategy. It sequentially queries the instances for updates and propagates them to the rest of the set.

VI. EXPERIMENTAL EVALUATION

In this section we answer the following questions: what is the expected throughput and the time overhead of metadata decentralization? (Section VI-B); how do the proposed strategies support high concurrency and how are they performing under different scales? (Section VI-C); what is the performance improvement of real-life workflows? (Section VI-D).

A. Experimental Setup

Our testbed consisted of four Azure datacenters: two in Europe - North (Ireland) and West (Netherlands) - and two in the US - South Central (Texas) and East (Virginia). We used up to 128 small VMs, each consisting of 1 core and 1.75 GB of memory. For the Metadata Registry we deployed one Basic 512 MB instance of Azure Managed Cache per datacenter. All experiments are repeated at least five times and the reported figures are the average of all runs. To hinder other factors such as caching effects and disk contention, the metadata entries posted to the registry (e.g. create, update or remove) correspond to empty files.

B. Impact of Metadata Decentralization on Makespan

We claim that the efficiency of our approaches becomes more evident in large-scale settings. The goal of the first experiment is to compare the performance of our implementation to the baseline centralized data management as the number of files to be processed increases. For this purpose, we keep a constant number of 32 nodes evenly distributed in our datacenters, while varying the number of entries to be written/read to/from the registry. To simulate concurrent operations on the metadata registry, half of the nodes act as writers and half as readers. Writers post a set of consecutive entries to the registry (e.g. file1, file2, ...) whereas readers get a random set of files (e.g. file13, file201, ...) from it. We measure the time required for a node to complete its execution, and obtain the average time for completion of all the nodes for each strategy. Figure 5 shows the results.

We observe that for a rather small number of processed entries our strategies do not significantly outperform the centralized baseline in terms of overall execution time, as they represent a gain of slightly more than 1 minute in the best case, which is rather low in our context. We infer that for small settings - up to 500 operations per node - a centralized approach remains an acceptable choice. However, as the number of operations grows, the improvement achieved particularly by the decentralized strategies becomes more evident, yielding up to 50% time gain (i.e. 18.5 minutes in a test with 320,000 operations).

Decentralized strategies: completion time vs. speedup. An interesting observation is that both decentralized approaches seem to overlap. The time for completion in each strategy depends on the time taken by the last active node to execute its very last operation. The curves in Figure 5 do not reflect then the progress of the nodes activity before their completion. For that reason we do not clearly see an advantage of one decentralized strategy over the other. Therefore, in Figure 6 we zoom on the internal execution of the two decentralized strategies (non-replicated and locally replicated), by analysing their progress towards completion. We also show as reference the average progression of the generic centralized approach.

We notice that during most of the execution, particularly between 20% and 70% progress, we get a speedup of at least 1.25 using local replication. This remark is crucial for data provisioning in a distributed scientific workflow: the time gain implies that data location information can be known by the whole network in anticipation, and represents the possibility to move the data between sites before it is needed.

The centralized approach has a fairly good start on average. However, as the execution advances, it slows down in a near-exponential behavior, reaching up to twice the time for completion compared to the decentralized ones. This delay is due to the increasing overload of operations on the centralized metadata registry, doubled by the accumulated latency of distant nodes performing remote operations.

Impact of the geographical location of a datacenter. Finally, we focus on the best and worst performance of the
decentralized approaches shown in Figure 6. A careful analysis of the results made evident the impact of the physical distance between sites on the metadata performance. If we define a site’s centrality as the average distance from it to the rest of the datacenters, the best performance in both decentralized cases corresponds to the nodes executed in the most centric datacenter - East US. Worst cases, on the other hand, correspond to the least centric datacenter, South Central US.

C. Scalability and Concurrency Sensitivity

In our next experiment, we evaluate the performance of our strategies when the number of metadata nodes increases. Note that as in our setup each node acts also as a client this scaling up translates into increased concurrency as well. First, we measure the metadata throughput when increasing the number of nodes from 8 up to 128, with a constant workload of 5,000 operations per node. In Figure 7 we observe that the decentralized implementations clearly win: they yield a linearly growing throughput, proportional to the number of active nodes. We only notice a performance degradation in the replicated scenario for more than 32 nodes. We assert that as the number of nodes grows, the single replication agent might become a performance bottleneck; however, in smaller settings of up to 32 nodes it still behaves efficiently.

To get a clearer perspective on the concurrency performance, we measured the time taken by each approach to complete a constant number of 32,000 metadata operations. Our results (Figure 8) were consistent with the previous experiment, showing a linear time gain for the centralized and decentralized approaches and only a degradation at larger scale for the replicated strategy.

D. Support for Real-Life Workflows

The final set of experiments focus on the benefits brought by our strategies to real-life scientific workflows with representative data access patterns. BuzzFlow [16] is a near-pipelined application that searches for trends and correlations in large scientific publications databases like DBLP or PubMed. Montage [27] is an astronomy application, in which mosaics of the sky are created based on user requests. It includes a split followed by a set of parallelized jobs and finally a merge operation (Figure 9). The workflow jobs were evenly distributed across 32 nodes. We simulated tasks internal computation by defining a sleep period for each node. We covered three scenarios: small scale, computation intensive and metadata intensive. Table I summarizes their settings.

In Figure 10 we compare the makespan of our strategies in the above scenarios. We firstly confirm that at small scale a decentralized approach actually adds overhead to the computation and hence centralized solutions are best for smaller settings, regardless of the workflow layout. We note as well that in computation intensive workflows the low metadata interaction benefits centralized replication while penalizing distributed replication, which is optimized for metadata intensive workloads. Overall, we assert that our decentralized solutions fit better to complex workflow execution environments, notably metadata intensive applications, where we achieved a 15% gain in a near-pipeline workflow (BuzzFlow) and 28% in a parallel, geo-distributed application (Montage) compared to the centralized baseline. Based on our findings, in the next section we present a best-match analysis of metadata strategies to workflow patterns.

VII. DISCUSSION

In this section we try to answer the question: which strategy fits what type of workflow on what kind of deployment? We also examine the limitations of some design choices, their trade-offs and potential solutions.

A. Matching Metadata Strategies with Scientific Workflows

As shown by the previous experiments, the centralized approach remains the best option for small scale workflows: using few tens of nodes, managing at most 500 files each, running in a single site. Low latencies of intra-datacenter transfers coupled with the proximity of data and metadata servers enable a high throughput for data access and reduce the overall workflow makespan.

The replicated metadata registry with a centralized synchronization agent serves the needs of workflows manipulating average sets of very large files (i.e. tens or hundreds of MBs), where metadata operations are not so frequent. With tasks taking long enough time to process large files, the agent has sufficient time to synchronize the registry instances and to provide consistency guarantees that enable easy reasoning on concurrency at application level.
The decentralized strategies are expected to perform at their best with workflows managing a large number of small files. The non-replicated approach targets workflows with high degree of parallelism (e.g. following a scatter/gather pattern), where tasks and data are widely distributed across datacenters. With access to metadata remaining linear across sites, as shown previously, the scalability and the throughput performance of the workflow are preserved even for increased workloads. The locally replicated registry fits better for workflows with a larger proportion of sequential jobs (e.g. with pipeline patterns). We noticed that workflow execution engines schedule sequential jobs with tight data dependencies in the same site as to prevent unnecessary data movements. With our approach, when two consecutive tasks are scheduled in the same datacenter the metadata is available locally. Even when a task is scheduled in a remote site, it will still be able to access metadata in linear time via the hash value.

Our strategies enable metadata to be propagated as soon as the data is created. In a scientific workflow such metadata includes file location(s) information. During a multi-site workflow execution several tasks are scheduled simultaneously in different locations and require pieces of distributed data to start running. Thanks to our solution, tasks would learn about remote data location early enough and could request the data to be streamed as it is being generated, reducing the costly transfer-related idle time.

B. Low Overhead with Eventual Consistency

With respect to consistency semantics, our approach guarantees that each metadata operation applied by concurrent processes takes effect instantaneously in the local datacenter and is then propagated to the other datacenters by means of lazy updates. For read operations, we define the completion of the primitive to be the return of the queried metadata. For writes, the completion is the moment when the assigned cache entry is successfully generated in the local datacenter. Our approach has several advantages. On one hand, a writer can produce multiple updates asynchronously and does not have to wait in turn for the corresponding remote replicas to be synchronized. This feature enhances parallelism while still avoiding the need for complex synchronization mechanisms that are typically necessary in stronger consistency models. On the other hand, the lazy updates allow for efficient metadata handling when servers are added to or removed from the system, a common cloud scenario.

Note that our choice for this eventual consistent update model is in line with the data access patterns of most scientific workflows executed on clouds [17]. The intermediate files created by tasks on one site are generally needed only by tasks running within the same datacenter (the scheduler takes care of enforcing this locality policy), while the final files are used remotely long after the metadata propagation (the inconsistent window) finishes. While these semantics could improve insert performance and scalability, they might be inapplicable to those real-time applications where the time lapse until consistency is achieved exceeds exceeds the temporal difference between the creation and the use of remote metadata.

However, we argue that this application of CAP theorem to workflow metadata fits most of the geographically distributed cloud-based workflows (e.g. CERN ATLAS). Relaxing consistency enables scalability for bursty workloads and provides fresh results where fresh results are needed (i.e. the same datacenter), allowing some operations to see older metadata where time critical needs are not as important (i.e. remote datacenters). In our context, this tradeoff comes in preserving freshness for creation / update operations while at the same time allowing the read metadata to gain consistency over a longer period of time, that is, eventually.

VIII. RELATED WORK

In this section, we discuss prior work related to metadata services in modern cloud cluster file systems and optimized techniques for high-performance metadata. Although based on some techniques already known by the community of distributed data management (replication, distribution), to the best of our knowledge, our work is the first attempt to bridge the gap between single- and multi-site cloud metadata management. As opposed to previous work described below, we leverage both the workflow semantics (e.g. data-access patterns) and the practical tools available on today’s public clouds (e.g. caching services for PaaS clouds) to propose multiple strategies for decentralized metadata management.

Centralized Metadata Traditional approaches create and maintain a consistent, uniform metadata registry on a single server, processing all the data access requests (e.g. Google FS [28], IBM GPFS [12]). However, the single metadata server can quickly become a performance bottleneck in case of increased client concurrency or high I/O pressure. Another straightforward option is to keep metadata in a relational database [13]. Similarly, this approach has proved to be too heavy for metadata-intensive workloads (e.g. overheads from transactions and locking) [29], [30]. A lightweight alternative to database is indexing the metadata. Although widely studied, most indexing techniques [31], [32] are designed for data rather than metadata. Even the dedicated index-based metadata schemes [33] use a centralized index and are not adequate for large-scale workflows.
Decentralized Metadata

Distributing metadata across several servers mitigates the bottleneck of centralized management for large distributed storage systems. Currently, there are two major methods used to distribute the namespace and workload among metadata servers in existing distributed file systems [34]: partitioning and hashing.

Namespace Subtree Partitioning provides a natural way to partition the namespace among multiple servers according to directory subtrees. Each server manages one or more subtree(s) (also called file sets or volumes) of the hierarchy, analogous to directory mounting in NFS [35]. The strategy provides a good locality because using the subtree structure metadata servers can handle requests without communicating with other servers out of the local subtree. Static partitioning suffers from severe bottleneck problems when a single file, directory, or directory subtree becomes popular: the metadata requests may not be evenly partitioned among servers, which usually leads to workload imbalance (trading load balance for locality). In dynamic partitioning, metadata is automatically partitioned and distributed to servers according to the specific load-balancing policy of the filesystem. If some metadata servers become overloaded, some of its metadata subtrees could be migrated to other servers with lighter load. While providing better scalability this might cause slow metadata lookup. Server volatility, inherent in the cloud, causes the whole subdirectory structure to be recomputed in order to maintain the tree-based metadata hierarchy. Several state-of-the-art file systems rely on this partitioning technique. Ceph [36] dynamically scatters sets of directories based on server load. Giraffa [37] leverages HBase [38], a distributed key value store, to achieve load balancing on directory collections, suffering from the aforementioned hot entries issue. PVFS [39] uses a fine-grained namespace distribution by scattering different directories, even those in the same sub-tree, on different metadata servers. PanFS [40] is more coarse-grained: it assigns a subtree to each metadata server.

Hashing eliminates the problem of unbalanced workload among servers by assigning metadata based on a hash of the file identifier, file name or other related values. Although with this approach metadata can be distributed uniformly, the directory locality feature is lost, and if the path is renamed, some metadata have to migrate. Also, a directory hierarchy must still be maintained and traversed in order to support standard file naming semantics, tampering some of the apparent benefits. Giraffa [37] uses full pathnames as the key for file metadata in the underlying HBase store. Lustre [10] makes a hash on the tail of the filename and the identifier of the parent directory to map the metadata to a server.

Unfortunately, none of these schemes can well meet the practical requirements of workflows executed on clouds. Both solutions encounter difficulties when faced with a high volatility of metadata servers (i.e. adding or removing nodes from the deployment), which is the norm in the nowadays elastic clouds. In subtree partitioning this is due to whole subtrees being stored on each server, requiring the entire namespace to be repartitioned to keep the load balance. For hashing, the functions themselves may have to be changed (to produce outputs in new ranges). This results in tremendous metadata migrations - slow and costly operations in a multi-site cloud. Our strategies combine the best of both hierarchical directory subtrees and pure hashing. We keep locality by maintaining metadata within the same datacenter where it is likely to be used (by examining the workflow access pattern). The location is determined by a hash function which allows access to data in constant time. The problem of varying number of metadata servers is circumvented by relying on a uniform cache (e.g. Azure Cache, which deals transparently with nodes arrivals/departures) and by using some lazy update policies that allow for efficient, eventual consistent metadata updates when nodes are added/removed.

Support for Small Files Handling

Several optimizations brought to PVFS leverage intelligent servers and collective communication to improve metadata latency [41]. The idea was to offload work from clients by allowing the servers to perform complex file system operations on their behalf. The servers used collective communication algorithms similar to those found in message-passing libraries in order to structure communication more efficiently. While the first idea is complementary to our work, the second one is hard to implement in a cloud environment. More recent research [18] proposed five techniques for improving concurrent metadata and small file I/O performance in parallel file systems: server-driven file precreation, POSIX extensions, file stuffing, metadata commit coalescing, and eager data movement for reads and writes. In contrast, our strategies hide latency and reduce messages and I/O without using additional resources or imposing additional coordination requirements on clients. Similarly to us, CalvinFS [42] uses hash-partitioned key-value metadata across geodistributed datacenters to handle small files, yet it does not account for workflow semantics.

An important difference to past work is our focus on a whole workflow application and its interaction with the cloud infrastructure. Most of the previous work on metadata management comes from the HPC world, with solutions relying on low-latency networks for message passing and tiered cluster deployments that separate compute and storage nodes. On the other hand, cloud computing seems very different from HPC: high latency networks connect the datacenters, a much lower degree of (per-object) concurrency, a more specialized storage interface provided to applications, and they are explicitly aware of the anticipated workloads and access patterns. Because their target use-cases and interface semantics differ, parallel file systems cannot be used out-of-the-box in the cloud and are often considered to be mutually inappropriate. Instead, we borrow ideas from the HPC community and put them in place leveraging the workflow semantics and the cloud services publicly available.

IX. Conclusion

In the context of fast growing volumes of data to be processed at larger and larger scales, geographically distributed workflows are emerging as a natural data processing paradigm. As of today, state-of-the-art public clouds do not provide adequate mechanisms for efficient metadata management across datacenters for scenarios involving masses of geographically distributed data that are stored and processed in multiple sites across the globe. In this work we investigate approaches to metadata management enabling an efficient execution of such geographically distributed workflows running on multi-site clouds. We focus on a common scenario where workflows generate and process a huge number of small files, which is particularly challenging with respect to metadata management. As such workloads generates a deluge of small and independent I/O operations, efficient metadata handling is critical.

To address this problem, we explored means to better hide
latency for metadata access as a way of improving the global performance. We propose specific techniques that implement this approach, combining distribution and replication for in-memory metadata partitioning. Although such techniques are already known by the community of distributed data management, to the best of our knowledge, our work is the first attempt to bridge the gap between single- and multi-site cloud metadata management. Our solution leverages both the workflow semantics (e.g. data-access patterns) and the practical tools available on today’s public clouds (e.g. caching services for PaaS clouds) to propose several strategies for decentralized metadata management.

Encouraged by the results, we plan to further explore the closer integration between our metadata middleware service and the workflow engines [13]. In particular, we are interested in enabling mutual support between the two: while currently we only leverage workflow semantics to enhance metadata partitioning, we would like to make our metadata information also available to the engine so as to optimize scheduling for data-intensive tasks. Furthermore, an interesting direction to explore is how these strategies could help in handling streams of data in the cloud.
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