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Model-based clustering

clustering
—

Mixture model: well-posed problem

x— 0 = p(z|x,g:0) — 2

g
;0 = 10 can be used fo . A
p(x; 6g) Zﬂ'kp(x «lg) n u r { x — plglx) = &

k=1

With 8 = (71, .., T4, ., 7g), (@1, s -, )
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Categorical data

d categorical variables, each with m; response levels
= x,-:{xf 1j=1,...,d}
u xf:{x{h th=1,...,m}

[ x{h = 1if i has response level h for variable j and x{h = 0 otherwise

Example (“Genes Diffusion” company):
m n = 4270 calves
m d = 9 variables of behavior! and health related?
m Response levels of TRC (j = 3): TRC&{ “curative”, “preventive”, “no” } (mz = 3)

x3 = ‘curative’ = (100)
x3 = ‘“no” = (001)
x3 = =

“no” = (001)

1aptitude for sucking Apt, behavior of the mother just before the calving Iso
2treatment against omphalite TOC, respiratory disease TRC and diarrhea TDC, umbilicus disinfection Dis,

o umbilicus emptying Emp, mother preventive treatment against respiratory disease TRM and diarrhea TDM



Intra-class correlations

A nowadays interest
m More frequent (in the population) when d increases
m More observable (in the sample) when n increases

m Risk of bias when models do not take into account such correlations

Bias example (on z) with Gaussians:

Correlated Gaussians Independent Gaussians
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Classical categorical models

m Conditional independence (CIM): linked to some x? distance-based methods

d d mj
. q q ih
p(x: 0) = p(x; ) = [T p(i0f) = [T T ()"
j=1 j=1h=1
where o = {ozih :j=1,...,d,h=1,...,m;} and ar’,;h:p(xjh: 1|z = k)
©
m Dependence trees: allows only certain dependencies

<) ‘ too many parameters and unstable estimation of the tree ‘

m Latent Trait Analyzers: a continuous variable explains intra-dependency

d mj

p(x; cu) = /RM [TTIPC"

j=1h=1

c; ay)p(c)dc

e ‘ difficult to meaningfully explain correlations ‘

The “gold rule”

A model should be flexible + parsimonious + meaningful
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Dependence per blocks (1/3)

m Conditionally on the class k, variables are grouped into By independent blocks
m Partition of variables: oy = (o1,...,0ks,) of {1,...,d}

m Number of variables in the block b of the component k: dtk0} = card(o4p)

m Subset of x associated to oy x1kb} = xTk = (x{kb}f;j =i oo0, d{kb})

m Variable j of the block b for component k: x1kb} = (x{kblih, p =1, . mj{kb})

= Modalities number of x{kb}j; mj{kb}
m All repartitions in blocks: o = (o1,...,0%)
m Distribution per class:

By

p(x; Oklok, g) = H p(x{k}:6,,) with 6y = (81, - - 0ks,)
b=1

Inter-Block model o verifies the “gold rule”
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Dependence per blocks (2/3)

Example with g =2, d = 5:

X' x2 X xt X

0
. 12}

k=1 B =2 k=2 B,=3
g1 = ({172}7 {37 4, 5}) g2 = ({175}7 {274}7 {3})

The present work

Intra-block distribution p(x{kb};ekb) should also verify the “gold rule”




Dependence per blocks (2/3)

Example with g =2, d = 5:

X' x2 X xt X
X

1
"
o
{12}

%

I%

k=1, B =2 k=2, 6 B,=3
o1 = ({112}1 {31 4, 5}) o2 = ({115}1 {214}1 {3})

The present work

Two Intra-block distributions are now proposed. . .
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Outline

Intra-block model |I: Mixture of two extreme distributions
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Maximum dependency distribution

Main idea

m The “opposite” distribution of independence according to the Cramer's V
criterion computed on all the couples of variables

m The knowledge of the variable having the largest number of modalities
determines exactly the others

m Variables are ordered by decreasing number of modalities in each block

m Successive surjections from the space of x{kb}j o the space of x{kb}itl

other variables

1st variable d{kb}
. i
p(x Y 7, 81) = p(x UM i) TT p(xPH XM 80y e))
2 soconliE

kb {kb}

ml{ } a{ke} m; " {kb}jh’ kb 1h
h

IT (2 H 1T (3 )
R S

with 8y, = (873), Op = (W ), Tho = (71)
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Example

1121 1

22
X ‘C$1 iz

{12431 1
{1123 3 4 b3 §
" -
zhz

K1 (1112 (1112 {14

12122
m — 4 mill}2 — 3 mi12}1 — {1232 — ,{12}3 _ 5
ot =1for h=1,2,3, 61> =1 SN = 1 iff (h=h')
711 = (0.1,0.3,0.2,0.4) 12 = (0.5,0.5)



Mixture of extreme distributions (CCM1)

CCM1

p(xt*}; 0,5) = (1 — pio) p(XPY; i) +pip (X TEY; 74, Sk

independence extreme dependency

where 6y = (pkb> Ckb, T kb, Okb)

m Meaningful:

m pup: global inter-variable correlation in the block (0 < pg < 1)
m Jyp: intra-variable correlation in the block (€ {0,1})

m Parsimony:
kb
Voeml = Vo + Z mf ¥
{(k,b)|d Tk} >1}

nb modalities of the 1st variable in the block

u Identifiable if d{¥6} > 2 or m2{kb} > 2 (additional constraints added otherwise)
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pkb vs. Cramer’s V

Empirical link between py, and the Cramer’'s V for two binary variables

<
- §0°°
M
@ GEVO &
o 7 g B
© |
(=]
F)
a
s
g
o -
o
=
e T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Cramer's V
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Estimation of 8 (1/3)

0 = argmaxgL(0; x|g, ) with model (g, o) fixed

Global GEM algorithm
L] Eglohal step:
(r) _ W[Er)p(xi;aboir))

Zik = - "
Zf/:l TI'E(,)p(X,'; o, BL,))

[ ] GMgIobaI step:
L nln n
7r,((r4r )= 2k \where ns(r) = z,.(kr)
n
i=1

V(k, b), 05:;'1) = argmaxg,, L(Gkb;x,z(')\g,a) — MH algorithm
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Estimation of 8 (2/3)

Y(k, b), 05(;*'1) = argmaxgkbL(Gkb;x,z(’)|g,0') with (2", g, o) fixed

Metropolis-Hastings algorithm (discrete parameters §yp)

m Proposal distribution:

1
6U°72)  uniform distribution in a neighborhood A(6(;*))

1
(pkb,akb,rkb)(”s‘*'%) = argmax, L(e; X, z(’),éizﬁz)\g, o) — EM algorithm

m Acceptance distribution:

n (r,s+3),,0 (r,s+3)
reeny _ ) T PO 0,572 ) | a8, )
® = mn n {kb} . (r,s)\2) (r,s) !

Ty p(x; 775 0,7 )i |A(S,,7)

1

1
olrs+1) _ { e(krb’”z) with probability p(r-s+1)
kb -

05&)’5) otherwise
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Estimation of 8 (3/3)

(r, S+

el
(ks ks T46) 57 2) = argmax, L(eix, 20,645 2 g,0) with (2, g, 0, 505"

New latent variable: (with Bernoulli distribution)

m {3 — 1 (K0

] yl{kb} 0: X,.{k }

my= (y{“’}; k=1,...,g8:b=1,...,Bk) with ylkb} — (yl{kb}, {kb})

~ maximum dependency distribution for block b of cluster k

~ independence distribution for block b of cluster k

EM algorithm (mixture independence / extreme dependency)

1 r r,
# Ejocal step: yl{kb}(rs+2, ) o(pi;erp) (x! {kb}. ( S+2,t) 5( s+3 ))

(rstd.0 ) o) {kb}(r,s+l,t) {kb}1h
+3 ,t+1) 2 (r,s+5,t+1) iz X
a M ste (rs+3 b 2 _2i=1 %KY i
local *H o Tkb (, 5+, t)
k kb
Kb} (r,s+% ¢
(st 1 e01) " - y{ }rys )) {kb}jh (10 )0, (kb (ros+1,0)
2 — i=1 “ik , where n =7 2
b () (rstio kb =L
M kb

Conjecture: Unique maximum!
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Model selection

(&,6) = argmax p(g, o|x) = argmax [argmax p(x|g, a')]
g o

)

Gibbs algorithm (as a reversible jump)
m Neighborhood step:
slal z|a[q]

m Pattern step:
ol ~ p(ofx, g, x19)

with lg.cr)
_ pxgo) [q]
plolx, g, Tl = /s Pixleo”) foek
0  otherwise.

and using the BIC approximation

Veoml

2

Inp(x|g, o) ~ L(B;x|g,0) — log(n),
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Tuning

m Initialization: HAC on the matrix of Cramer's distances on the couples of variables

m Stopping criteria:

Algorithms Gibbs GEM Metropolis-Hastings EM
Criteria gmax =20 X d  rmax = 10 Smax = 1 tmax = 5
g

Je =l d\n 100 200 400 800
AR 1 077 (1.34) 0.26 (0.26) 0.15 (0.05) 0.12 (0.05)
6 1.22(1.77) 0.27 (0.14) 0.09 (.07) 0.05 (0.05)
8 1.72(2.50) 0.41(0.20) 0.09 (0.05) 0.05 (0.03)
H 10 1.73 (4.06) 052 (0.1) 0.10 (0.05) 0.04 (0.03)

™
!

Herators rumber

& = & with/without init.

mean (standard deviation) of the Kullback-Leibler divergence.

Model selection



Calves (1/2)

z 1 2 3 7 5 6 7 8
oM BIC 28580 26850  -26526 26333 26238 -26235 26226 _ -26185
o 17 35 53 71 89 107 125 143
COML BIC 26653 26280  -26173 26038  -26025 26059  -26045  -26058
Veenl 24 48 80 89 112 131 148 163
time (min) 0.97 3.32 6.16 6.56 10.03 11.76 12.31 14.92
Pkb Tkb Okb

A 1 o E T
= 7B R
e 5 B W

l
|

Class 1

Class 3

0.76

Class 4
0.9

Class 5
P
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Calves (2/2)

The first class has a proportion of 0.29 and it is composed of four blocks. The most
correlated block of the first class has py, >~ 0.80 and the strength of the biggest
modalities link is close to 0.85 too. This block consists of the variables TDC and
TRM. Here is now a possible interpretation of Class 1:

m General: this class has a proportion equal to 0.29 and consists of three blocks of
dependency and one block of independence.

m Block 1: there is a strong correlation (p11) between the variables diarrhea
treatment of the calve and mother preventive treatment against respiratory
disease, especially between the modality no treatment against the calve diarrhea
and the absence of preventive treatment against respiratory disease of its mother
(711 and d11).

m Block 2: there is a strong correlation (p12) between the variables treatment
against respiratory illness of the calve and mother preventive treatment against
diarrhea, especially between the modality preventive treatment against respiratory
illness of the calve and the presence of diarrhea preventive treatment of its
mother (712 and 812).

m Block 3: there exists another strong link between the behavior of the mother,
the emptying of the umbilical and its disinfection (713 and §13).

m Block 4: this block is characterized by absence of preventive treatment against
omphalite and have 50% of the calves infected by this illness (cx14).



Dentistry (1/2)

m n = 3869 dental x-rays (sound or carious) evaluated by d =5 dentists

m Past experiments suggested two main classes: sound teeth and carious ones

Dentist Dentist

1 2 3 4 5 Frequency |1 2 3 4 5 Frequency
S S S S S 1880 C S S S S 22
§ 8§ 8 s C 789 C 8 8§ s C 26
5SS S C 8 43 C 8 8§ C 8§ 6
S 8§ 8 CCC 75 cC s s CC 14
S S C S 8§ 23 C S C S s 1
S s CSC 63 c 8 Cs C 20
§ S CC 8 8 C 8 CC 8 2
S S CCC 22 cC 8 CCC 17
S C S 8 8 188 CcC C S 8 S8 2
s CS s C 191 cC C S s C 20
S CS C S 17 cC C S C 8 6
S ¢ 8sS CC 67 cC C s ccC 27
S C C S 8§ 15 ¢ C C 8 S 3
§ C C S C 85 c CcCC s C 72
S ¢ CC s 8 cC CCC s 1
s ¢CCC 56 c CcCCcCcCcC 100

Radiographic cross-diagnosis of 3869 molars and premolars by five dentists

g 1 2 3 7
CIM BIC -8766 -7511 -7481 -7503
ceml BIC -7743  -7473  -7481 -7503
time (sec) 1.7 4.9 6.1 7.7
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Dentistry (2/2)

Class 1

0.86

Class 2
[ I

the majority class (1 = 0.86) mainly gathers the sound teeth. There is a strong
dependency between the five dentists (o1 = ({1,2,3,4,5}) and p11 = 0.35). The
dependency structure of the maximum dependency distribution indicates an over
contribution of both modality interactions where the five dentists have the same
diagnosis, especially when they claim that the teeth is sound (Tf{"s"“”d =0.93
and r3jl-carious — 0.07).

the minority class (72 = 0.14) groups principally the carious teeth. There is a
dependency between the dentists 3 and 4 while the diagnosis of the other ones are
independent given the class (o2 = ({3,4},{1,2,5}), p21 = 0.31 and p22 = 0).



Outline

Intra-block model Il: Conditional dependency modes
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Dependence per blocks

Restriction (for identifiability)

Blocks are equal per class

m Conditionally on all classes, variables are grouped into B independent blocks

m Partition of variables: o = (o1,...,035) of {1,...,d}

= Number of variables in the block b of all components: d{¢} = card(o})

m Subset of x associated to op: x{b} = xb = (x{b}f;j =1ooos d{b})

m Variable j of the block b for all components: xb} = (x{b}h; h =1,... m{b})
4{p}

® Modalities number of x{b}: m{b} = H mj{b}
j=1

m Distribution per class:

B

p(x; oo, g) = [ p(x; 0us)  with  cx = (ua, - -, o)
b=1

with o = (O‘Zb; D=150004 m{b})
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Conditional dependency modes distribution (CCM2)

Main idea
m The distribution of modalitiy crossings in each block is uniform

m Except modes: some particular modality crossings with higher (free) probability

Number of modes in block b, class k: £y

m
m Number of modes in class k: £x = (lk1, .-, Lks)
= All number of modes: € = (€y,...,£g)
m The model:
b}
{b}h
b ]
p(x 1 aup, ) = 1T (b))
h=1
with
iy (£i5+1) {6}
h h j+1
0<ag <1, Z oy, =1, o, :-“:0‘% )
h=1

where the elements of ay, are ordered by decreasing values: ag;) > aggﬂ)
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[llustration of a CCM2 block
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Properties of CCM2

m ldentifiability

m Parsimony:

g B B
vone = (-1 + > > tw<(g—1)+gx Z(m{b} -1)

k=1 b=1 b=1

m Meaningful:

m Intra-variable dependencies described by modes (locations and probabilities)
m Complexity of intra-variable dependencies:

o — Lit
=y

m Stength of intra-variable dependencies:

Lib @
Tkb = E ayy
h=1
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Estimation of @

0 = argmaxy L(0;x|g,0,£) with model (g, o, £) fixed

EM algorithm

m E step: conditional probabilities computation

[r]

(i all, . 0,)

£, mlp(xi;all o e)

ti(01]) =

m M step: maximization of the expectation of the complete-data log-likelihood

(Al
D if(1<h<t
[r+1] _ ﬁ 4 oM+ o7 (1< h< )
7'('k - n an akb = . Z h )[r+1]
W otherwise
—*tkb




Model selection (1/4)

(&,6,2) = argmax p(g, o, £|x)

8,0,
(6,2) = argmax p(o, £]x, &)
ol

& = arg maxg BIC(6, £)

Gibbs sampler
This algorithm has p(o, £|g,x) as marginal stationary distribution. Starting from an

initial value (o9, £I%), the iteration [s] is written as
ol ~ 9|(all, €1, x, 21, ¢

Z[S+1] ~ Zl(G[S] ? Z[S])7 X, 9[S+1]7 g
(ot gty © o g (o, 2l]), x, 2571 g —5 MCMC1 algorithm

m p(o) (g and o independent) and p(£|g, o) follow uniform distributions
m p(g) = ngaX forg=1,...,gmax

m Poor informative priors on 6
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Model selection (2/4)

(A, A o, A A5 AL

MCMCL algorithm

(o1, fot1/2) o £lo ] €)%, 2571 g — MH algorithm

ols+1 £|o-[s+1],£[5+1/2],x, Bt g 5 MCMC2 algorithm
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Model selection (3/4)

(@51 ls41/2) o plole] gld] x A+ g

.

Metropolis-Hastings algorithm

m Proposal distribution:

(0", €%) ~ a((,£); (o1, £1))

m Acceptance distribution:

A6 — i POZE (@ ) a((@B], 89 (o 0)) |
plx, 2 |(a 1, 681)) q((o,€); (o1, £)) [

(s gls+1/2ly (6*,£%)  with a probability Al
' (o], €1y with a probability 1 — Al<].

See next slide for computation of p(x,z|(o, £))
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Model selection (4/4)

A5t L golstl] glst1/2] o Slstl] o

MCMC2 algorithm
This step allows us to increase or decrease the mode number of each block by one

at each iteration:

p(x1HZH gy if [y — 4{5;1/2]‘ <2
p([kb|a-[s+l]7g[5+l/2]7X7Z[S+1]) o { and €4 ¢ {0, m{b}}.
0  otherwise

with

)

_L . h —
L )nkgb  Bi (m;nib)+1;ngb+1)

{6} o1
p(x |Za€kb) (m{b} _Zkb m{b} —h

h=1

where Bi(x; a, b) = B(1; a, b) — B(x; a, b) and where B(x; a, b) is the incomplete
beta function defined by B(x;a, b) = [ wa(1 — w)bdw.




Calves (1/2)

+ CCM2

26842

00092— 00S92— 000L2— 00S

uonelud Olg

T T
L2~ 0008g- 00!

8c—

Classes number

CCM2 > CCM1 > CIM
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Calves (2/2)

Classes interpretation
m Class 1:
m Represents 56% of calves.
m The less protected ones (preventive treatment).
m Class 2:
m Represents 44% of calves.

m The most protected ones (preventive treatment).

Discriminative variables
m Aptitude is not discriminative (same modes and probabilities in both classes).

m Treatment Omphalite very discriminative:
m Class 1: no treatment (0.92) .
m Class 2: preventive treatment (0.93).




Dentistry (1/3)

g 1 2 3 4
CIM -8766 -7511 -7481 -7503
oMMl  -7743 -7473 -7481 -7503
cMM2  -8294  -7492 -7481 -7503

36/30
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Dentistry (2/3)

Number of variables: 5 Number of individuals: 3869
Number of modalities: 222 2 2
Class number: 2 log-likelihood: -7434.628 BIC: -7492.453
sokok ok ook ok skok ok ok ook ok ok ok ok okok ok ok ok ok ok ok ok ok
Mode number:
del-de2-de3 de4 deb
Class 2 5 1 1
Class 1 4 1 1
sokok ok ok ok skok ok ok ook ok ok ok okok ok ok ok ok ok ok ok ok
Tau index:
del-de2-de3 ded deb
Class 2 0.8495717 0.5477190 0.8945463
Class 1 1.0000000 0.9798947 0.7185214
sokok ok ok ok skok ok ok ook ok ok ok ok okok ok ok ok ok ok ok ok ok
Kappa index:
del-de2-de3 de4 deb
Class 2 0.7142857 1 1
Class 1 0.5714286 1 1
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Dentistry (3/3)

The majority class (displayed in gray) is mainly composed with the sound diag-
noses. The second class (displayed in black) is composed with teeth diagnosed as
carious by some dentists especially the fifth. Note that the dentist 4 mainly diag-
noses the teeth as sound since its corresponding variable has a mode in this location
for both classes.

del-de2-de3.
= |
<
S~ SoUNd soUnd  carious  soun sound -caruus
g carols carous - carious  soun
GG Sow Caio Chows Sound
ded.
~
= |
]
=
S
=
S souna
des.
=
E
=]
s
=
S carlous sound



Packages

m CIM: http://cran.r-project.org/web/packages/Rmixmod/index.html
m CCML1: http://r-forge.r-project.org/projects/clustericat/
m CCM2: https://r-forge.r-project.org/projects/comodes/
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