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Dense Accurate Urban Mapping from Spherical RGB-D Images

Renato Martins, Eduardo Fernandez-Moral and Patrick Rives

Abstract— This paper presents a methodology to combine Intensity Depth
information from a sequence of RGB-D spherical views ac-
quired by a home-made multi-stereo device in order to improe
the computed depth images both in terms of accuracy and
completeness. This methodology is embedded in a larger viaiu
mapping framework aiming to produce accurate and dense
topometric urban maps. Our method is based on two main
filtering stages. Firstly, we perform a segmentation proces
considering both geometric and photometric image constraits,
followed by a regularization step (spatial-integration).We then
proceed to a fusion stage where the geometric information is
further refined by considering the depth images of nearby
frames (temporal integration). This methodology can be ap-
plied to other projective models, such as perspective steve
images. Our approach is evaluated within the frameworks of
image registration, localization and mapping, demonstrang  Fig. 1. Topometric graph: the nodes are RGB-D spherical @saghich are
higher accuracy and larger convergence domains over diffemt  relied by rigid transformation¥" € SE(3). The posesT;; lay keyframes
datasets. S* (in red), while T, relate near spheres (in black) to a particular keyframe.
Only keyframes are kept in the final map model. In this workhdeeyframe
is built by exploiting the redundancy of nearby frames toucits noise
and uncertainty.

Producing dense, accurate and compact 3D maps from
stereo sequences is relevant for a large number of appliaGsegmentation of the spherical image in isotropic planar
tions, from localization and mapping [10] to scene rendgrinpatches (in the 3D space), which implicitly apply a coherent
[8] and remains a challenging task. The main issues derivegularization prior to a fusion stage. The fusion relies on
from the difficulty to take into account the visibility con- our previous work[[5], where coherent regularized frames
straints and to represent the geometric discontinuitisingr are merged in a single keyframe, taking into account the
from real surfaces. In addition, errors coming from a sum afelated uncertainties and their co-visibility. In summang
different sources directly affect the quality of photonietr exploit the redundancy of nearby frames to reduce noise and
and geometric data acquired by the commodity imaginthe uncertainty of the keyframe’s depth images. Note that
sensors. our method can be also applied for building representations

In [10], we proposed a topometric representation conin indoor environments with Kinect/Asus sensors.
posed of a graph of geolocalized RGB-D spherical images Experiments are presented in the context of image regis-
computed from a home-made multi-stereo device (flg. 1jration and mapping, showing that both precision and map
The RGB-D spherical images are positioned in the scen@nsistency are greatly improved using this approach. The
accurately thanks to a robust dense visual odometry (VQrhproved depth information represented a break for dense
method. In order to limit drift inherent to VO and to procesgegistration techniques in a set of experiments. We particu
large urban scenes in constant time, only representatigly show the improvement in the convergence domain of
keyframes selected based on an information criterion gue kedirect registration and on 3D plane segmentation, which has
in the final representation. been previously applied to more compact scene modelling

However, the images that were not selected as keyframgsvards to stable life-long mappingl [3].
were dropped out and not exploited to improve the scene
representation. This leads to losing useful informatioticivh 1. RELATED WORK
could be used to enhance the quality of the RGB-D

keyframes. In this paper, we propose a novel scheme whichA variety of methods have been proposed for RGB-D
. ' mapping and depth sensor fusidn [9][6][10][13], recently

aims to integrate all the information available in a lower, oosted by the release of commodity and popular Microsoft

number of RGB-D keyframes. The main objective is to buiIcEineCt sensor. The qoal of inferring nose and dense mapoin
more accurate keyframes (depths maps) using the RGB- ' 9 gp ppIng

D acquisitions from different points-of-view. The overall
approach is performed in two steps. First we perform

|I. INTRODUCTION

IS closely related to 2] and [9], who applies robust photo-
geometric cost functions for dealing with scene changes on
indoor contexts. The works of [[8] and_[17] explores com-
The authors are with Inria Sophia-Antipolis MéditerranéFrance pIemenFa_ry aspects _(quantlz('?\tlon and _Surface sm(_)(_)thness)
{nane. surnane}@nria.fr by explicitly accounting for discontinuities and outlieirs



photo-realistic scene rendering. Both aspects are caesid %e%®
in this work. oretes

Some recent methods a5 [15] arid |[13] employ nc :.:.:.
linear energy minimization operators for dealing with ti L RO N

inferred depth measurements errors and outliers. Thesese
are mainly from three different sources: wrong pixel
matching assignments (particularly in low textured regjon
ii) occlusions; andii) violation of the lambertian surface;@‘
assumption (i.e. variant spectral reflections, mirrors an |
windows/glass structures). A limitation of these previou: | R
. . —0.1 0 0.2 —1.5 0 ][.5 4
works is the reduced size of the models (a workspace smalier ~ depth érror[m] depth error[m]
than 8[m]x8[m]x8[m]) imposed by the volumetric voxel-grid rig. 2.  Top row: reconstructed spheres in two different uritions
sampling, which grows unbounded along the scene scalihin their respective segmented targets (a calibratioec gnd the wall of a
; ; [T ; ; ; building). Bottom row: depth error pdfs foi} calibration grid at 5[m] using
since the representation quality is directly tight to sampl SGBM methodi;ii) building wall at 5[m] using SGBM; andii) calibration

resolution (although the efforts made on voxel-adaptiv@sgr grig at 5[m] using ELAS. A big region of the calibration tatded erroneous
as in [14]). disparity inference with ELAS, which causes a multi-modaitribution

As stated previously, the presented methodology is djrectfaPe (as can be noticed in the bottom-right image).
related to [[10] and([5]. The keyframe based framework is
presented in[[10], but the discarded frames (highly redunhe state of the art algorithm ELASI[4], but the conclusions
dant) are not exploited to improve the graph informationwe get were similar ta_[16]: ELAS overregularize the depth
This leads to the need of a higher number of frames tmaps producing border blending artifacts, where posterior
represent the same scene and a smaller convergence donfidtiering regularization might have marginal influence. @a t
for registration, reducing the region of exploration usthg other hand, while SGBM gives less smoothed maps (gaps
learned model. By last, we extend the method proposed in [8lith no depth information), the errors are more local and
by exploiting the rigidity of neighbourhoods through a jpin thus they can be treated following the steps presented in the
depth — color segmentation, which has a clear improvemenéxt sections. An example of this phenomenon is given in
in the maps produced, specially when considering the motke experiment showed in figl 2.
challenging data coming from stereo outdoor sequences. Let us consider a surface i®, s : R* — R,s(q) = 0
smooth and with a normal vector for each pixel. The normal
vector is given by its gradieni = Vs(q), orthogonal to its

Our algorithm is mainly composed of two steps:seg- tangent plané®(n,d): n”'q +d with d = —nTqy, Vqo € P.
mentation and regularization of the geometric component @& small window neighbourhood is considered to estimate
the reconstructed spherical images; aijdregistering and when s has sharp features, which increases noise influence
merging closeby regularized frames in a common referenoa the estimate (see the work of [12] which analyses the
model, through a direct registration procedure. In the firstffects of noise, curvature, and sampling density and fetus
step, the point cloud built is segmented in planar patchem how automatically select the appropriate window size).
employing a region growing approach, whilst enforcing aiGiven a region (or a cluster representative plafieyvith a
isotropic spatial distribution (equal area). Next, a regizh- set of pointsq € C;, and an extracted planar patch model
tion of the planar patches is made considering the phot@;, the orthogonal distance based metrig) and the normal
metric component of the data. These stages allow one to bensistency £,,) errors in this region are defined as
(r;:)or:]?nrobust to the noise in the computed _stereo _depth maps, LaCP) = [ [ i, InTq + d||2dq

g from wrong disparity block matching assignments. acci

The second step consists of a fusion technique, where the La(CisPi) = [ Jqee, In"n(a)lhdg
geometric information of a keyframe is further refined by then the following sections, we introduce the segmenta-
regularized depth images of nearby frames. The similarityon/regularization and posterior registration procesuas-
criterion to combine a segmented sphere to a keyframe ¢siming these concepts and metrics.
given while performing a dense registration on both intgnsi _
and geometry components [9]. We derive next these stefls Segmentation of Planar Patches
for building more accurate depth maps, which also allows a The raw sphere is segmented to produce planar patches.
sparser keyframe based ego-centric representation. The clustering nearby points in the image algorithm is
based on the choice of a seed (the point and its related
normal vector) and its neighbouring points are then tested

A spherical imageS = {Z,D} is composed off € by considering the spatial metrics as definedn (1). If these
[0,1]™>*™ as pixel intensities an® € R™*" as the depth. two criteria are fulfilled within pre-defined thresholdseth
The depth information is obtained from stereo corresporhe point is included in the cluster.
dence using the Semi-Global Block Matching algorithm Since the surface resolution decreases within the distance
(SGBM) [7]. The disparity image was also computed usingp the sensor, an adaptive number of allowed points at each

m depth error hist]
== fitted gaussian

W depth error hisf]
== fitted gaussian

m depth error hist] |
== fitted gaussian | .|

hist
hist

—2.5

(Telp'ﬁw errorf)m]

IIl. PROPOSEDAPPROACH

(1)

A. Notation and Preliminaries



cluster is employed to build isometric patches (in the 3Buperpixel (ds,ns). All P; verifying ||d;n; — dsngll2 <
space). This avoids undesirable effects as aliasing dedil ¢ and|n’n,||; < e2 are combined ifP;(d;,n;) by:

far objects and the over-sampling of structures close to the _

sensor, as shown in figl 3. The number of allowed points per { lef(kﬂ) - (k;j'(k) + Hj)/(lzl—i- 1) andk 1

patch depends on the desired artand the spatial density s = Ik sonyay + djmg)lla/ (k +1)
point's distributiond(p;) = #, with N being the total ~ The set of pixelp = p;Up;, such as deptiP(p) belongs
number of points. Given the number of points = d(p;)A 1o eitherP;, P; planes, are then fulfilled by employing the re-

at rangep;, a same area patch at rangehasny = n; (%)2 sulting final plane parameters [ (2)y (p) = H% K
points. Then it is sufficient to consider an interval around@ne would ask why not performing the regularization di-
the value ofn, as minimum and max points in the regionrectly over the superpixels regiod!; instead of using the
growing procedure, as presented in the algorithm_JlI-BScene geometry. The reason is that outliers in the depth
This segmentation also greatly reduces scene complexity afeasurements can roughly affect the estimates of the final

simultaneously applies surface regularization. regularized patch.

C. Combining Intensity Coherent Patches D. Spherical Dense Registration

Instead of warping the geometric raw patches directly, Adirect registration procedure is applied for rgtr_ie\_/ihgt
we enforce the surface regularization taking into accoufiglative posex € R® between two spheres by minimizing a
the photometric image componeft of the raw spheres cost function Whlch_accounts for the differences in intgnsi
by employing a superpixel based segmentation. The chos8Rd depth of all pixels between the reference and target
method in this work is the single linear iterative clustgrin frames (see e.gl[2]). Given an initial estimale the cost
(SLIC) algorithm [1], which encodes nice properties adunction§s = g |lezl|Z + - [le,[|7 can be written explicitly
strong adherence to boundaries and compactness, beside3%f
a simple tuning_ parameter being the approximate size of thegs iy W (p*) ‘I (w(p*7 "I“T(x))) _ T (p*) 2
desired superpixel cells. Afterwards, a mean pdi¢hn,) ) N N 2
related to each superpixel regigvt; is extracted considering % >p W (P") ‘HT (g(w(P*7 TT(x))) — TT(X)Q*(p*)) ;
all the patches that are mostly englobed by that superpixel. )

As a consequence of the isotropic area segmentati¥fith w(e) being the warping function depending on the pose
(described in the previous section), the intensity basgd reto be estimated) is a tuning parameter to effectively scale
ularization is just the combination of aP; in M, that both error terms (intensity and depth consisten®y), and

are bellow a threshold from the computed mean pathD are weights related to the confidence of each measure
(with W computed from a Huber robust estimator as in

[Q]). The normal vecton is computed at the reference sphere
Algorithm 11I-B.1 : Patch geometric scene segmentation within the neighbourhoods of each 3D pointp*), where

)

+

1: Inputl: p; and A: ny = d(p1)A g~ ! corresponds to the projection model, e.g., perspective or
2: Input2: max errorse,, andey spherical.
3: for all pixelsp* in D do In addition to this standard dense VO formulation, we

combine a set of implementation strategies for both avgidin
local minima in the optimization and for speeding-up the
. , computation. Thus, the registration is achieved from asmar
\(;Vh'lecsme(ci(dk)) < ez & 0u(P) < & 4 fine scheme using different pyramid resolutions. The sub-
. d(ijki) T Gj CO i pixel registration is then only applied on the larger redohy
r i(k+1) =[Ci(k) g(p)] while the registration on other resolutions is done with

2
4 py=D(p*) andngy = ny (%)

5 Nin = max(ng — 2,3) and n,,q. = na
6

8f I;ee%/fsllluate plane equation dh(k + 1) nearest neighbour approximation. Also, we store a depth-
13'_ en?jnforw e buffer of the projected pixels to take into account possible

occlusions([11]. This direct registration of spherical gea
is applied in the sequence for both fusion-regularizatibn o
the keyframe mapping and for odometry.

E. Merging Close Spheres

Finally, based on a distance criterion between spheres that
encapsulates the similarity of both geometry and intensity
a filtering scheme can be set up for combining “nearby”
avoids flatting geometry details when far from the sensce @istributon ~ augmented regularized spheres in order to reduce the error
of points is asymptotically decreasing with the range) hia teft a structure  jn the retained keyframe. For this, we follow the approach of
sampling of 20 points per patch. The right figure has the sasemaption 5 \yhich js briefly summarized for the sake of completeness.

that we aim to construct patches of around 20 points when f&{mi .
from the sensor, which gives an square of 10[cm] edge. Thia & then Assuming that a set of: near spheres share enough

propagated to all depth levels, resulting in isotropic petc coherent information, their combination into a keyframe is




performed in two stages. First, each neighbouring dep
image is warped on the spherical keyframe reference sphe
as D, (p*) = Di(w(p*,T)), wherew(e) is the warping
function and

D:(p) = vauw(p, T)"qu(p, T)
qu(p, T) = ([I O]T[ 9(p) D (4)

The second stage corresponds to finding §
keyframe model that minimizes the square erro .
between the previously warped segmented spheres

* _ : n _ 2 Fig. 5. Bird's-eye of view rendered images from one of thefi@pe
D (p) argming 3, HD.(p) (Duw, (p) . D(p)) N e&gdes (the related RGB image is showed in the bottom-rigligd®) with
which can be stated sequentially as a simple weightegly without fusion.

average as follows:

—

D (p) = WP (p)D;(p) + I1p(p)Duwy (P) 30 km/h and a maximum speed of 80 km/h. The sequences
K+1\P) = WP (p) +1Iip(p) (5) are recorded at a frame rate of 20 Hz, where the six
WkD-i-l =WP +1Ip global shutter cameras of the stereo system are synchthnize

producing spherical images with a resolution of 2048x665
where,IIp(p) = 1/03 (p) is the confidence (the inverse (see figl#). Such sequences are fused offline to obtain maps
of the uncertainty) resulting from the blending of both posgnat can be used later for localization (like in [10]) or for
and structure errors; anw’, being the uncertainty of the gcene rendering (in a similar fashion to Google Street View)
keyframe model initialization. as we show in the accompanying vidkoThough real-time
performance is out of the scope of this paper, we would like
to remark that an optimized implementation of this work

In this section we evaluate the results of direct regisirati exploiting parallel computing and/or GPU might be used to
on a sequence of urban images with and without fusion (fefchieve real-time performance.

short, we employ the word fusion to refer to the described _ _
procedure of segmentation/regularization plus combimati A. Scene Rendering and Segmentation

of near spheres). We show that the fusion improves the The accuracy obtained after fusion is clearly apparent by
accuracy of dense registration and its robustness allowiRgsual inspection of the reconstructed point clouds. Inrigu

a larger region of convergence. Moreover, it also results [§ we can see on the left an image reconstructed from raw
a higher efficiency for localization in a previously createcjata, and the same frame on the right after fusion. Notice
map. how the artefacts and the waves on the floor are removed

In our tests we employ two different sequences of spherin the view after fusion. Inspection of the depth images and
cal RGB-D images recorded at the urban area of Garbejaifige normal vector images also confirm this, where we see
in Sophia-Antipolis (seql) as show in flg. 6, and in the Inrighat flat and/or smooth surfaces like the building facades o
Sophia-Antipolis research center (seq2). The camera rig tige road are more regular in the fused images, whilst keeping
fixed to a car (see fi§ll 4), which is driven at a variable speegharp details of the surface (please refer to the accompgnyi
depending on the road/traffic conditions, with an average @fdeo for more details of the point cloud reconstructiomiro
different points-of-view).

We tested the segmentation of planar surfaces from the
fused and non-fused depth maps. Since our sequences are
recorded in structured scenarios, the detection of theaplan
surfaces in them provides qualitative information abow ho
good are the obtained depth maps (fig. 7). Table | shows the
average number of planar surfaces segmented, and the aver-
age number of point inliers per image on the corresponding
sequence.

IV. EXPERIMENTS

B. Direct RGB-D Registration

As described in sectidn IIIED, direct registration of RGB-
D images consists of retrieving the relative pose of two
frames (6 DoF) by minimizing intensity and depth differ-
ences between the reference and the warped images. In
order to evaluate the improvement on the accuracy of dense

Fig. 4. Globeye stereo sensor and acquisition system. Lvideo url:(www-sop.inria.fr/members/Renato-Jose. Martros15.html)
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Fig. 6. Trajectories and final topometric graph for the Gpibe sequence (seql): the bird’'s-eye of view of the urbaifktn] travelled path (left in

blue) and the final topometric model (the middle and rightges using both raw (green) and fused data (blue). It is eabie the graph consistency
improvement in the resulting model after the fusion procedand only about 20% of the original spheres were retained.

T
020050

TABLE Il
AVERAGE ERROR OF THE DIFFERENT REGISTRATION METHODS

Av. Rot. Error (deg)| Av. Trans. Error (mm)

Raw Fusion Raw Fusion
Dense RGB-D 0.51 0.12 3.4 11
Photo-consistency  0.47 0.12 2.9 1.3

hist

the spherical image is divided into two halves (left and tigh

so that each one has 180 degrees FOV on the horizontal
plane. We perform dense registration with the above methods
in each half separately and compute their difference (devi-

Fig. 7. Normal vector consistency for the raw data (middiejl éiltered  ation) in rotation and translation. The poses estimated by
(right) in the seq2 dataset. The normal vectors are coloodstt for e gistaring both should be the same. The average deviations
visualization, then smooth planar surfaces in the sceneldhuave the

same color. The improvement of the filtering procedure vatietween 10 fOr registration of 100 images in the Inria sequence are show
to 30% using the metrics of normal consistency[ih (1) (bottaght and  in table[IIl, supporting the same findings as in the previous
left images). experiment.

% normal vector improvement

W w  w w @ m Do S 0o o w
superpixel region number [enum] % normal vector improvement

TABLE |

TABLE Il
AVERAGE RESULTS FOR PLANE SEGMENTATION

AVERAGE DEVIATIONS OF HALF-SPHERE REGISTRATION

Av. num planes  Av. inliers

Rotation (deg) | Translation (mm)

Seql Reg_ular 4.67 119 K Raw Fusion | Raw Fusion
Seql Fusion 6.41 148 K
Seq2 Fusion 6.15 159 K Photo-consistency  0.55 0.18 1.8 0.88

Another benefit of the fused spheres is the higher robust-
registration (minimising the photometric error and botk thness of direct registration, since the region of convergenc
photometric and the geometric errors) after our fusionestagenlarges as a consequence of the higher accuracy of the
we compute the trajectory using dense registration on a seitimated depth maps. To illustrate this, we show the rdtio o
of 4000 subsequent fused spheres imposing the requirementivergence of the methods evaluated above for registering
to fulfil a smooth motion model (almost constant velocity)sets of spheres with different separations, from 10[cm] to
in 3D (6 DoF). This trajectory is used as groundtruth t&0[cm] (see figuré]8). The convergence condition requires
compare the results of pair-wise registration of nearbjmfra  that the difference in the translation is less than 1[cm] and
in the sequence (which are not subsequent). Table Il showsat the difference in the rotation is less than 1 degree
the average errors obtained by each registration methdd witith respect to our ground truth trajectory. The approxianmat
and without fusion, confirming the error reduction of thedistances shown in the figure correspond to that of our
improved data after fusion. Notice that the photo-consiste ground truth within a range ef3[cm]. As expected, we can
method is also more accurate when the filtered depth mapse that both techniques for direct registration (RGB-D and
are used. photo-consistency) present larger convergence domaams th

To further confirm the higher accuracy of dense registrder the case where raw depth information is used. We can
tion after fusion we carry out another experiment in whictalso conclude that when such raw depth is used, the photo-
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consistency method has a larger convergence rate than the

[ IDense RGB-D
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I Fusion Dense RGB-D
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Direct registration convergence for different ireaggparations.

experiments sectioh_1V). The improved accuracy of the
keyframe geometric images applying this approach is useful
for different tasks. Concretely, we show that it has several
advantages for direct registration, increasing its aaguaad
robustness. This is a key aspect for generating accurate map
to be used later on for robot localization or simple scene
rendering, like e.g. Google Street View. The larger region
of convergence for registration also contributes to stess |
frames in the representation.

One of the limitations of the experimental section is
the lack of an accurate ground truth of the trajectory
obtained with a method different than direct registration.
This is planned to be overcomed by applying loop closure
restrictions in our sequence. Also, a comparison with other
techniques as those based in measurement stability [11] are
left as future work.
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allows to handle larger separation between frames, and thus
lower camera frame rates and/or higher acquisition speed ca
be attained. This has also a direct impact on the hardware ret]
sources, reducing the computation and memory requirements
as less frames need to be processed for odometry/mappirﬂ;g
purposes.

Besides the advantages of higher accuracy and robustnesd,
we remark that there is also an advantage on the computa-
tional cost of dense registration. Convergence is reaclited w [4]
a reduced number of iterations, and thus, the time required
to register a pair of spheres is 44 shorter in average with
respect to the same optimization using the raw depth imagegs)
Table[IM presents the average computation times for both
cases using a single CPU with a processor of 2.6 GHz. Thi%]
result is only relevant for localization applications in ian
there is already a build representation like [n][10], sincel8]
the fusion and regularization steps introduce an additiona
processing stage whose cost is arouvidimes larger than [9]
the dense registration cost, beinj the size of the sliding
window (the number of frames required to optimize on
keyframe image).

[11]
TABLE IV
AVERAGE TIMINGS FOR DENSE PAIRWISE REGISTRATION [12]
Processing time Raw Fusion [13]
Photo-consistency 0.91s 0.65s
Dense RGB-D 1.09s 0.76s [14]
[15]
V. CONCLUSIONS ANDPERSPECTIVES [16]

A method for fusion-regularization of stereo depth mapg
has been described. This method is applied to our particular
case of spherical vision, though it can be generally applied
to other contexts evolving RGB-D data (as showed in the

10] M. Meilland, A. Comport, and P. Rives.

REFERENCES

R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and SsSunk.
SLIC superpixels compared to state-of-the-art superpixeéthods.
|IEEE Trans. PAMI, 34(11), 2012.

C. Audras, A. Comport, M. Meilland, and P. Rives. Reatd dense
appearance-based SLAM for RGB-D sensorsAGRA, 2011.

E. Fernandez-Moral, W. Mayol-Cuevas, V. Arevalo, andsdnzalez-
Jimenez. Fast place recognition with plane-based maps|EBE

ICRA, 2013.

A. Geiger, M. Roser, and R. Urtasun. Efficient large-scatereo
matching. InACCV, 2010.

5] T. Gokhool, R. Martins, P. Rives, and N. Despre. A comsuatierical

RGBD keyframe-based representation.|BEE ICRA, 2015.

T. Gokhool, M. Meilland, P. Rives, and E. Fernandez-Mo#a dense
map building approach from spherical RGBD images. VIBAPP,

2014.

H. Hirschmulle. Stereo processing by semi-global miaghand
mutual information.|EEE Trans. PAMI, 30(2), 2008.

B. Huhle, T. Schairer, P. Jenke, and W. Stral3er. Fusiorange and
color images for denoising and resolution enhancement aitton-
local filter. CVIU, 114, 2010.

C. Kerl, J. Sturm, and D. Cremers. Dense visual SLAM forBRG

cameras. INEEE IROS 2013.

Dense omnidirecal

RGB-D mapping of large-scale outdoor environments for -tigad

localization and autonomous navigatialcR, 32(4), 2015.

P. Merrell, A. Akbarzadeh, L. Wang, P. Mordohai, J. FraiR. Yang,
D. Nister, and M. Pollefeys. Real-time visibility-basedsifon of depth
maps. InlEEE ICCV, 2007.

N. Mitra and A. Nguyen. Estimating surface normals irisyopoint
cloud data. InACM SCG, 2003.

R. Newcombe, S. Lovegrove, and A. Davison. DTAM: denseking
and mapping in real-time. IFEEE ICCV, 2011.

J. Ryde and M. Brunig. Non-cubic occupied voxel lists fobot maps.
In IEEE IROS, 2009.

C. Vogel, K. Schindler, and S. Roth. Piecewise rigidrnecélow. In
IEEE ICCV, 2013.

Q. Wang, Z. Yu, C. Rasmussen, and J. Yu. Stereo visiorddepth
of field rendering on a mobile device. U0El, 2014.

Q. Zhang, M. Ye, R. Yang, Y. Matsushita, and B. Wilburndde-
preserving photometric stereo via depth fusionlEEE CVPR, 2012.



	Introduction
	Related Work
	Proposed Approach
	Notation and Preliminaries
	Segmentation of Planar Patches
	Combining Intensity Coherent Patches
	Spherical Dense Registration
	Merging Close Spheres

	Experiments
	Scene Rendering and Segmentation
	Direct RGB-D Registration

	Conclusions and Perspectives
	References

