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Abstract This paper investigates ciphers where the set of encryption functions is
identical to the set of decryption functions, which we call reflection ciphers. Equiv-
alently, there exists a permutation P , named the coupling permutation, such that
decryption under k corresponds to encryption under P (k). We study the necessary
properties for this coupling permutation. Special care has to be taken of some
related-key distinguishers since, in the context of reflection ciphers, they may pro-
vide attacks in the single-key setting. We then derive some criteria for constructing
secure reflection ciphers and analyze the security properties of different families
of coupling permutations. Finally, we concentrate on the case of reflection block
ciphers and, as an illustration, we provide concrete examples of key schedules cor-
responding to several coupling permutations, which lead to new variants of the
block cipher PRINCE.
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1 Introduction

Among all design strategies used for reducing the implementation cost of a cipher,
one option consists in minimizing the overhead of decryption on top of encryption.
This feature was essential when encryption was performed by heavy cipher ma-
chines since having two different machines, one for encryption and a different one
for decryption was unthinkable. This issue was then solved a century ago by Arthur
Scherbius who introduced a reflector into the Enigma machine, that means an in-
volutive transformation M which is applied to the initial permutation and which is
followed by the inverse permutation. Then, for any key, the encryption function has
the form Ek = F−1 ◦M ◦F , implying that it is an involution. However, involutive
ciphers present serious flaws, including the fact that any involution can be easily
distinguished from a randomly permutation by the number of its fixed points. This
type of weaknesses has been exploited for cryptanalyzing Enigma. Instead, a clas-
sical solution consists in constructing a cipher based on involutive building-blocks.
For instance, the different round permutations can be chosen within a family of
involutions parameterized by a round key, i.e., E(k1,...,kr) = Fkr ◦ . . . ◦ Fk2 ◦ Fk1
where all Fx are involutions. Then, the decryption function under the round-key
sequence (k1, . . . , kr) is equal to the encryption function under the same round-key
sequence but in reverse order, i.e. Rev(k1, . . . , kr) = (kr, . . . , k1). Obviously, Feistel
ciphers are the most prominent examples of this construction [13]. But, since the
round key sequence is usually derived from a master key, i.e., (k1, . . . , kr) = KS(k),
the choice of the key expansion KS has a major influence both on the security and
on the implementation cost of the cipher. Indeed, KS should obviously be chosen
such that KS(k) does not provide any palindromic round-key sequence. Otherwise,
the cipher would have some weak keys under which the encryption is an involu-
tion. Moreover, computing Rev(KS(k)) requires either the storage of the whole
round-key sequence, or the implementation of the reverse key expansion function,
like in the DES, for instance.

The implementation overhead due to the reverse key schedule can be avoided
by designing a cipher such that the family of decryption functions obtained for all
master keys is exactly the same as the family of all encryption functions. In other
words, for any master key k, there exists another key k′ such that decryption with
key k corresponds to encryption with k′. This has been used in [6] for the block
cipher PRINCE, more precisely for its core cipher PRINCEcore, where k′ = k⊕α for
some constant α. However, we could think of a more general setting where there
exists some permutation P of the key space such that, for any key k,

(Ek)−1 = EP (k) (1)

Such ciphers will be called reflection ciphers and the permutation P the cou-

pling permutation. As previously explained, reflection ciphers obviously include all
constructions with involutive round functions, like Feistel ciphers. In this case,
the coupling permutation is P = Rev. RSA is also a reflection cipher and in
this case, the coupling permutation is secret: P is the permutation of the set
{x ∈ {2, . . . , (p − 1)(q − 1) − 1} : gcd(x, (p − 1)(q − 1)) = 1} corresponding to
inversion modulo (p− 1)(q − 1), where p and q are two distinct prime numbers.

One of the main motivations of this general setting is to improve the key-
schedule of the block-cipher PRINCE. Indeed, the core cipher of PRINCE follows
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the general construction depicted on Figure 1, which leads to a reflection cipher
with coupling permutation P (k) = k ⊕ α.

R1m R2

k1

Rr RM R−1
r R−1

2 R−1
1 c

k2k0 kr kr + α kr−1 + α k0 + αk1 + αk2 + α

Fig. 1 Construction used in PRINCEcore where the middle round RM is an involution. The
resulting cipher is a reflection cipher with coupling permutation P (k) = k ⊕ α.

But in this construction the key size is limited to the block size (which is
64 bits only). The solution chosen by the designers of PRINCE to increase the key
size consists in adding an independent whitening key at the beginning and at the
end of the cipher. However this construction is not optimal and raises security
questions [7,15,10]. Designing a secure key-schedule for reflection ciphers with n-
bit block size and 2n-bit key size is therefore an open issue which is addressed in
this paper.

Our Contribution.

This work mainly aims at studying the properties of reflection ciphers and at
deriving several universal conditions on how the coupling permutation P should be
constructed. We start by exhibiting very general properties, showing for example
that a coupling permutation should be an involution and that fixed points should
be avoided (cf. Section 2). A class of coupling permutations of particular interest
is the class of affine permutations as such functions permit in general very efficient
implementations. We study therefore this case and describe criteria that should
be verified so that the general properties exhibited before hold for these functions.

Obviously, reflection ciphers are not ideal in the related-key setting since the
relation (Ek)−1 = EP (k) allows to easily distinguish them from an ideal cipher.
We therefore explicitly exclude related-key attacks here. However, an important
observation is that some related-key distinguishers may have a practical impact
since they provide attacks in the single-key model, in a scenario where an attacker
has access to both the encryption and the decryption operations. Therefore we
study the influence of the choice of P on such attacks, in particular on differen-
tial related-key distinguishers. We elaborate on the trade-off between the size of
(possibly weak) key classes and the minimal Hamming weight of the difference
P (k)⊕k introduced by comparing the encryption with the decryption process. We
investigate different kinds of coupling permutations such as affine permutations,
including functions based on bit permutations, nonlinear permutations and some
combinations of those by analyzing for each case the impact of related-key distin-
guishers (cf. Section 3). We show in particular, that each family of functions can
offer different trade-offs between the two above quantities.

In Section 4 we narrow down the scope and focus on key-alternating block
ciphers by emphasizing on ciphers with n-bit block size and 2n-bit key size, like
PRINCE. We present two specific constructions for such ciphers. We then derive
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from the previous theoretical results several examples of key-schedules correspond-
ing to different coupling permutations for the case n = 64, which provide alterna-
tive key-schedules to the cipher PRINCE [6].

2 General Criteria For the Coupling Mapping

In this section we derive criteria for the coupling mapping P . These criteria are
general and can be applied to different settings. For the rest of this paper, κ denotes
the key size and n the block size of the cipher. Therefore, the coupling mapping
is a function from Fκ2 into Fκ2 .

2.1 Cycle structure of the coupling mapping

It is clear that Relation (1) makes sense only when the coupling mapping P is a
permutation: otherwise, there exists a subset of the key space which leads to the
same family of encryption functions. Moreover, Relation (1) implies that

Ek = EP 2i(k), ∀i ≥ 1,

for any key k. Then, if P is not an involution, several keys again lead to the same
encryption function, implying that the effective size of the key space is reduced.
Therefore, we focus on the case where P is an involution.

Fixed points of the coupling mapping. Fixed points of P correspond to weak keys
for the cipher, since the corresponding encryption functions are involutive. Indeed,
random involutions can be distinguished from random permutations by using the
fact that such involutions over Fκ2 have 2

κ
2 +O(1) fixed points, whereas a randomly

chosen permutation has O(1) fixed points [14, Page 596]. This weakness is well-
known and has been exhibited in several works, including [26]. It is worth noticing
that, in the particular case of an iterative construction of the form Ek = F−1◦M◦F ,
Ek has exactly the same number of fixed points as the middle round M (and more
general the exact same cycle structure). This fact has been exploited for weak
keys in DES where the middle round is the swapping of the two halves, which has
exactly 232 fixed points [9], and also in Enigma where the reflector has no fixed
points.

Fixed points of the coupling mapping also introduce weaknesses when E is not
used directly as an encryption function, but is modified by the FX-construction [5,
21]. This construction (aka the Even-Mansour construction [11]) extends a block
cipher E with a κ-bit key to a block cipher with a (κ+2n)-bit key by XORing two
n-bit secret whitening keys to the input and the output of the cipher respectively.
If the reflection cipher E is used as inner cipher in the FX-construction, fixed
points in the coupling mapping can be exploited by the attacker to recover some
information on the whitening keys (see Section 4.2 in [6]).
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2.2 Affine coupling mappings

In this section, we focus on the case where P is an affine mapping, which is of
particular interest as affine functions permit efficient implementations. We provide
here some simple characterizations of affine involutions without fixed points, based
on elementary algebra. To avoid any ambiguity, we draw attention to the fact that
elements in Fκ2 are seen as row vectors, and that linear permutations are written
x 7→ xM for some matrix M .

Proposition 1 Let P be an affine function of Fκ2 . Then, the following statements are

equivalent:

(i) P is an involution without any fixed points.

(ii) L : x 7→ P (x) + P (0) is an involution and P (0) belongs to Kerφ \ Imφ, where

φ = L+ Id.

(iii) φ : x 7→ P (x)+P (0)+x satisfies Imφ ⊂ Kerφ and P (0) belongs to Kerφ\ Imφ.

Proof First, it is clear that P has a fixed point x0 if and only if φ(x0) = P (0), i.e.,
P (0) belongs to Imφ. Moreover, by writing P (x) = φ(x)+x+P (0), we deduce that
P (P (0)) = 0 if and only if φ(P (0)) = 0, i.e., P (0) ∈ Kerφ. Then, P (0) ∈ Kerφ\Imφ

if and only if P has no fixed points and P (P (0)) = 0.

Let us now show that the other conditions in (ii) and (iii) are equivalent to the
fact that P 2(x) = x for all nonzero x. For any x, we have

P (P (x)) = L(L(x) + P (0)) + P (0) = L(L(x)) + (L+ Id)(P (0)) = L(L(x)).

Since L(L(0)) = 0 by definition of L, we deduce that P (P (x)) = x for all
nonzero x if and only if L is an involution. Similarly, we have

P (P (x)) = φ(L(x)) + L(x) = φ(φ(x)) + φ(x) + φ(x) + x = φ(φ(x)) + x.

Then, for any nonzero x, P 2(x) = x if and only if φ2(x) = 0. This is equivalent to
Imφ ⊆ Kerφ, but equality does not hold since P (0) ∈ Kerφ \ Imφ. ut

It is worth noticing that the condition Imφ ⊂ Kerφ implies that dim Kerφ > κ/2.
Also, the previous proposition recovers the result from [24, Lemma 1]: any linear
involution over Fκ2 has at least 2κ/2 fixed points, since we have proved that P is a
linear involution if and only if Imφ ⊆ Kerφ.

Coupling mappings based on bit permutations.

When L : x 7→ P (x) + P (0) corresponds to a bit permutation, we can derive a
very simple characterization of the mappings which satisfy the conditions of the
previous proposition.

Lemma 1 Let π be a permutation of {1, . . . , κ} and M the corresponding κ × κ per-

mutation matrix, i.e., Mij = 1 if and only if j = π(i). Then, the dimension of

Ker(M + Id) is equal to the number of cycles of π. Moreover, there exists some

α ∈ Ker(M + Id) \ Im(M + Id) if and only if π has a cycle of odd length.
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Proof We number the positions in a way that all positions within a cycle of π
are consecutive. More precisely, if π has c cycles, {1, . . . , κ} is partitioned into
c intervals {`i, . . . , `i+1 − 1}, 1 ≤ i ≤ c, where `1 = 1, `c+1 = κ+ 1 and

π(j) =

{
j + 1 if j ∈ {`i, . . . , `i+1 − 2}
`i if j = `i+1 − 1

Then, (M + Id) is a block matrix

M ′ =


A1 0 . . . . . . 0
0 A2 0 . . . 0
. . . . . . . . . . . . . . .

0 . . . . . . 0 Ac

 with Ai =


1 1 0 . . . 0
0 1 1 . . . 0
. . . . . . . . . . . . . . .

1 0 0 . . . 1


where each Ai is a (`i+1 − `i) × (`i+1 − `i) matrix if `i+1 − `i ≥ 2, and Ai = [0]
if `i+1 = `i + 1. It follows that Ker(M + Id) is the subspace of dimension c such
that all bits within {`i, . . . , `i+1 − 1} with `i+1 − `i ≥ 2 are identical. Moreover,
Im(M + Id) is the subspace formed by all vectors x such that

x`i−1 =

`i−2⊕
j=`i−1

xj , ∀1 ≤ i ≤ c with `i+1 − `i ≥ 2 .

In other words, the last bit in each cycle of length at least 2 is a parity bit. By
using that a cycle composed of identical bits has a valid parity bit if and only if
its length is even, we deduce that there exists some element in Ker(M + Id) and
not in Im(M + Id) if and only if π has a cycle of odd length. ut

By combining the previous lemma with the second characterization in Proposi-
tion 1, we derive the following.

Corollary 1 Let π be a permutation of {1, . . . , κ} and M the corresponding κ×κ per-

mutation matrix. Then, there exists α such that x 7→ xM + α is an involution without

fixed points if and only if π is an involution with at least one fixed point.

In Section 4.2 of [6] the authors explain that the coupling mapping P (k1, k2)
= (k2, k1) + (α, α) should be avoided for any choice of the constant α. Indeed,
this mapping presents an obvious class of weak keys, that can be easily detected:
all keys (k1, k2) with k2 = k1 + α are fixed points of P . Then, the corresponding
encryption function is an involution. This unwanted behavior can now be explained
by Corollary 1. Indeed, the bit permutation π in the above coupling mapping is
only composed of cycles of length 2.

All affine involutions P analysed in the rest of the paper are assumed without
fixed points.

3 Impact of related-key distinguishers

The class of ciphers considered here has trivial related-key distinguishers. How-
ever, any class of related-key distinguishers for a reflection cipher involving both
Ek and its inverse, i.e., EP (k), provides a distinguisher in the single-key setting. So,
at least in scenarios where an attacker can be assumed to have access to both the
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encryption and the decryption operations, the existence of some related-key distin-
guisher must be investigated with care. There are at least two different approaches
(and a trade-off between both):

– The coupling mapping P can be designed in such a way that the relation
between k and P (k) is so complicated that any good related-key distinguisher
can only be exploited for a very small number of keys. For instance, if almost
all values k + P (k) differ when k varies, then any good related-key differential
distinguisher (involving keys which differ by a constant) defines very few weak
keys only.

– The coupling mapping P can be designed in such a way that, for any k, a distin-
guisher involving both k and P (k) is unlikely to exist. For instance, choosing
P (x) = x + α as in [6], where α is a randomly chosen constant with a high
Hamming weight, follows this approach. One may expect that there are no
related-key distinguishers involving two keys with difference α, but, on the
other hand, if such a distinguisher exists, then all keys will be weak.

3.1 Related-key differential distinguishers

It is well-known that a given block cipher cannot be secure against all types of
related-key distinguishers. Indeed, there exist some sets of related-key derivation
functions which allow to build a distinguisher with overwhelming advantage for
any cipher [4,17,1]. Here, we focus on the set of additions with a constant, which is
one of the most relevant and sound families of related-key derivation functions [4].
In other words, we investigate the existence of related-key distinguishers involving
keys k and k′ = k + δ.

In this context, the mapping φ : x 7→ P (x) + x + P (0) and the set Im(φ) =
{x + P (x) + P (0), x ∈ Fκ2} play an important role. Let N denote the size of this
set. We have N ≤ 2κ−1 since both x and P (x) have the same image under φ

and are distinct because P has no fixed points. Then, φ defines an equivalence
relation on the keys, namely the key space is partitioned into N equivalence classes
Kδ := {k : k + P (k) = δ}. Each of these classes corresponds to a potential class
of weak keys that may result from the existence of a related-key distinguisher
involving keys k and k′ = k+ δ. All these key classes have size at least 2, and their
average size is 2κ/N .

So, there is a trade-off between two quantities: the maximal size of a key class
Kδ and the minimum weight of the set {δ : Kδ 6= ∅}. In the following, the relation
between these two quantities is investigated from a theoretical point of view, first
when P has degree 1, and then for some particular nonlinear mappings. Later, in
Section 4, some concrete constructions of key-alternating reflection ciphers will be
presented in which the minimum weight of {δ : Kδ 6= ∅} affects the existence of
efficient related-key distinguishers.

3.2 When P is affine

When P has degree 1, all non-empty key classes Kδ are affine subspaces of Fκ2
of the same dimension, since they are all cosets of Kerφ. Therefore, the minimal
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possible dimension for the key classes is (κ+ 1)/2 (see Prop. 1). But, we can also
show that the minimum weight of {x+P (x)} is upper-bounded by the dimension of
the non-empty Kδ. Moreover, it is possible to characterize all involutions P which
achieve this bound.

Proposition 2 Let P be an affine involution over Fκ2 without fixed points. Let p denote

the dimension of the non-empty sets Kδ = {x : x+ P (x) = δ}. Then, p > κ/2, and

min
x∈Fκ2

wt(x+ P (x)) ≤ p .

Proof Let φ : x 7→ P (x)+x+P (0) and C be the code corresponding to Im(φ). Then,
all sets Kδ = {x : x+P (x) = δ} are cosets of Kerφ, implying that p = dim Kerφ =
κ − dim C. Moreover, the minimum weight of {(x + P (x)), x ∈ Fκ2} = P (0) + C is
equal to the Hamming distance between P (0) and C, where P (0) 6∈ C. The highest
possible value for dH(P (0), C) corresponds to the covering radius of C, which is
a linear code of length κ and dimension (κ − p). And, it is well-known that the
covering radius of a linear code of length κ and dimension (κ− p) does not exceed
κ− (κ− p) = p, see e.g. Proposition 2 in [8]. ut

The following proposition now characterizes the affine involutions for which
the previous upper-bound is tight.

Proposition 3 Let κ and p be two integers, κ < 2p. The permutation P is an affine

involution over Fκ2 such that

min
x∈Fκ2

wt(x+ P (x)) = p and dim{x : x+ P (x) = δ} = p, ∀δ ∈ Im(P + Id)

if and only if, up to a permutation of the coordinates of x and of P (x),

P (x) = x+ xM + P (0) with M =

ZB ZBZ 0
B BZ 0
C CZ 0


where Z is a (κ − p) × t matrix, 0 ≤ t ≤ κ − p, having t distinct nonzero rows, all

of weight 1, B is a t × (κ − p) matrix, C is a (p − t) × (κ − p) matrix such that

rankM = κ− p, 1B + 1C = 0 and P (0) =
(
u, Zu,1

)
with u ∈ Fκ−p2 , and 1 denotes

the all-one word.

Proof First, we prove that M and P (0) should have the prescribed form. Let φ :
x 7→ P (x) + x + P (0). Since dim{x : x + P (x) = δ} = p, C = Imφ is a linear
subspace of Fκ2 of dimension (κ − p). Let G be a (κ − p) × κ matrix whose rows
form a basis of C. Up to a permutation of the coordinates, we can assume that the
first (κ− p) columns of G are linearly independent. Thus we can choose

G = (Idκ−p, R) ,

for some (κ−p)×p matrix R. Then, C corresponds to all words x such that xH = 0,
for

H =

(
R

Idp

)
.

Now, by hypothesis, there exists some element x0 = P (0) ∈ Fκ2 such that the
minimum weight of (x0 + C) equals p. This equivalently means that there exists
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some s0 ∈ Fp2 such that, for all y ∈ Fκ2 with wt(y) < p, we have yH 6= s0. Indeed,
by setting s0 := x0H, we have that for each x ∈ Fκ2 , xH = s0 if and only if
x ∈ x0 + C. Then, if y ∈ Fκ2 , with wt(y) < p, we have y 6∈ x0 + C, or equivalently
yH 6= s0. Clearly, s0 should be the all-one vector. If not, i.e. if wt(s0) < p, then
y = (0, . . . , 0, s0), satisfies wt(y) < p and yH = s0. Moreover, all rows of R should
have weight at most 1. Otherwise, if there is a row of weight w > 1 in R, then
s0 can be obtained by summing this row and (p − w) rows from the lower part
of H, implying that yH = s0 for some y of weight (p − w + 1) < p. Let now t

denote the number of nonzero distinct rows in R, 0 ≤ t ≤ κ − p. Since each row
has weight 1, R has exactly (p− t) columns which vanish. Then, we can rearrange
the last p columns of matrix G such that R = (Z, 0) where Z is a (κ−p)× t matrix
whose rows have weight one. By definition of M , C = Imφ is the linear subspace
spanned by the rows of M . We then deduce that each row of M is of the form
(u, uZ, 0), u ∈ Fκ−p2 . Therefore, we can decompose

M =

A AZ 0
B BZ 0
C CZ 0

 ,

where each row and each column in the matrix is decomposed as an element in
Fκ−p2 ×Ft2×Fp−t2 . Moreover, P is an involution without fixed points if and only
if Imφ ⊂ Kerφ and P (0) ∈ Kerφ \ Imφ. Any element in Imφ, i.e., any word
x = (u, uZ, 0) must then satisfy xM = 0. We have

(u, uZ, 0)M = (uA+ uZB, (uA+ uZB)Z, 0) ,

implying that A + ZB = 0. Moreover, P (0) should be such that P (0)H is the
all-one vector. Thus, P (0) belongs to the coset of C defined by the vector having
its first (κ− p) coordinates equal to 0 and its last p coordinates equal to 1, i.e.,

P (0) = (u, uZ + 1,1) .

The condition P (0) ∈ Kerφ corresponds to uZB+(uZ+1)B+1C = 1B+1C = 0 .
Then, P has the prescribed form. Finally, it is easy to check that any M and
P (0) with the prescribed form define an involution having the required properties.
Indeed, P is an involution without fixed points since Imφ ⊂ Kerφ due to the
structure of M , and P (0) ∈ Kerφ\ Imφ. Moreover, any element y ∈ {x+P (x), x ∈
Fκ2} can be written as y = (u, uZ + 1,1). Its weight equals wt(y) = wt(u) + (t −
wt(uZ)) + p− t. Since uZ corresponds to the sum of wt(u) rows of Z and each row
of Z has weight 1, we deduce that wt(uZ) ≤ wt(u), implying that wt(y) ≥ p. ut

Example 1 Let κ and p be two integers with p > κ/2. We consider the mappings
defined in the previous proposition with parameter t = 0. Then, we have

M =

(
0 0
C 0

)
where C is a p × (κ − p) matrix of full rank and with columns of even Hamming
weight (i.e., 1C = 0). Let γi be the i-th column of C. Then, up to a permutation
of the coordinates of x and z, P is defined by P (x1, . . . , xκ) = (z1, . . . , zκ) with

zi =

{
xi + γi · (xκ−p+1, . . . , xκ) + αi for 1 ≤ i ≤ κ− p
xi + 1 for κ− p < i ≤ κ ,
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where αi ∈ F2 for 1 ≤ i ≤ κ−p. It can be checked that, for any linearly independent
vectors γi ∈ Fp2, 1 ≤ i ≤ κ − p, of even Hamming weight, this mapping is an
involution, that all non-empty sets {x : x + P (x) = δ} have dimension p and all
elements x+ P (x) have Hamming weight at least p.

Coupling mappings based on bit permutations.

In the particular case where the coupling mapping is defined by P (k) = kM + α,
where M is a permutation matrix, we can show that the bound of Prop. 2 is not
tight. However, we can precisely determine the minimal (and maximal) weight of
{k + P (k), k ∈ Fκ2}.

Proposition 4 Let π be an involution of {1, . . . , κ} with f ≥ 1 fixed points and M

the corresponding κ× κ permutation matrix. Let α ∈ Ker(M + Id). Then,

∀k ∈ Fκ2 , wt(αFP ) ≤ wt(k + kM + α) ≤ κ− f + wt(αFP )

where αFP denotes the f-bit binary word equal to the restriction of α to the coordinates

corresponding to the fixed points of π.

Proof Let us number the positions as in the proof of Lemma 1 and such that the
first f positions correspond to the fixed points of π. Let p′ = κ

2 −
f
2 be the number

of cycles of length 2 of π. Then, from Lemma 1, we have

Im(M + Id) = {(0, . . . , 0, x1, x1, x2, x2, . . . , xp′ , xp′), (x1, . . . , xp′) ∈ Fp
′

2 }

and Ker(M + Id) is the subspace of dimension f + p′ = κ+f
2 of all words

(b1, . . . , bp, a1, a1, a2, a2, . . . , ap′ , ap′) .

Thus, for any k, k(M + Id) + α has weight wt(αFP ) on its first f positions, and
weight between 0 and (κ− f) on the other ones, with both bounds being tight. ut

Then, when k 7→ kM is a bit permutation with f ≥ 1 fixed points, all key classes

have size 2
κ+f

2 , and the minimum weight of k + kM + α is equal to wt(αFP ) ≤ f .
Therefore, the bound of Proposition 2 is not tight (except when π = Id and
α = 1): the optimal trade-off between the two quantities cannot be achieved by
bit permutations. However, the values of the two quantities obtained for some
bit permutations may be considered as reasonable when a lightweight coupling
mapping is required (such examples will be provided in Section 4.2).

3.3 When P is nonlinear

If we want to reduce the size of all key classes to guarantee that any related-key
distinguisher defines a very few weak keys only, we need to choose a nonlinear
coupling mapping since the key classes for an affine coupling mapping have size

at least 2
κ+1
2 . We then study the trade-offs between the maximal size of a key

class and the minimal weight of (k+P (k)) which are achieved by some particular
families of nonlinear coupling mappings. As we will see, some of these mappings
are of theoretical interest only since their implementation cost is too high for a
practical use within a lightweight block cipher. However, investigating non-linear
permutations permits to obtain a better idea of the bounds that can be in general
achieved by coupling permutations.
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3.3.1 Inverse mapping.

The inverse mapping over the field with 2κ elements provides a nice example of an
involution where the size of the key classes is minimal. However, it has two fixed
points (0 and 1) which must be excluded.

Proposition 5 Let ψ be any isomorphism from F2κ into Fκ2 , and x0 = ψ(1). Let P

be the permutation of Fκ2 defined by

P (x) = ψ

[(
ψ−1(x)

)2κ−2
]
.

Then, P is an involution without fixed points over Fκ2 \{0, x0}, and for any δ, the set

Kδ = {x : x+ P (x) = δ} has size either 0 or 2.

Moreover, for any κ ≥ 5, there exists some ψ such that

min
x6=0,x0

wt(x+ P (x)) ≥ 2 .

Proof P is an involution since (2κ−2)2 ≡ 1 mod (2κ − 1) (i.e., the inverse function
is an involution). Moreover, any nonzero fixed point x of P should be such that
y = ψ−1(x) satisfies y2

κ−2 = y which is equivalent to y2 = 1. This equation does
not have any solution when y 6∈ F2 (i.e., when x 6∈ {0, x0}).

Similarly, any nonzero element x in the key class Kδ = {x : x + P (x) = δ}
should be such that y = ψ−1(x) satisfies

y + y2
κ−2 = ψ−1(δ) .

Since y 6= 0, this is equivalent to y2 + δ′y + 1 = 0 where δ′ = ψ−1(δ). Moreover,
δ′ is nonzero because the class {x : x + P (x) = 0} is equal to {0, x0}. Then, this
quadratic equation has 2 solutions if Tr(δ′−1) = 0, and no solution otherwise.

It follows that the minimal weight of x+P (x) when x ∈ Fκ2 \{0, x0} corresponds

to the minimum weight of δ 6= 0 such that Tr(
[
ψ−1(δ)

]2κ−2
) = 0. Then, we have

that this minimum weight is at least 2 if and only if all vectors x ∈ Fκ2 of weight 1

are such that Tr(
[
ψ−1(x)

]2κ−2
) = 1. An equivalent condition is that there exists

a basis {b1, . . . , bκ} of F2κ such that Tr(b−1
i ) = 1 for all 1 ≤ i ≤ κ. In particular,

if {b1, . . . , bκ} is a normal basis, i.e., bi = b2
i−1

, then Tr(b−1
i ) takes the same value

for all elements in the basis. Therefore, any normal basis {b, . . . , b2
κ−1

} of F2κ such
that Tr(b−1) = 1 leads to an isomorphism ψ for which the minimal weight of
x+ P (x) is at least two.

For any element α ∈ F∗2κ , Tr(α) is the sum of all conjugates of α. Since the

minimal polynomial mα of α is the product of all (X − α2i), it is clear that Tr(α)
is the coefficient of the monomial of degree (deg(mα) − 1) in mα. Moreover, the
minimal polynomial of α−1 is the reciprocal of the minimal polynomial of α. We
then deduce that Tr(α−1) is the coefficient of the monomial of degree 1 in mα.
The existence of a normal basis satisfying the requirements is equivalent to the
existence of a normal element b in F2κ such that the coefficient of degree 1 of
its minimal polynomial is equal to 1. It has been proved in [12] (see also [18,
Theorem 2.20]) that such an element always exists for κ ≥ 5. ut
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Example 2 For κ = 8, we define ψ by x =
∑7
i=0 xiα

2i 7→ (x0, . . . , x7) where α is
a root of the primitive polynomial X8 + X7 + X6 + X5 + X2 + X + 1. Indeed,

{α2i , 0 ≤ i ≤ 7} is a basis of F28 . Then, it can be checked that the minimum

weight of (x+ P (x)), for P (x) = ψ
[(
ψ−1(x)

)254]
is equal to 2.

3.3.2 A general construction.

Another technique consists in constructing an appropriate nonlinear involution by
P = S ◦M ◦S−1 where M is an affine involution without fixed points as described
in the previous section, and S is a nonlinear permutation with good differential
properties. More precisely, we focus on the differential uniformity of S, which is
the maximal number of solutions x ∈ Fκ2 for an equation S(x + a) + S(x) = b,
a, b ∈ Fκ2 and a 6= 0 [23].

Proposition 6 Let M be an affine involution of Fκ2 without fixed points with dim Im(M+
Id) = p. Let S be a permutation of Fκ2 with differential uniformity δ(S). Then, P =
S ◦M ◦ S−1 is an involution without fixed points and satisfies

max
δ∈Fκ2

#{x : x+ P (x) = δ} ≤ 2pδ(S)

and

min
x∈Fκ2

wt(x+ P (x)) ≥ min
{
wt(x) : x ∈

⋃
a∈Im(M+Id)

Im(DaS)
}
,

where DaS : x 7→ S(x+ a) + S(x).

Most notably, if M(x) = x+ α for some α ∈ Fκ2 \{0}, we have

max
δ∈Fκ2

#{x : x+ P (x) = δ} ≤ δ(S)

and

min
x∈Fκ2

wt(x+ P (x)) ≥ min
{
wt(x) : x ∈ Im(DαS)

}
.

Proof It is clear that P is an involution without fixed points if and only if M is an
involution without fixed points. Moreover, there is a one-to-one correspondence
between both sets {x : x + P (x) = δ} and {y : S(y) + S ◦ M(y) = δ}. The set
{y : S(y) + S ◦M(y) = δ} is included within the set⋃

a∈Fκ2

{
y : (M + Id)(y) = a and S(y) + S(y + a) = δ

}
.

Then, we directly deduce the bounds on the cardinality of {y : S(y)+S◦M(y) = δ},
and on the minimal weight of (S(y) + S ◦M(y)). ut

Example 3 We choose

S(x) = ψ

[(
ψ−1(x)

)2κ−2
]

where ψ is the isomorphism from F2κ into Fκ2 defined by a normal basis {a, a2, . . . ,
a2
κ−1

} with Tr(a−1) = 1. Such a basis exists for any κ ≥ 5 as detailed in the proof
of Proposition 5. For x0 = ψ(1),

P (x) = S (S(x) + x0)
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is an involution over Fκ2 without fixed points and satisfies

max
δ∈Fκ2

#{x : x+ P (x) = δ} =

{
2 if κ is odd
4 if κ is even

and min
x∈Fκ2

wt(x+ P (x)) ≥ 2 .

The fact that P is an involution without fixed points and the maximal size of
a key class are derived from the previous proposition, since the inverse function
over F2κ is differentially 2-uniform (resp. 4-uniform) if κ is odd (resp. even) [23].
Moreover, this bound is tight since there is a one-to-one correspondence between
the elements in {x : x+P (x) = x0} and the solutions z of (z+ 1)2

κ−2 + z2
κ−2 = 1.

The number of solutions of this last equation is 2 if κ is odd and 4 if κ is even.
Also, the minimal weight of (x+P (x)) is the minimal weight of any element in

the image set of the derivative Dx0S. Then, it corresponds to the minimal weight
of ψ(y) for y ∈ {(z + 1)2

κ−2 + z2
κ−2, z ∈ F2κ}. By using the same technique as in

the proof of Proposition 5, we get that

{(z + 1)2
κ−2 + z2

κ−2} = {x ∈ F2κ : Tr(x−1) = 0} .

By definition of ψ, the elements δ of weight 1 in Fκ2 satisfy y = ψ−1(δ) = a2
i

for some 0 ≤ i ≤ κ − 1, implying that Tr(y−1) = Tr(a−1) = 1. Therefore, these
elements y = ψ−1(δ) do not belong to {(z + 1)2

κ−2 + z2
κ−2, z ∈ F2κ}, which

equivalently means that the elements δ of weight 1 do not belong to the image set
of the derivative Dx0S.

We will see now how the coupling permutations investigated in this section can
be used inside some cryptographic primitives. We will focus in particular on the
case of key-alternating block ciphers.

4 The Key-Alternating Block Cipher Case

In the rest of the paper we will concentrate on block ciphers and more precisely
on key-alternating ciphers. Having block ciphers with the reflection property has
obvious interest for some cryptographic applications running in constraint envi-
ronments. The recent design of the block cipher PRINCE raised several questions
about the design principles of such ciphers. One such question is related to the key
size of the cipher. In particular, the coupling mapping chosen in PRINCE limits
the key size to the block size, which is too small in most lightweight ciphers. The
approach used in PRINCE for doubling the key length consists in using a whitening
key which is independent from the key of the inner cipher. However, this solution
is not completely satisfactory because the resulting security level does not corre-
spond to what is usually expected from the key size. In this section we analyze
alternative solutions for constructing a key-alternating reflection cipher whose key
is twice as long as the block size.

We start by introducing a general construction for key-alternating reflection
ciphers, which is used in PRINCE. This structure is shown below. It is composed
of a number of round permutations, R1, . . . , Rr (and their inverses) along with an
unkeyed involution RM in the middle of the structure. We furthermore assume
that all the round-keys ki are derived from a master key k.

Not only PRINCE follows this structure, but also several other block ciphers.
For instance, some alternating-key ciphers with involutive round permutations are
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R1m R2

k1

Rr RM R−1
r R−1

2 R−1
1 c

k2k0 kr kr+1 kr+2 k2r+1k2rk2r−1

Fig. 2 General construction for a key-alternating reflection cipher.

of the previous form. Examples include Anubis [2] and Khazad [3] with an even
number of rounds (the middle involutive transformation M then corresponds to the
function named θ in both ciphers), and also ICEBERG [25] with an even number
of rounds (in this case M corresponds to the linear layer). It is worth noticing
that, although they follow the construction depicted in Figure 2, these three block
ciphers are not reflection ciphers because of their key schedule. Only their variants
with independent round keys can be seen as reflection ciphers.

Compared to the classical case where all round permutations are involutive,
the general construction depicted in Figure 2 requires both Ri and R−1

i to be
implemented. Therefore, this generalization is of practical interest in the case
of an unrolled implementation only, in particular when a low latency is needed,
which is for example the case of all applications with real-time requirements [22].
The fact that the round permutations are not similar does not then affect the
implementation cost of the cipher. In this context, there is no reason to limit
ourselves to involutive round permutations.

4.1 Two constructions with 2n-Bit Key and n-Bit Block

In the following we consider the structure depicted in Figure 2 for the special
situation of an n-bit block cipher with a 2n-bit key. In the rest of the paper,
involutions are denoted by P (or Pi for some integer i) while mappings with no
particular property are denoted with an F . Moreover, when the involution P is
affine, we denote by L its linear part.

4.1.1 Construction 1.

We split the 2n-bit master key into two halves k = (k0, k1) and use as a coupling
mapping the permutation

P (k0, k1) = (F0(k0, k1), F1(k0, k1)) .

In other words, F0 and F1 denote the restrictions of P to the first and second half
of the output respectively. Then, we define the subkeys as follows:

– for 0 ≤ i ≤ r, ki = k0 if i is even and ki = k1 if i is odd;
– for r + 1 ≤ i ≤ 2r + 1, ki = F1(k) if i is even and ki = F0(k) if i is odd.

An important security parameter of this construction is the number of infor-
mation bits corresponding to the first and the last-round keys: this is the number
of key bits which need to be guessed in order to peel off one round at both ends.
Then, a strategy for attacking the (2r + 1)-round cipher consists in guessing the
first and last round keys and in attacking the (2r − 1) middle rounds in order
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R1m R2

k1

Rr RM R−1
r R−1

2 R−1
1 c

k0k0 k1 F1(k0, k1) F0(k0, k1) F1(k0, k1) F0(k0, k1)

Fig. 3 Construction 1: a reflection cipher with 2n-bit key and n-bit block with coupling
mapping P (k0, k1) = (F0(k0, k1), F1(k0, k1)).

to recover the remaining key bits. Therefore, if the amount of key guessing cor-
responding to the extremal rounds is much smaller than the overall key size, we
must ensure that attacking (2r − 1) rounds is infeasible. Such a situation usually
imposes to increase the number of rounds compared to the n-bit key variant, which
is highly unsuitable in the context of unrolled implementations, for instance for
low-latency ciphers. An example of such a situation is the lightweight cipher LED-
128 for which the first and last round keys are similar and cover half of the key
size. For this reason, LED-128 has 16 more rounds (i.e., four steps) than its 64-bit
variant, as explained by the designers [16, Section 3.1].

We need therefore to determine the number of different values of the pair
(k0, F0(k0, k1)), when the vector (k0, k1) takes all the possible 22n values. This
number corresponds to ∑

k0∈Fn2

# Im(F0(k0, .))

where F0(k0, .) is the mapping k1 7→ F0(k0, k1). In particular, the amount of key-
guessing for this pair of subkeys is maximal and equals to 2n bits if and only if
k1 7→ F0(k0, k1) is a permutation of Fn2 for every possible k0 ∈ Fn2 . At the other
extreme, the amount of key-guessing is only n bits if and only if F0 is independent
from k1. This situation occurs for instance when the coupling mapping P operates
on the two halves of its input separately:

P (k0, k1) = (P0(k0), P1(k1)) ,

where P0 and P1 are two permutations of Fn2 .

4.1.2 Construction 2.

As previously explained, if P (k0, k1) = (P0(k0), P1(k1)), the amount of key-guessing
for the first and last round keys corresponds to n bits only. But, the previous con-
struction can be slightly modified in order to increase this number: the first subkey
is replaced by (k0 + k1) and the last one is now replaced by (P0(k0) + P1(k1)), as
depicted below.

Then, we can prove that this second construction increases the amount of key-
guessing, which is strictly greater than n bits in the following two cases: if P0 = P1

and P0 is nonlinear, or if P0 and P1 are two distinct affine permutations. This is
detailed in the following two propositions.

Proposition 7 Let P0 be an involution of Fn2 . Then, the number of different values of

the pair (k0 + k1, P0(k0) + P0(k1)), when (k0, k1) takes all the possible 22n values is∑
a∈Fn2

# Im(DaP0) ,
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R1m R2

k1

Rr RM R−1
r R−1

2 R−1
1 c

k0k0 ⊕ k1 k1 P1(k1) P0(k0) P1(k1) P0(k0)⊕ P1(k1)

Fig. 4 Construction 2: a reflection cipher with 2n-bit key and n-bit block with coupling
mapping P (k0, k1) = (P0(k0), P1(k1)).

where DaP0 : x 7→ P0(x + a) + P0(x). This number is strictly greater than 2n if and

only if degP0 > 1.

Proof Let a = k0 + k1. Then, we need to determine the number of different values
of (a, P0(k1 +a)+P0(k1)) = (a,DaP0(k1)) where (a, k1) takes all possible values in
F2n
2 . For each a ∈ Fn2 , the number of values taken by DaP0(k1) when k1 varies is

the cardinality of the image set of DaP0. Moreover, this number equals 2n if and
only if each DaP0 is a constant function. It is well-known that a function having
all its derivatives constant is a function of degree at most 1. ut

When both P0 and P1 are affine but distinct, the amount of key-guessing is
given by the following proposition.

Proposition 8 Let P0 and P1 be two affine involutions of Fn2 . Then, the number of

different values of the pair (k0 + k1, P0(k0) + P1(k1)), when (k0, k1) takes all the

possible 22n values is 2n+ν where

ν = rank(P0 ◦ P1 + Id) = rank(P0 + P1) .

Proof Obviously, the number of different values of the quantity (k0 + k1, P0(k0) +
P1(k1)) is equal to the number of different values of its linear part, that is of
(k0+k1, L0(k0)+L1(k1)) where Li(x) = Pi(x)+Pi(0). Let a = k0+k1. The previous
couple can then be written as (a, L0(a+k1)+L1(k1)) = (a, L0(a)+(L0 +L1)(k1)).
The number of values taken by this pair then corresponds to 2n+ν where ν =
rank(P0 + P1). Equivalently, it corresponds to the rank of

k1 7→ P0(P0(k1) + P1(k1)) = k1 + P0(P1(k1)) .

ut

We now consider the particular case where the linear parts of P0 and P1 are
defined by two bit permutations π0 and π1. In order to guarantee that P is an
involution, we need π0 and π1 to be involutions (cf. Corollary 1). Then, the amount
of key-guessing is related to the number of fixed points of π0 and of π1, as stated
in the following lemma (the proof is given in Appendix A).

Lemma 2 Let π0 and π1 be two involutions of {1, . . . , n} and L0 and L1 be the cor-

responding permutations of Fn2 . Then, the rank of L0 ◦ L1 + Id is upper bounded by

n− (f0 + f1)/2 where fi is the number of fixed points of πi.

Thus, in order to ensure a high cost for guessing the first and the last round keys,
the number of fixed points of π0 and of π1 has to be minimal. However, given
Proposition 4, this comes at the price that (k + P (k)) may have a low Hamming
weight.
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For these two constructions, it can be shown that the minimum Hamming
weight of (k+P (k)) has a practical impact on the security of the cipher. First, this
parameter affects the success probability of the so-called reflection attack [20]. Such
an attack has been presented in [24] against PRINCE, but it can be easily general-
ized to both constructions. It consists in constructing some particular differential
characteristics starting from the middle round. Indeed, a differential characteristic
with probability 1 is exhibited in [24] for the middle round, as well as another
simple characteristic for the three middle rounds (see Figure 5). Extending any of
these characteristics to one round involves then a differential of the round func-
tion whose output difference corresponds to one of the two halves of (k + P (k)),
i.e., with the notation used in Construction 1, either to (k0 + F0(k0, k1)) or to
(k1 + F1(k0, k1)). In the particular case of PRINCE, the round permutation cor-

Rr R−1
r

k1 F1(k)

k1 + F1(k)

k0 F0(k)

k0 + F0(k)

RM

k1 F1(k)

0

k1 + F1(k)

RM

Fig. 5 Middle differential characteristics exploited in the attack of [24] on reduced-round
PRINCE.

responds to the concatenation of four smaller permutations operating on 16 bits.
Therefore, the number of 16-bit words which are not zero in (k0+F0(k0, k1)) (or in
(k1 +F1(k0, k1))) corresponds to the number of active 16-bit permutations for the
considered differential and gives a lower bound on the number of active Sboxes in
this round. This explains why, in the particular case of PRINCE with coupling per-
mutation P (k) = k+α, the attack presented in [24] works much better for some α
which has a lower weight than for the value proposed by the designers of PRINCE.
The minimum weight of (k0 +F0(k0, k1)) and (k1 +F1(k0, k1)) has also an impact
on the probability of related-key differential characteristics in both constructions.
This will be discussed in more details in the next section, in the particular case of
the PRINCE round function.

4.2 PRINCESSes

In this section we define some variants of PRINCE which differ from their key
schedule only. The focus of this work is on the reflection property and not on the
round function itself. We therefore chose to simply adopt the round function of
PRINCE. Then, a cipher is said to follow the PRINCESS construction if it operates
on 64-bit inputs with a 128-bit key, and follows Construction 2 with 5 rounds Ri,
1 ≤ i ≤ 5, an unkeyed middle round RM , and then the inverses of the five Ri (see
Figures 3 and 4). More precisely, the internal state of the cipher is represented by
a 4×16 binary matrix. Each row of this matrix can be seen as a 4-tuple of nibbles.
Each of the five round functions Ri is composed of a nonlinear layer S, a linear
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layer L, and the addition of a round-constant RCi. The nonlinear layer S applies
the same 4-bit Sbox to the 16 nibbles of the state. Then, the first part L′ of the
linear layer corresponds to the application of 16 involutive 4-bit transformations,
applied in parallel to the 16 columns of the state. This is then followed by a
ShiftRows permutation SR of the 16 nibbles, and by the addition of a round-
constant. The middle round RM is equal to S−1 ◦ L′ ◦ S. We refer to [6] for the
complete description of all these building-blocks.

Before presenting our proposals for the key schedule, we first show that, in
the reflection cipher obtained by the PRINCESS construction, the probability of a
related-key differential distinguisher involving keys k and P (k) is upper-bounded
by a quantity which is related to the minimal weight of SR−1(k1 + F1(k0, k1)).

Proposition 9 Let us consider any cipher following the PRINCESS construction. For

δ ∈ F64
2 , Lδ denotes the code of length 128 and size 264 formed by all (x, L(x)+δ), x ∈

F64
2 , where L is the linear layer. Let ω4 be the smallest possible minimum weight over

F4
2 of all Lδ when δ varies in {k1 +F1(k), k ∈ F128

2 }. Then, any related-key differential

characteristic involving keys k and P (k) for this cipher has at least 6ω4 active Sboxes.

In particular, if any element in {SR−1(k1 + F1(k)), k ∈ F128
2 }, seen as a 4 × 4

matrix of nibbles, has no zero column, then any such differential characteristic has at

least 24 active Sboxes.

Proof Let Fx = S ◦Addx ◦L ◦ S denote two rounds in the PRINCESS construction
without the second linear layer and key addition. Then, PRINCESS can be decom-
posed as a succession of 3 such functions, and of their inverses, all separated by
an affine transformation, namely:

F−1
F1(k)+RC1

◦A−1
1 ◦F

−1
F1(k)+RC3

◦A−1
2 ◦F

−1
F1(k)+RC5

◦L′◦Fk1+RC5
◦A2◦Fk1+RC3

◦A1◦Fk1+RC1
.

In this description, the two Sbox-layers composing the middle round of the cipher
are involved in two different Fx.

Then, the total number of active Sboxes in the whole related-key differential
characteristic is lower bounded by 6 times the minimum number of active Sboxes
within a related-key differential characteristic for a single function Fx (or F−1

x ).
Therefore, for a fixed k, this number corresponds to the minimum distance over F4

2

between two words of the form (x, L(x) + k1 +RC) and (y, L(y) +F1(k) +RC), or
equivalently to the minimum weight over F4

2 of the word (x+y, L(x+y)+k1+F1(k))
which belongs to the code Lk1+F1(k). By taking the minimum over all possible keys,
we obtain that any such related-key differential characteristic for Fx has at least ω4

active Sboxes. It is worth noticing that this property holds even if the input (resp.
the output) of Fx is zero. Indeed, the number of active Sboxes then corresponds
to the weight of (0, k1 +F1(k)) (resp. to the weight of (L−1(k1 +F1(k)), 0)), which
belongs to the code Lk1+F1(k). It follows that ω4 = 0 if and only if there exists a
key k such that k1 + F1(k) = 0.

In the particular case of PRINCESS, L consists of a first permutation L′, com-
posed of 4 parallel 16-bit transformations L0, . . . , L3, and followed by the nibble
permutation SR. Since the permutation SR commutes with the nonlinear layer S,
we obtain that

Fx = S ◦Addx ◦ SR ◦ L′ ◦ S = SR ◦ S ◦AddSR−1(x) ◦ L
′ ◦ S.
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Then, ω4 is the sum of the corresponding values ω
(i)
4 , 0 ≤ i ≤ 3, for the four 16-bit

transformations Addδi ◦ Li where δi is the i-th column of nibbles in SR−1(k1 +

F1(k)). It follows that ω
(i)
4 ≥ 1 unless the corresponding code contains the all-zero

codeword, or equivalently unless δi = 0. We directly deduce that ω4 ≥ 4 if all δi
are nonzero. ut

As an illustration of our results, we now present several key-schedules, cor-
responding to different coupling mappings, one in each of the three categories
studied in the previous sections. They lead to different trade-offs between the
three quantities studied in the paper: the amount of key-guessing for the first and
last round keys, the minimal number of active Sboxes in a related-key differential
characteristic involving k and P (k), and the maximal size of a key equivalence
class Kδ = {k : k + P (k) = δ}, i.e. of a class of weak keys coming from such a
distinguisher. The three different trade-offs we obtain are summarized in Table 1.

Table 1 Summary of the studied quantities for the proposed alternative key-schedules.

PRINCE nonlinear affine bit permutation

p = 33

key-guessing 128 119.9 126 112

max size of Kδ 2128 232 266 280

minimum number of active Sboxes ≥ 24 ≥ 72 ≥ 48

As a comparison, we recall that in PRINCE the amount of key-guessing is
maximal (128 bits) and all keys belong to the same key class. This last property
has been exploited in the reflection attack on round-reduced versions of PRINCE

presented in [24], as well as on the multiple-differential attack described in [7].
Moreover, since all rounds in PRINCE except the first and last ones depend on a 64-
bit key only, the security level of the cipher is limited by the security offered by the
FX construction. In particular, there exist generic attacks with time complexity
T and data complexity D such that DT = 2126 [6,19]. Moreover, in some variants
of these attacks, the main computational effort corresponds to a precomputation
phase [15]. The memory complexity can also be reduced as shown in [10]. We aim
then at achieving a higher security with some alternative key schedules.

4.2.1 A nonlinear coupling mapping.

We use a coupling mapping of the form P (k0, k1) = (P0(k0), P0(k1)), and the
key-schedule then corresponds to Construction 2, i.e., the first round-key equals
k0 + k1 and the last one equals P0(k0) +P0(k1). The permutation P0 is defined by
the construction presented in Section 3.3: P0 = S′ ◦M ′ ◦S′−1 where M ′ is an affine
involution of F64

2 without fixed points and S′ is a nonlinear permutation with a low
differential uniformity. In order to reduce the implementation cost of the nonlinear
layer, we choose for S′ the function corresponding to 8 parallel applications of the
inverse function over F28 , and M ′(x) = x + α where α = (x0, . . . , x0) with x0 =
0xff = ψ(1) and ψ is the isomorphism from F28 into F8

2 defined as in Example 2.
More precisely, each of the 8-bit permutations defining S′ is applied to two nibbles
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of the internal state belonging to the same right-leaning diagonal, i.e., on two
nibbles whose images by SR−1 belong to the same column.

Since S′ consists of 8 copies of the inverse function over F28 , its differential
uniformity is δ(S′) = 48 = 216. From Proposition 6, the corresponding coupling
mapping P is an involution without fixed points and satisfies

max
δ∈F128

2

#{x : x+ P (x) = δ} = (216)2 = 232 .

This is much smaller than what we can obtain with any affine involution, since any
affine involution over F128

2 leads to key classes of size at least 265 (see Prop. 2).
P0 is composed of eight copies of the same permutation σ of F8

2, where σ(x) =
s(s(x) + 0xff) and s corresponds to the inversion over F28 . Then, we have

min
x∈F8

2

wt(x+ σ(x)) = 2 ,

as discussed in Example 3. In particular, this implies that any byte in a right-
leaning diagonal of x+ P0(x) is non-zero for all x ∈ F64

2 , or equivalently any byte
in a column of SR−1(x+ P0(x)) is non-zero. We then deduce from Proposition 9
that any related-key differential distinguisher for the cipher has at least 24 active
Sboxes. The amount of key-guessing corresponding to the first and last round
keys is given by Proposition 7. We have checked that

∑
a∈F8

2
# Im(Daσ) = 214.98 ,

implying that the total amount of key-guessing is 8× 14.98 = 119.84 bits.

4.2.2 An affine coupling mapping.

In this example we use a coupling mapping of the form P (k0, k1) = (P0(k0), P1(k1))
and follow equally Construction 2. We construct both affine involutions P0 and P1

by following Example 1 in Section 3. More precisely, we number the bits of the
internal state as depicted in Figure 6.

51555963 35394347 19232731 371115

50545862 34384246 18222630 261014

49535761 33374145 17212529 15913

48525660 32364044 16202428 04812

Fig. 6 Bit numbering of the internal state.

For this numbering, we define P0 by P0(x1, . . . , x64) = (z1, . . . , z64) with

zi =


xi + xi+8 + xi+9 if 0 ≤ (i mod 16) ≤ 6
xi + xi+8 + xi+17 if (i mod 16) = 7 and i 6= 55
xi + 1 if 8 ≤ (i mod 16) ≤ 15 or i = 55

and P1 by P1(x1, . . . , x64) = (z′1, . . . , z
′
64) with

z′i =


xi + 1 if 0 ≤ (i mod 16) ≤ 7 or i = 8
xi + xi−8 + xi−17 if (i mod 16) = 8 and i 6= 8
xi + xi−8 + xi−9 if 9 ≤ (i mod 16) ≤ 15
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Up to a reordering of the bit positions, both constructions Pi, i = 0, 1, corre-
spond to Example 1: P0 and P1 are involutions without fixed points with

#{x : x+ Pi(x) = δ} = {0, 233} for all δ ∈ F64
2 and min

x∈F64
2

wt(x+ Pi(x)) = 33.

Let now compute the value ω
(i)
4 defined in the proof of Proposition 9, i.e., the

minimum weight of (x, Li(x) + δi), x ∈ F16
2 where L0, . . . , L3 are the four 16-bit

involutions defining L′, and δi is the i-th column of nibbles in SR−1(k1 +P1(k1)).
By definition, the first two bits of any nibble in k1 + P1(k1) are equal to 1. Since
SR−1 is a nibble-wise operation, the same property holds for SR−1(k1 + P1(k1)).
It follows that the first two binary columns of δi correspond to the all-one vector.
Then, (0, δi) and (Li(δi), 0) have always 4 nonzero nibbles because Li maps an all-

one column to an all-one column. This implies that ω
(i)
4 ≥ 2. Moreover, if x has a

single nonzero nibble, then its binary columns are either the all-zero column or one
fixed column of weight 1. The columns of Li(x) are then either the all-zero column
or a column of weight 3 but all these columns of weight 3 must be different. Since
δi has two all-one columns, it follows that Li(x) + δi cannot have a single nonzero

nibble, implying that ω
(i)
4 > 2. From Proposition 9, we deduce that ω ≥ 12, and

then that any related-key differential characteristic involving k and P (k) has at
least 72 active Sboxes.

Finally it can be verified that ν = rank(P0 +P1) = 62, thus from Proposition 8
the amount of key-guessing is equal to 64 + 62 = 126 bits.

4.2.3 A coupling mapping based on a bit permutation.

We propose here a coupling mapping P (k0, k1) = (P0(k0), P1(k1)) based on a bit
permutation that offers a different trade-off among the three quantities investi-
gated in this section. As proved in Section 3.2, bit permutations do not achieve
the bound of Proposition 2: for a given dimension of the key classes, the mini-
mum weight of (x + P (x)) is much smaller than the one we can obtain with a
general affine mapping. However, their low implementation cost makes them very
attractive for lightweight designs.

In this variant, P0 and P1 are affine mappings Pi(x) = xMi + αi where the Mi

are the permutation matrices corresponding to two bit permutations π0 and π1
with at least one fixed point (see Corollary 1).

We choose

π1 = (0)(1)(2)(3)(4, 8)(5, 12)(6, 10)(7, 14)(9, 13)(11, 15)

(16)(17)(18)(19)(20, 24)(21, 28)(22, 26)(23, 30)(25, 29)(27, 31)

(32)(33)(34)(35)(36, 40)(37, 44)(38, 42)(39, 46)(41, 45)(43, 47)

(48)(49)(50)(51)(52, 56)(53, 60)(54, 58)(55, 62)(57, 61)(59, 63)

π0 = (0, 63)(1, 9)(2, 13)(3, 11)(4)(5)(6)(7)(8, 12)(10, 14)

(15, 16)(17, 25)(18, 29)(19, 27)(20)(21)(22)(23)(24, 28)(26, 30)

(31, 32)(33, 41)(34, 45)(35, 43)(36)(37)(38)(39)(40, 44)(42, 46)

(47, 48)(49, 57)(50, 61)(51, 59)(52)(53)(54)(55)(56, 60)(58, 62)
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where the bits are numbered as in Figure 6. The bit permutation π1 (resp. π0)
has exactly 16 fixed points corresponding to the first bit (resp. second bit) of each
nibble in the state.

We have

π0 ◦ π1 = (0, 63, 51, 59)(1, 9, 2, 13)(3, 11, 16, 15)(4, 12, 5, 8)(6, 14, 7, 10)

(17, 25, 18, 29)(19, 27, 32, 31)(20, 28, 21, 24)(22, 30, 23, 26)

(33, 41, 34, 45)(35, 43, 48, 47)(36, 44, 37, 40)(38, 46, 39, 42)

(49, 57, 50, 61)(52, 60, 53, 56)(54, 62, 55, 58)

which implies according to Lemma 2 that rank(M0 ◦M1 + Id) equals 48. Thus,
guessing the first and the last-round keys corresponds to guessing 64 + 48 = 112
information bits of the 128-bit key.

We furthermore have to specify the two constants αi such that αi ∈ Ker(Mi +
Id) and αi 6∈ Im(Mi + Id). These constants are given below, where the rightmost
bit is the bit number 0. All these constants are chosen such that the first bit of
each nibble of α1 and the second bit of each nibble of α0 is equal to 1.

α1 = (1001110001101111110010011001111101100011100111110101010111111111)

α0 = (0011100111111101111001001111010110100010111101100001101111111010

We can easily show that each ω
(i)
4 , i.e., the minimum weight of {(x, Li(x) +

δi), x ∈ F16
2 }, is at most 2 for any δ = SR−1(k1 + P1(k1)). Indeed, (0, δi) and

(Li(δi), 0) have always four nonzero nibbles because the first bit of each nibble

in δi equals 1, implying that this also holds for Li(δi). Then, ω
(i)
4 ≥ 2, implying

that ω4 ≥ 8. From Proposition 9, we deduce that any related-key differential
characteristic involving k and P (k) has at least 48 active Sboxes.

Finally, the size of the key classes is here larger than in the previous variants.

Indeed, all key classes are of size (2
64+16

2 )2 = 280.

From the properties of these three different proposals which are summarized
in Table 1, we observe that the variant with the nonlinear key-schedule has much
smaller key classes. But this variant is not realistic when a low-cost implementa-
tion is required. The two other key-schedules can be implemented with very few
resources since they correspond to very sparse affine permutations over F64

2 . In
particular, the key-schedule based on bit permutations appears to be very effi-
cient. These two key-schedules then provide interesting variants of PRINCE at a
marginal implementation overhead. In particular, their security level is not lim-
ited by the generic attack against the FX-construction (in other words the attacks
presented in [15,10] do not apply). Moreover, based on our theoretical results, we
are able to exhibit some lower bounds on the complexity of some attacks, e.g., on
the probability of any related-key differential characteristic obtained by comparing
the encryption and the decryption functions.

5 Conclusion

In this work, we tried to answer some open questions related to the design of
a family of ciphers, for which the set of encryption functions is identical to the
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set of decryption functions. In particular, we focused on the design of what we
called the coupling permutation. A coupling permutation P applied to a master
key k, makes, in our context, encryption with P (k) identical to decryption with k.
Questions on the design of the coupling permutation of reflection block ciphers were
raised after the design of the lightweight block cipher PRINCE. Indeed, in PRINCE,
the coupling permutation chosen by the designers does not seem optimal and its
impact on the security of the cipher has been questioned. After presenting some
general properties of coupling permutations, we analyzed the case of PRINCE and
came up with some alternative key-schedules for this cipher. Each key schedule
presents a different trade-off of the studied security properties and the choice of
which one to choose should depend on the security requirements settled by the
designers and the target implementation cost.
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A Proof of Lemma 2

Lemma 3 Let π0, π1 be two involutions of {1, . . . , n}. Then, each cycle of π0 ◦ π1 contains
either zero fixed points of π0 and π1 or exactly two.

Proof Suppose that a cycle c of π0 ◦ π1 of length λ contains a fixed point of π0, say x0. The
proof holds equally for x0 being a fixed point of π1. Let us number the successive elements in
c by xi with −` ≤ i ≤ ` if λ is odd, and with −` < i ≤ ` if λ is even, where xi+1 = π0 ◦ π1(xi)
for all i 6= ` and π0 ◦ π1(x`) = x−` if λ is odd and π0 ◦ π1(x`) = x−(`−1) if λ is even.

Then, we can prove by induction on i that π0(xi) = x−i for all 0 ≤ i ≤ ` if λ is odd, and for
all 0 ≤ i < ` if λ is even. Indeed, this property obviously holds for i = 0. Then, the induction
step is as follows: from π0(xi) = x−i, we deduce that x−(i+1) = π1 ◦ π0(x−i) = π1(xi). Then,
xi+1 = π0 ◦ π1(xi) = π0(x−(i+1)).

Now, if λ is odd, we have π0 ◦ π1(x`) = x−`, implying that π1(x`) = π0(x−`) = x`,
i.e., x` is a fixed point of π1. If λ is even, we use that π0 ◦ π1(x`) = x−(`−1), implying that
π1(x`) = π0(x−(`−1)) = x`−1. Then, it follows that x` = π0 ◦ π1(x`−1) = π0(x`), i.e. x` is a
fixed point of π0.

Eventually, we can prove that there is no other fixed point of π0 or π1 within the cycle.
Indeed, if there exists some i 6= {0, `} such that π0(xi) = xi, then we deduce that x−i = xi
which contradicts that all the xi are distinct. If π1(xi) = xi for some i 6= {0, `}, then xi+1 =
π0 ◦ π1(xi) = π0(xi) = x−i, a contradiction. ut

Now, we can prove the following proposition.

Proposition 10 Let π0 and π1 be two involutions of {1, . . . , n} and L0 and L1 be the corre-
sponding permutations of Fn2 . Then, the rank of L0◦L1+Id is upper bounded by n−(f0+f1)/2
where fi is the number of fixed points of πi.
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Proof According to Lemma 1, the rank of L0 ◦L1 +Id is n− c, where c is the number of cycles
of the permutation π0 ◦ π1. We know from Lemma 3 that there are four different possibilities
for a cycle of π0 ◦π1. The first one is that it has exactly two fixed points of π0, the second one
that it has two fixed points of π1, the third possibility is that it contains a fixed point of π0
and a fixed point of π1, and the last one that it contains no fixed points at all. Let us denote
by x, y and z the number of cycles of π0 ◦ π1 in the first three categories. Then, we have

2x+ z = f0 and 2y + z = f1 .

It follows that the number of cycles c of π0 ◦ π1 satisfies

c ≥ x+ y + z =
f0 − z

2
+
f1 − z

2
+ z =

f0 + f1

2
.


