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Abstract: Optimality and numerical efficiency are well known properties of the Kalman filter,
whereas its stability property, though equally classical and important in practice, is less often
mentioned in the recent literature. The stability of the Kalman filter is usually ensured by
the uniform complete controllability regarding the process noise and the uniform complete
observability of linear time varying systems. Such classical results cannot be applied to output
error systems, in which the process noise is totally absent. It is shown in this paper that the
uniform complete observability is sufficient to ensure the stability of the Kalman filter applied
to time varying output error systems, regardless of the stability of the considered system itself.
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1. INTRODUCTION

The well known Kalman filter has been extensively studied
and is being applied in many different fields (Anderson
and Moore (1979); Jazwinski (1970); Zarchan and Musof
(2005); Grewal and Andrews (2008)). The purpose of the
present paper is to study the stability of the Kalman filter
in a particular case rarely covered in the literature: the
absence of process noise in the state equation of a linear
time varying (LTV) system. Such systems are known as
output error (OE) systems. Though typically process noise
and output noise are both considered in Kalman filter
applications, the case with no process noise is of particular
interest when state equations come from physical laws
that are believed accurate enough. It is also important
for the application of the Kalman filter to OE system
identification (Goodman and Dudley (1987); Forssell and
Ljung (2000)).

While the optimal property of the Kalman filter is fre-
quently recalled, its stability property is less often men-
tioned in the recent literature. The classical stability anal-
ysis is based both on the uniform complete controllability
regarding the process noise and on the uniform complete
observability of the considered system (Kalman (1963);
Jazwinski (1970)). In the case of OE systems, there is no
process noise at all in the state equation, hence the con-
trollability regarding the process noise cannot be fulfilled,
and the classical stability results are not applicable. The
present paper aims at completing this missing case.

The optimal state estimation realized by the Kalman filter
is usually viewed as a trade-off between the uncertainties
in the state equation and in the output equation. In an
OE system, the state equation is assumed noise-free. This
point of view suggests that the state estimation should
? This work has been partly supported by the ITEA2 MODRIO
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solely rely on the state equation, provided that the initial
state of the OE system is exactly known. In practice the
Kalman filter remains useful when the initial state is not
exactly known or when the OE system is unstable. Of
course, if the state of an unstable system diverges, so
does its state estimate by the Kalman filter. Typically
in practice, unstable systems are stabilized by feedback
controllers so that the system state remains bounded.
The Kalman filter can be applied either to the controlled
system itself or to the entire closed loop system. In the
latter case, the controller must be linear and completely
known, excluding the saturation protection and any other
nonlinearities.

The classical optimality results of the Kalman filter are also
valid in the case of OE systems (Jazwinski, 1970, chapter
7). Nevertheless, it remains to complete the stability
analysis, as the classical results are not applicable here.

The main results presented in this paper are as follows.
Under the uniform complete observability condition, the
dynamics of the Kalman filter applied to a LTV OE
system is asymptotically stable, regardless of the stability
of the system itself. The boundedness of the solution of
the Riccati equation, which ensures the boundedness of
the Kalman gain, is also proved under the same condition.
These results are quite similar to the classical results
(Kalman (1963); Jazwinski (1970)), which exclude the case
of OE systems.

For linear time invariant (LTI) systems, it is a common
practice to design the Kalman filter by solving an alge-
braic Riccati equation (in contrast to dynamic differential
Riccati equation for general LTV systems as considered in
the present paper). In this case, the controllability and
observability conditions can be replaced by the weaker
stabilizability and detectability conditions (Laub (1979);
Arnold and Laub (1984)). Some preliminary results about



LTI OE systems have been presented in (Ni and Zhang
(2013)).

The rest of the paper is organized as follows. Some prelim-
inary elements are introduced in Section 2. The problem
considered in this paper is formulated in Section 3. The
properties of the solution of the Riccati equation are an-
alyzed in Section 4. The stability of the Kalman filter for
OE systems is established in Section 5. Some numerical
examples are presented in Section 6. Finally, concluding
remarks are drawn in Section 7.

2. DEFINITIONS

Let us shortly recall some definitions about LTV systems,
which are necessary for the following sections.

Let m and n be any two positive integers. For a vector
x ∈ Rn, ‖x‖ denotes its Euclidean norm. For a matrix
A ∈ Rm×n, ‖A‖ denotes the matrix norm induced by
the Euclidean vector norm, which is equal to the largest
singular value of A and known as the spectral norm when
m = n. Then ‖Ax‖ ≤ ‖A‖‖x‖ for all A ∈ Rm×n and all
x ∈ Rn. For two real square symmetric positive definite
matrices A and B, A > B means A−B is positive definite.

Let A(t) ∈ Rm×n be defined for t ∈ R. It is said (upper)
bounded if ‖A(t)‖ is bounded.

Consider the homogeneous LTV system

dx(t)

dt
= A(t)x(t) (1)

with x(t) ∈ Rn and A(t) ∈ Rn×n, and let Φ(t, t0) be
the associated state transition matrix such that, for all
t, t0 ∈ R, dΦ(t, t0)/dt = A(t)Φ(t, t0) and Φ(t, t) = In with
In denoting the n× n identity matrix.

Definition 1. System (1) is Lyapunov stable if there exists
a positive constant γ such that, for all t, t0 ∈ R satisfying
t ≥ t0, the following inequality holds

‖Φ(t, t0)‖ ≤ γ. (2)

2

This definition concerns the boundedness of the state
vector, whereas the following definition ensures its con-
vergence to zero.

Definition 2. System (1) is asymptotically stable if it is
Lyapunov stable and if the following limiting behavior
holds

lim
t→+∞

‖x(t)‖ = 0. (3)

2

The last concept to be recalled here is about the observ-
ability of LTV systems, following (Kalman (1963)).

Definition 3. The matrix pair [A(t), C(t)] with A(t) ∈
Rn×n and C(t) ∈ Rm×n is uniformly completely observable
if there exist positive constants τ , ρ1 and ρ2 such that, for
all t ∈ R, the following inequalities hold

ρ1In ≤
∫ t

t−τ
ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds (4)

≤ ρ2In (5)

with some bounded symmetric positive definite matrix
R(s) ∈ Rm×m (typically the covariance matrix of the
output noise in a stochastic state space system). 2

3. PROBLEM FORMULATION AND ASSUMPTIONS

In this section is first recalled the classical Kalman filter
under its usual assumptions, before the presentation of the
particular case of OE systems considered in this paper.

3.1 Kalman filter in the usual case

The Kalman filter in continuous-time is usually applied to
LTV systems modeled by

dx(t) = A(t)x(t)dt+B(t)u(t)dt+Q
1
2 (t)dω(t) (6a)

dy(t) = C(t)x(t)dt+R
1
2 (t)dη(t) (6b)

where t ∈ R represents the time, x(t) ∈ Rn is the
state vector, u(t) ∈ Rl the bounded input, y(t) ∈ Rm
the output, ω(t) ∈ Rn, η(t) ∈ Rm are two independent
Brownian processes with identity covariance matrices,
A(t), B(t), C(t), Q(t), R(t) are real matrices of appropriate
sizes. The matrix Q(t) is symmetric positive semi-definite,
and R(t) is symmetric positive definite. The notations

Q
1
2 (t) and R

1
2 (t) denote respectively the symmetric posi-

tive (semi)-definite matrix square roots of Q(t) and R(t).
The initial state x(t0) ∈ Rn is a random vector following
the Gaussian distribution x(t0) ∼ N (x0, P0) with x0 ∈ Rn
and P0 ∈ Rn×n.

The Kalman filter for this LTV system writes

dx̂(t) = A(t)x̂(t)dt+B(t)u(t)dt

+K(t)(dy(t)− C(t)x̂(t)dt) (7a)

K(t) = P (t)CT (t)R−1(t) (7b)

d

dt
P (t) = A(t)P (t) + P (t)AT (t)

− P (t)C(t)TR−1(t)C(t)P (t) +Q(t) (7c)

x̂(t0) = x0, P (t0) = P0 (7d)

where the solution of the Riccati equation (7c) is a matrix
function P (t) ∈ Rn×n and the Kalman gain K(t) ∈ Rn×m.

The optimal properties of the Kalman filter are well
known. It is less well known, though equally classical
and important, that the solution P (t) of the Riccati
equation is bounded and that the dynamics of the Kalman
filter is stable, provided the matrix pair [A(t), Q

1
2 (t)] is

uniformly completely controllable and the matrix pair
[A(t), C(t)] is uniformly completely observable (Kalman
(1963); Jazwinski (1970)). These are obviously crucial
properties in practice for online applications.

It is worth mentioning that, in (Kalman (1963); Jazwinski
(1970)), these classical results are based on an important
lemma, which turns out to be incorrect, as pointed out
independently by the authors of (Delyon (2001); Pengov
et al. (2001)). Fortunately, the mistake has been repaired
in these more recent references so that the main classical
results remain correct.

3.2 Output error systems and Kalman filter

In the case of OE systems, the process noise is absent
from the state equation, hence the general LTV system (6)
becomes

dx(t) = A(t)x(t)dt+B(t)u(t)dt (8a)

dy(t) = C(t)x(t)dt+R
1
2 (t)dη(t). (8b)



An OE system can be seen as a particular LTV system (6)
with Q(t) ≡ 0. The Kalman filter (7) then becomes

dx̂(t) = A(t)x̂(t)dt+B(t)u(t)dt

+K(t)(dy(t)− C(t)x̂(t)dt) (9a)

K(t) = P (t)CT (t)R−1(t) (9b)

d

dt
P (t) = A(t)P (t) + P (t)AT (t)

− P (t)C(t)TR−1(t)C(t)P (t) (9c)

x̂(t0) = x0, P (t0) = P0 (9d)

In this case, the uniform complete controllability condition
cannot be satisfied by the matrix pair [A(t), Q

1
2 (t)], as

Q
1
2 (t) ≡ 0. Consequently, the classical results on the

stability of the Kalman filter cannot be applied here. The
present paper is for the purpose of studying the Kalman
filter stability in this particular case.

3.3 Assumptions

The assumptions stated here are required throughout this
paper.

The considered OE system (8) is defined with bounded and
piecewise continuous real matrices A(t), B(t), C(t), R(t) of
appropriate sizes, among which R(t) is positive definite. It
is also assumed that R−1(t) is bounded.

The initial state x(t0) ∈ Rn is a random vector following
the Gaussian distribution

x(t0) ∼ N (x0, P0). (10)

with some known mean vector x0 ∈ Rn and symmetric
positive definite covariance matrix P0 ∈ Rn×n.

It is further assumed that the matrix pair [A(t), C(t)] is
uniformly completely observable (see Definition 3).

4. PROPERTIES OF THE SOLUTION OF THE
RICCATI EQUATION

Let us first establish the positive definiteness and the up-
per boundedness of P (t), which are of crucial importance
in practice, before studying the stability of the Kalman
filter.

It will be shown that the solution of the Riccati equa-
tion (9c) is closely related to the solution of the Lyapunov
equation

dΩ(t)

dt
+AT (t)Ω(t) +A(t)Ω(t) = CT (t)R−1(t)C(t) (11a)

Ω(t0) = P−10 (11b)

with the same matrices A(t), C(t), R(t), P0 as in (9c) and
(9d).

Proposition 1. The solution Ω(t) ∈ Rn×n of the Lyapunov
equation (11) is a symmetric positive definite matrix for
all t ≥ t0.

Proof. It can be directly checked that

Ω(t) = ΦT (t0, t)Ω(t0)Φ(t0, t)

+

∫ t

t0

ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds (12)

satisfies the Lyapunov equation (11). As Ω(t0) = P−10 is
positive definite, Φ(t0, t) is an invertible matrix, and for
all t ≥ t0 the integral in (12) is positive semidefinite,
therefore, Ω(t) is positive definite for all t ≥ t0. 2

Now it is certain that, for all t ≥ t0, Ω(t) is positive defi-
nite, thus invertible. By applying the matrix differentiation
rule

dΩ−1(t)

dt
= −Ω−1(t)

dΩ(t)

dt
Ω−1(t),

the following result can be directly checked.

Proposition 2. Let Ω(t) be the solution the Lyapunov

equation (11) for t ≥ t0, then P (t) , Ω−1(t) solves the
Riccati equation (9c) with the initial condition P (t0) = P0.
2

It is then clear that the properties of P (t) can be studied
through those of Ω(t).

Proposition 3. Under the assumptions stated in Sec-
tion 3.3, for all t ≥ t0, the solution P (t) of the Riccati
equation (9c) with the initial condition P (t0) = P0 > 0 is
symmetric positive definite and is upper bounded. 2

Proof. The positive definiteness of P (t) is immediate from
that of Ω(t). To show that P (t) is upper bounded, it will
be shown that Ω(t) is lower bounded.

First consider the case t ∈ [t0, t0 + τ ] (remind that
τ is the positive constant involved in the observability
condition (4)). In this finite time interval, the first term
in (12) is positive definite, and the second term is positive
semidefinite, then

Ω(t) ≥ ρ0In (13)

where ρ0 > 0 is the minimum of the smallest singular value
of the matrix ΦT (t0, t)Ω(t0)Φ(t0, t) for t ∈ [t0, t0 + τ ].

It remains to consider the case t > t0 + τ . Let

N ,

[
t− t0
τ

]
(14)

be the largest integer smaller than or equal to (t − t0)/τ .
For the second term of (12), decompose the integral into
the sum of N integrals over intervals of size τ , possibly
dropping the part of the integral at the beginning of
[t0, t0 + τ ] smaller than τ if (t − t0)/τ is not exactly an
integer. It then yields∫ t

t0

ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds

≥
N−1∑
k=0

∫ t−kτ

t−(k+1)τ

ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds

=

N−1∑
k=0

ΦT (t− kτ, t)SkΦ(t− kτ, t) (15)

with

Sk ,
∫ t−kτ

t−(k+1)τ

ΦT (s, t− kτ)CT (s)R−1(s)C(s)

· Φ(s, t− kτ)ds (16)

Each Sk (for k = 0, 1, . . . , N−1) corresponds to the integral
in the uniform complete observability condition (4), which



holds for all t ∈ R. Hence Sk ≥ ρ1In for k = 0, 1, . . . , N−1,
with the positive constant ρ1 as in (4). Then∫ t

t0

ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds

≥ ρ1
N−1∑
k=0

ΦT (t− kτ, t)Φ(t− kτ, t) (17)

Now in the sum of (17) keep only the term with k = 0
(the other terms will be useful for proving other results).
Then ∫ t

t0

ΦT (s, t)CT (s)R−1(s)C(s)Φ(s, t)ds (18)

≥ ρ1ΦT (t, t)Φ(t, t) (19)

≥ ρ1In (20)

It means that the second term of (12) is lower bounded
by ρ1In for t > t0 + τ . By summarizing the results for the
cases t ∈ [t0, t0 + τ ] and t > t0 + τ , it is thus shown that
Ω(t) is lower bounded by a strictly positive definite matrix
for all t ≥ t0. To be more specific,

Ω(t) ≥ min(ρ0, ρ1)In (21)

It is then concluded that P (t) = Ω−1(t) is upper bounded
for all t ≥ t0. 2

5. STABILITY OF THE KALMAN FILTER FOR
OUTPUT ERROR SYSTEMS

For the Kalman filter (9), it is already shown that the
matrix P (t) is upper bounded, it then follows from the
assumptions about the boundedness of C(t) and R−1(t)
that the Kalman gain K(t) is also upper bounded. Equa-
tion (9a) governing x̂(t) can be viewed as a dynamic system
driven by the “exogenous input” terms B(t)u(t)dt and
K(t)dy, but its intrinsic stability property is only related
to its homogeneous part, namely the LTV system

d

dt
z(t) = (A(t)−K(t)C(t))z(t) (22)

with z(t) ∈ Rn. Like in (Jazwinski (1970)), when the
stability of the Kalman filter is talked about in this paper,
it is about the stability of this homogeneous LTV system.

Before studying the stability of system (22), let us recall
a classical result.

Lemma 1. The matrix pair [A(t), C(t)] with A(t) ∈ Rn×n
and C(t) ∈ Rm×n is uniformly completely observable, if
and only if the matrix pair [A(t)−K(t)C(t), C(t)], with
any bounded and piecewise continuous K(t) ∈ Rn×m, is
uniformly completely observable. 2

Proofs of this lemma can be found in (Anderson et al.,
1986, page 38, Lemma 2.3), (Ioannou and Sun, 1996, page
221, Lemma 4.8.1) and (Zhang and Zhang (2015)).

If the state equation (22) was associated with a deter-
ministic observation equation y(t) = C(t)z(t), the term
K(t)C(t)z(t) in equation (22) would be equal to K(t)y(t)
and could be seen as an output feedback. Lemma 1 means
that such an output feedback preserves the observability
of an LTV system.

Now it is ready to present the main result of this section.

Theorem 1. Under the assumptions stated in Section 3.3,
the homogeneous part of the Kalman filter state estimation
equation (9a), as expressed in equation (22), is asymptot-
ically stable. 2

As mentioned at the beginning of this section, the stability
of the homogeneous part of the Kalman filter is an in-
trinsic stability property independent of the signals being
processed by the filter. It implies that the mathematical
expectation of the state estimation error is asymptotically
stable. Moreover, the boundedness of the covariance ma-
trix of the state estimation error, namely P (t), is ensued
by Proposition 3.

Proof of Theorem 1.
Define the Lyapunov function candidate

V (z(t), t) , zT (t)Ω(t)z(t) (23)

with the positive definite Ω(t) as defined in (11).

Compute the derivative of V (z(t), t) along the trajectory
of (22),

dV (z(t), t)

dt
= zT (t)

(
(A(t)−K(t)C(t))TΩ(t)

+ Ω(t)(A(t)−K(t)C(t)) +
dΩ(t)

dt

)
z(t) (24)

Remind that Ω(t) satisfies (11a), then

dV (z(t), t)

dt
= zT (t)

(
(−K(t)C(t))TΩ(t)

+ Ω(t)(−K(t)C(t)) + CT (t)R−1(t)C(t)

)
z(t)

In (9b) replace P (t) by Ω−1(t), then

K(t) = Ω−1(t)CT (t)R−1(t),

hence
dV (z(t), t)

dt
= −zT (t)CT (t)R−1(t)C(t)z(t) (25)

which is negative semidefinite. It is then clear that the
value of V (z(t), t) cannot increase with the time t ≥ t0,
thus

V (z(t), t) ≤ V (z(t0), t0), ∀t ≥ t0. (26)

It then follows from the definition of V (z(t), t) that

zT (t)Ω(t)z(t) ≤ zT (t0)Ω(t0)z(t0)

Let σ0 be the smallest singular value of P0, then σ−10 is the
largest singular value of Ω(t0) = P−10 . Remind the lower
bound of Ω(t) for all t ≥ t0 as shown in (21), then

min(ρ0, ρ1)‖z(t)‖2 ≤ zT (t)Ω(t)z(t)

≤ zT (t0)Ω(t0)z(t0) ≤ σ−10 ‖z(t0)‖2

Hence

‖z(t)‖ ≤ 1√
σ0 min(ρ0, ρ1)

‖z(t0)‖ (27)

holds for all z(t0) ∈ Rn. Therefore the homogeneous
system (22) is Lyapunov stable.

To show the asymptotic stability of (22), the limiting
behavior of z(t) when t→ +∞ will be analyzed.



Let the state transition matrix of the homogeneous
LTV system (22) be denoted by ΦK(s, t), then z(s) =
ΦK(s, t)z(t) for any s, t ∈ R. It then follows from (25)
that

dV (z(s), s)

ds
= −zT (t)ΦTK(s, t)CT (s)R−1(s)C(s)ΦK(s, t)z(t)

and therefore

V (z(t), t)− V (z(t− τ), t− τ) (28)

=

∫ t

t−τ

dV (z(s), s)

ds
ds (29)

= −zT (t)OK(t, t− τ)z(t) (30)

with

OK(t, t− τ) ,
∫ t

t−τ
ΦTK(s, t)CT (s)R−1(s)C(s)ΦK(s, t)ds

which is the observability Gramian matrix of the matrix
pair [A(t)−K(t)C(t), C(t)]. The fact that P (t), C(t), R−1(t)
are all bounded implies that the Kalman gain K(t) is
also bounded. According to Lemma 1, the assumed uni-
form complete observability of the matrix pair [A(t), C(t)]
(see Section 3.3) implies that the matrix pair [A(t)−
K(t)C(t), C(t)] is also uniformly completely observable,
hence there exists a positive constant ρ3 such that

0 < ρ3In ≤ OK(t, t− τ). (31)

This result, together with (30), leads to

V (z(t), t) ≤ V (z(t− τ), t− τ)− ρ3‖z(t)‖2. (32)

It means that, over each time interval of size τ , the value
of V (z(t), t) is decreased by ρ3‖z(t)‖2 ≥ 0.

Though V (z(t), t) is decreased over each time interval of
size τ , it may not necessarily tend to zero, as the decrement
may be infinitesimal.

It will be shown that ‖z(t)‖ tends to zero by means of
contradiction.

For the purpose of proof by contradiction, assume that
‖z(t)‖ does not tend to zero when t → +∞. Then there
exists a constant ε > 0, such that for any (arbitrarily large)
T ∈ R, there exists t > T such that ‖z(t)‖ > ε, therefore

V (z(t), t) ≤ V (z(t− τ), t− τ)− ρ3ε2. (33)

There exist infinitely many such values of t, as T can
be arbitrarily large. Moreover, it was already shown that
the value of V (z(t), t) cannot increase with the time t.
The inequality (33) then says that V (z(t), t) is repeatedly
decreased by ρ3ε

2 for larger and larger values of t. Con-
sequently, V (z(t), t) will become negative for sufficiently
large values of t. This is in contradiction with the definition
of V (z(t), t) in (23) which is positive definite. Therefore,
it is proved that ‖z(t)‖ tends to zero when t→ +∞.

The asymptotic stability of the homogeneous system (22)
is then established. 2

6. NUMERICAL EXAMPLES

This section presents some numerical examples confirming
the theoretical results established in the previous sections.
The examples of LTV systems (the A(t) and Φ(t, t0)
matrices) have been inspired by (Choi, 2010, Lecture 24).
The numerical solutions are computed with the ode45
solver in Matlab.
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Fig. 1. Example 1. Top: eigenvalues of P (t) solution of
(9c), bottom: components of z(t) solution of (22).

Example 1 – Lyapunov stable system.

Consider

A(t) =

[
cos(0.2t) sin(0.2t)
− sin(0.2t) cos(0.2t)

]
,

C(t) =

[
1.5 0
0 2

]
, R(t) = I2.

The corresponding state transition matrix is

Φ(t, t0) = exp(ϕ(t, t0))

[
cos(ψ(t, t0)) sin(ψ(t, t0))
− sin(ψ(t, t0)) cos(ψ(t, t0))

]
with

ϕ(t, t0) , 5(sin(0.2t)− sin(0.2t0))

ψ(t, t0) , 5(cos(0.2t0)− cos(0.2t)).

This system is Lyapunov stable (see Definition 1).

The Riccati equation (9c) is initialized with P (0) = I2
and the homogenous system (22) with z(0) = [1, 2]T . In
Figure 1 are shown the two eigenvalues (equal to the
singular values) of P (t), which are bounded and tend
to zero. In Figure 1 is also shown the state vector z(t)
(solution of (22)), which converges to zero.

Example 2 – unstable system.

Consider

A(t) =

[
2−e−t e−t−2

0 2−e−t
]
, C(t) = [1 0] , R(t) = 1.

The corresponding state transition matrix is

Φ(t, t0) =

[
exp(ψ(t, t0)) −ψ(t, t0) exp(ψ(t, t0))

0 exp(ψ(t, t0))

]
with ψ(t, t0) , 2(t−t0)+e−t−e−t0 . This system is unstable
(Φ(t, t0) diverges when t→ +∞).

The Riccati equation (9c) is initialized with P (0) = I2
and the homogenous system (22) with z(0) = [1, 2]T .
In Figure 2 are shown the two eigenvalues (equal to the
singular values) of P (t), which are both upper and lower
bounded. In Figure 2 is also shown the state vector z(t)
(solution of (22)), which converges to zero.
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Fig. 2. Example 2. Top: eigenvalues of P (t) solution of
(9c), bottom: components of z(t) solution of (22).

7. CONCLUSION

For any recursive algorithm running continuously in real
time, the boundedness of all the involved variables is
obviously an important property. It is established in this
paper that, when the Kalman filter is applied to LTV
OE systems, the solution of the Riccati equation and
the Kalman gain are both bounded, essentially under
the observability condition. It is further shown that the
(homogeneous part of the) Kalman filter is asymptotically
stable. The case of OE systems studied in this paper is not
covered by the classical results requiring a controllability
condition regarding the process noise, which is totally
absent in OE systems. This difference caused a technical
difficulty: unlike in the classical case, here the solution
of the Riccati equation does not always have a strictly
positive definite lower bound, therefore the associated
“natural” Lyapunov function cannot be used in the usual
sense in the convergence proof. The results of this paper
show that, when the Kalman filter is applied to an OE
system, there is no need to artificially introduce a small
process noise into the state equation that would alter the
results of state estimation.

The asymptotic stability of the Kalman filter for LTV
OE systems has been established in this paper, regardless
of the stability of the considered systems. This result can
be further refined, by characterizing the exponential or
polynomial convergence rate of the Kalman filter, but such
developments depend on the stability or instability prop-
erties of the considered systems. Due to space limitation of
the present paper, such results will be reported elsewhere.
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