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On the interaction problem between a compressible fluid and a
Saint-Venant Kirchhoff elastic structure

M. Boulakia * f S. Guerrero*

Abstract

In this paper, we consider an elastic structure immersed in a compressible viscous fluid. The motion of the
fluid is described by the compressible Navier-Stokes equations whereas the motion of the structure is given
by the nonlinear Saint-Venant Kirchhoff model. For this model, we prove the existence and uniqueness of
regular solutions defined locally in time. To do so, we first rewrite the nonlinearity in the elasticity equation
in an adequate way. Then, we introduce a linearized problem and prove that this problem admits a unique
regular solution. To obtain time regularity on the solution, we use energy estimates on the unknowns and
their successive derivatives in time and to obtain spatial regularity, we use elliptic estimates. At last, to
come back to the nonlinear problem, we use a fixed point theorem.

AMS subject classification: 74F10, 76N10, 74B20

1 Introduction

1.1 Statement of problem

In this paper, we deal with a fluid-solid interaction problem where the fluid is governed by the compressible
Navier-Stokes equations and the solid is an hyperelastic structure which fulfills the Saint-Venant Kirchhoff
nonlinear model.

Let T > 0 be given. We suppose that the structure and the fluid move in a fixed connected bounded
domain Q C R3. At time ¢, we denote by Qg(t) the solid domain and by Qp(t) = Q\ Qg(t) the fluid domain.
We suppose that the boundaries of Q25(0) and €2 are smooth (C* for instance) and that Q5(0) does not touch
the external boundary. The fluid velocity u and the fluid density p satisfy the compressible Navier-Stokes
equations: Vt € (0,7T), Va € Qp(t),

{ (00 + 9 - (pu)) (t,2) = 0,
(pOyu+ p(u- V)u)(t,z) — V - (2ue(u) + ¢/ (V - u)ld — pId) (¢, z) = 0,

(1)

where (e(u));; = 5(Vu+Vul);; = $(9;u;+0;u;) denotes the symmetric part of the gradient and Id € M3(R)
stands for the identity matrix. We assume that the viscosity coefficients (u, 1) belong to R% x R, and that
the pressure p only depends on p and is given by p = P(p) — P(p), for some P € C°°(R* ) and some constant
p>0.

For results concerning the well-posedness and regularity of the Navier-Stokes compressible equations, we
refer to the books [28] and [16] and the references therein.

As long as the structure is concerned, its elastic displacement £ satisfies the Saint-Venant Kirchhoff model

(see, for instance, [8]):
-V 0(6) =0 in (0,T) x Qs(0), 2)
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where the first Piola-Kirchhoff tensor o(€) is given by :
)\I
o(&) = (Id + V¢) <)\(V£ + V& + VEVE) + S (2V-&+ |V£|2)Id> :
We also assume that the viscosity coefficients (A, \’) belong to R* x R, . These equations were considered,

for instance, in [30] for Neumann boundary conditions and in [17] for Dirichlet boundary conditions.

We now introduce the flow x(t,-) : Qp(0) — R? which associates to the lagrangian coordinate of a fluid
particle its eulerian coordinate. For all y € Qg(0), the flow x (-, y) satisfies

atX(t7y) = u(t7X(t’ y)) te (OvT)a
(3)
x(0,y) = .

Then, we set Qp(t) := x(t,2r(0)). Notice that this time-dependent domain is implicitly defined since u(t, -)
itself satisfies an equation on Qg (t). This definition allows to make the link between the lagrangian point of
view on the structure and the eulerian point of view on the fluid.

The structure and fluid motions are coupled on the interface. Since the fluid is viscous, the velocity at the
interface is supposed to be continuous. Moreover, due to the law of reciprocal actions, the normal component
of the stress tensors is also supposed to be continuous. Using the flow y, we can write the normal component
of the fluid stress tensor on 9€Qs(0). This way, on (0,T) x 9Qs(0), we have

{uoxzatg

(4)
T(u, p) oy cof Vxn = o()n,

where n is the outward unit normal defined on 9Q¢(0) and we have denoted

T(u, p) = (2pe(u) + ' (V - u)ld — (P(p) — P(p))1d). (5)
Here, in order to simplify the writing, we have used the classical notation

(fox)(t,y) == f(t,x(t,y) V(t.y) € (0,T) x Qp(0),

for a function f defined in (0,7) x Qp(t).
The system is complemented with a Dirichlet condition on the external boundary:

u="0on (0,7) x 0. (6)

Observe that (p,0,0) is a stationary solution of system (1), (2) and (4)-(6).
Finally, we introduce the initial conditions

p(0,-) = po in 2p(0), u(0, ) = ug in 2p(0) (7)
and
£(0,+) = 0in ©25(0), 8:£(0,-) = & in Q5(0) (8)
which satisfy
po € H*(Qr(0)), po = pmin > 0in Qr(0), up € H°(Qr(0)), & € H?(2s(0)). (9)



To summarize, the system we consider in this paper is the following :

(Oep+ V- (pu)) (¢, x):() in Qp(t),

(pOyu + p(u- V)u)(t,z) — V- (2ue(u) + ¢/ (V- u)ld — pId) (£, ) =0 in Qp(t),

G~V (€)= 0 in 05(0),

u=0 on 0§},

uox = 9 on 004(0), (10)
T(u, p) o xcof Vxn = o(&)n on 905(0),

p(0,-) = po, u(0,-) = ug in Qp(0),

€(0,-) =0, 9£(0,)) =& in Q25(0),

where y is defined by (3).
To deal with the above system, we are going to rewrite the elasticity part in the same spirit as in [17].
For this purpose, let us set

Ciajs(VE) = M0pidaj + 0apdij) + Nialjp + Crojs(VE) + clyi5(VE), (11)
where cwj B(Vﬁ) stands for the linear part

WJB(Vg) = A((sijagfa + 0008 + 0:j0a€s + 60p0;&; + 0i30.&5 + 5agai§j)

(12)
+ A/(éiaaﬁfj + 6a56ij(V &)+ (Sjﬂaa&)
and chB(VE) is the quadratic part
, (1
s (VE) 1= X045 (9pE - 0a) + 05800 + dap(VE; - VE)) + A <25ij5aBV£|2 + Ga&aﬁfj) : (13)

Here and in what follows, dy for k = i,a, 7,8 € {1,2,3} represents the partial derivative with respect to
the spatial variable y, and J; and O represents the partial derivative with respect to the time variable. We
remark that the coefficients c;q ;g satisfy the following symmetry property :

Ciajp = CjBias Viaj7a7ﬁ = 1a 2a 3. (14)
Then, one can prove that
3
Z Ciajp(VE)D25E Vi,a=1,2,3,
J,B=1

where r can represent either the time derivative or a spatial derivative. In particular, one deduces

3
( Z CiajB V§ agfj Vi = ]., 2, 3.
a,j,f=1
and
3 3 t
Z(O—(g))ianoz = Z </0 Ciajﬁ(vf)azﬁfjds> Ng ON aQS(O)a Vi = 1,2,3,
a=1 «,j,f=1

where we have used that ¢(0,-) = 0 on 9Qs(0).



Taking into account the above considerations, we get the following system :

(Oep+ V- (pu))( ) )—O in Qp(t),
(pOyu + p(u - V)u)(t, V- (2pe(u) + ¢/ (V- u)ld — pld)(t,2) =0 in Qp(),
3
8351 — Z ciajB(V§)8iﬁ§j = 0, 1= 1,2,3 in Qs(O),
wdp=t (15)
u=~0 on 01,
uox =0¢ on 00¢(0),
3 t

T(u,p) o xcof Vxn = Z (/ cmj@(vaafﬁfjds) Ny, on 09¢(0),

«a,j,f=1 0

complemented with the initial conditions (7)-(8).

Observe that, contrarily to system (10), in system (15) the boundary conditions of the elasticity part do
not combine nicely with the elasticity equation. Indeed, in view of the elasticity equation (15)3, it would be
natural to have

3
Z Ciaj8 v'f aﬁfj N
a,j,p=1
in the right-hand side of (15)g. In fact, this re-writing of the elasticity equation is the only way we have
found to perform a fixed-point argument on the elasticity equation

97€—V - 0(§) =0,

regardless of the boundary conditions. This strategy allows us to overcome the difficulties coming from the
nonlinearities in o(£) and the hyperbolic character of the equation.

Due to this discordance between the boundary conditions and the elasticity equation, we will need to
consider an auxiliary problem (see (45) below, where the boundary conditions are the natural ones).

1.2 Compatibility conditions

We will also assume that the following compatibility conditions on the initial data hold :

ug =0 on 09,

ug = & on 0Q5(0),

T(ug, po)n = 0 on 0Q5(0),

V - (T(ug, po)) =0 on 0Qr(0), 16)
Sin = (2Xe(&1) + N(V - &)ld)n on 0Q5(0),

V- (T (Ur) + P'(po)poV - upId) =0  on 99,

Us =V - (2Xe(&1) + NV - &1d) on 9Qs(0),

Son = o1(&1)n on 9Q5(0).




In the above identities, we have denoted T (u) := 2ue(u) + p/(V - u)Id,

S1:=T1 (U1) + (uo - V)T(ug, po) + P'(po)V - (pouo)Id — T(ug, po) Vg,
_ V - T(uo, po)
Po
Sy :=T1(Uz) + (Ur - V)T(uo, po) + 2(uo - V)(T1(Ur) + P'(po)V - (pouo)ld)
+ (ug - V)[(uo - V)T (w0, po)] = P"(po)(V - (pou0))*Id + P'(po)V - (poUs — V - (pouo)uo)1d
+2[T1(Ut) + P'(po)V - (pouo)Id + (ug - V)T (uo, po)]((V - uo)Id — Vug)

+ T(uo, po) (—V (V'T(p?;mPO)) + 200f(Vu0)>

U1 . — (UO . V)’LL()7

Uy = ¥ - (To(U) + P'(po)V - (pouo)Id) — (up - VYU — (Us - VYo,

Po
V. T(”OapO))
Po
o1(€1) == 2XN(VEIVE + (VE)2 +VEVE) + N(2(V - &)VE + |VEPTA).

Us :=Us + (Ul . V)UO + (UO . V)U1 + (’ILO . V) (

Observe that {0;[T(u, p) o x cof Vx]n} |;=o coincides with S;n on {0} x 9Qg(0) (i = 1,2) and that {dju} |;=o
coincides with U; in Qr(0) (i = 1,2). To show that, we have used

dycof (Vx)|i=0 = (V - ugp)ld — Vul,  in Qp(0)

and

o )> + 2cof (Vup) in Qp(0).

Let us briefly explain how these compatibility conditions are obtained. The first three conditions cor-
respond to (4) and (6) taken at t = 0. The fourth one corresponds to applying the time derivative to (4);
and (6) and taking ¢ = 0 and the fifth one corresponds to applying the time derivative to (4)2 and taking
t = 0. As for the sixth (respectively seventh and eighth) condition, it is obtained by applying the second
time derivative to (6) (respectively (4); and (4)2) and taking t = 0.

-T .T
d2cof (VX)|t=o = V - (V(uo,po)> d—V (V(UO,PO

Po

1.3 State of the art and statement of the main result

Let us present some of the main results concerning the existence and uniqueness of solutions of the Navier-
Stokes compressible equations. A first result of existence and uniqueness of local regular solutions was proved
in [33]. In the case of isentropic fluids (i.e. when P(p) = p” with v > 0), the papers [23] for v = 1 and [24]
for v > 1 show the global existence of a weak solution for small initial data. The first global existence result
for large data was proved in [27] with v > 9/5 for dimension N = 3 and with v > N/2 for N > 4. The
conditions on the coefficient v have been relaxed in [14] where it is assumed that v > N/2 for N > 3. We
refer to the books [28] and [16] for additional references on compressible fluids.

Let us also cite several works on the existence and uniqueness of solutions of the Saint-Venant Kirchhoff
equations (2). In [30], the author considers these equations in dimension 2 complemented with nonlinear
Neumann boundary conditions and establishes a local existence result for small data with a loss of derivatives
from the boundary data. In [17], the author proves an existence and uniqueness result of local solutions for
a general 3-dimensional system of thermoelasticity with right-hand sides and with homogeneous Dirichlet
boundary conditions. In this last reference, there is no loss of regularity with respect to the right-hand side
of the elasticity equation.

Different kinds of fluid-structure interaction problems have been studied in the literature.

A large number of studies deal with an incompressible fluid modeled by the incompressible Navier-Stokes
equations. For the coupling of an incompressible fluid with a rigid structure, we mention [20] which shows
the local in time existence of weak solutions and papers [9] and [12] (with variable density) which prove the



global existence of weak solutions. By ‘global existence’, we mean that the solution exists until collisions
between the structure and the external boundary or between two structures. Paper [31] proves the global
existence of weak solutions beyond collisions and [32] proves the existence and uniqueness of strong solutions
(global in 2D and local in 3D). At last, [21] and [22] study the lack of collision in 2D or 3D.

For the coupling between an incompressible fluid and an elastic structure, the existence of global weak
solutions is proved in [13] when the elastic structure is given by a finite sum of modes and in [4] with a
regularizing term in the structure motion. These two results give the existence of solutions defined as long
as there is no collision between the structure and the boundary and as long as no interpenetration occurs
in the structure. The local existence of regular solutions is proved in [10]. Moreover, the coupling with an
elastic plate has also been studied: we quote [1] where the existence of local strong solution is obtained,
[7] which proves the existence of global weak solution with a regularizing term in the plate equation and
[19] which proves the same result without regularizing term in 2D. Recently, two local existence results of
regular solutions have been proved in [29] whenever Q, 25(0) and Qr(0) are parallelepipeds and in [26] in
the general case. Moreover, the two works [18] and [2] study the existence and uniqueness of steady solutions
of incompressible Navier-Stokes equations coupled with the nonlinear Saint-Venant Kirchhoff model.

Concerning compressible fluids, the global existence of weak solutions for the interaction with a rigid
structure is obtained in [12] (for P(p) = p” and v > 2) and in [15] (for v > N/2). Moreover, in [5], the
existence of global regular solutions is proved for small initial data.

At last, for the interaction between a compressible fluid and an elastic structure, [3] proves the global
existence of a weak solution in 3D for v > 3/2. The result is obtained for an elastic structure described by a
regularized elasticity equation. The local existence and uniqueness of a regular solution of the linear version
of our problem (15)-(7)-(8) has been proved in [6] and later in [25].

In the present paper, we prove the local existence and uniqueness of regular solutions for system (15)
complemented with the initial conditions (7)-(8).

Definition 1 Let us introduce some spaces :

XI = L0, T; H™(2s(0))) N W™>(0,T; L*(2s(0))), 0 < m

N

4.

Vi = L(0,T; L*(Qr(0))) N L*(0,T; H (2r(0))),
Yy = L®(0,T; H*(Qp(0))) N HY(0,T; H' (2£(0))) N W°(0,T; L*(Qp(0))),
Y o= L0, T; HY(Qr(0))) N W22 (0, T; H2(Qr(0))) N W3(0,T; L*(Qr(0))) N H3(0,T; H*(Q2#(0))).
Remark 2 Observe that the spaces XL correspond to the hyperbolic scaling. As long as the Y,. are con-

cerned, one would expect them to correspond to the parabolic scaling but the strong coupling between the
elastic displacement and the velocity of the fluid makes the velocity not as reqular as usually.

More precisely, we will prove the following theorem

Theorem 3 Let (po,uo,&1) satisfy (9) and (16). Then, there exists T* > 0 such that system (15) comple-
mented with the initial conditions (7)-(8) admits a unique solution (p,u,§) defined in (0,T*) such that

(pox,uox,&) € Z" = (L=(0,T* H*(2p(0))) N W (0, T L*(2r(0)))) x Y{" x X|"

and

X € W (0,7 HA(©p(0))) N WH2(0, 7% 12(2p(0))).

Moreover, there exists a function g : Ri — R increasing in each variable and satisfying g(0,0,0) = 0 such
that

[(pox;uwox;E)lzre < glllpo — Pllasr0)), w0l zor0)), €11l H3 (s (0)))-

Remark 4 Observe that we assume that ug € H(Qp(0)) (see Remark 14) while we are not able to prove
that wo x € C°([0,T*]; HS(Qr(0))). This gap is due to the coupling between equations of different nature.



To prove this result, we will partially linearize our problem, prove a regularity result for this problem
and then use a fixed point argument. In the next subsection, we introduce the intermediate problem which
is partially linearized with the help of a given fluid velocity and a given elastic deformation. Comparing
our strategy with [11] (which considers a coupling between the incompressible Navier-Stokes equations and
a quasilinear elasticity system), we do not need to regularize the elastic displacement equations. Indeed,
in that reference the authors add an artificial viscosity term so that the global elasticity-velocity system is
parabolic.

1.4 A partial linear problem
Let (po,uo, &1) satisty (9) and (16). We introduce the following notations: for all ¢ > 0, we define
Qt = (Oat) X QF(O)v X = (Oat) X aQS(O)

For all p,r > 0 and ¢, s € [1, +0o0], we denote by WP9(W™*) the space W»1(0,T; W™*(Qr(0))).
Let us also introduce the following vector fields :

-T
Uy = 7V (UQ, po)’ (17)
Po
us ==V - [T(uo, po)(V - uold — V) + T1(u1) — p((Vuo)? + (Vuh)?) — i/ (Vue)? : Id)1d (18)
- P/(po)p()v . ’U,()Id] .
Recall that T was defined in (5) and T; was defined right after (16).

Then, we define the following fixed point space, for all M >0 and all T > 0 :

AT ={ .9 e VI < XT, v =000 (0,7) x 92, 80(0,") = u;(-) in Qp(0) (j = 0,1,2), )

£(0,-) = 0, 3:£(0,-) = &1(-) in 25(0) and [|v]ly;r < M, [|€]|x7r < M} = (A4 x (Afp)2.

Let 0 < T < 1 and let (0, é) € A%, be given with M > 0 and T > 0 specified later. We will use this data
to partially linearize our problem. Let us now define the flow x by

Uty) =y + /0 o(s,y)ds Yy € Qp(0). (20)

Direct computations allow to prove several estimates on x which we present in the following lemma :

Lemma 5 There exists C > 0 and k > 0 such that for all & € (AL,)1 and all T sufficiently small with
respect to M, we have:

||)A(HWl,oo(H4)QW3,OC(Hz)mW4,oo(L2)mH4(H1) < C(l + M) (21)
||V)A( - Id”W1.oo(H3)mW3,oo(H1)mH4(L2) <CM (22)
lleof (VX) = 1d|| oo 3y + [(VX) ™! = Id]| oo a3y < CT*M. (23)

Here, and in the following, C represents a constant which only depends on the domains Q(0) and Q5(0).
Remark 6 By T small with respect to M, we mean that there exists € > 0 and ng > 0 such that T < Ty
with
) €
Ty := min {5, W} .

In Lemma 5 and all through the paper k > 0 denotes a generic constant whose value can change from line
to line.

In the sequel we denote ¢;q;5 instead of cmjg(Vé) (see (11) for the definition of ¢;q ;). From the definition
of (A%))s, it is not difficult to see that the following estimates hold :



Lemma 7 Let M > 0, T > 0 andé be given in (A%))s. Then, there exists C > 0 such that for all
i, a, j, B €{1,2,3}, we have

Hcfajﬁ(vé) + CZ—’am(Vé)llx; <C(M+ M?), (24)
where cfajﬁ(VQ and cf,,;5(VE) were defined in (12) and (13), respectively. In particular, for all B € M3(R)
we have s

A
> iajpBjsBia > 5|B + B2 + N|tr B> = CT(M + M?)|B|?. (25)
iy0,4,8=1

Observe that from Lemma 5, X(¢,) is invertible from Qp(0) onto Qp(t) = %(t, Qx(0)) for all ¢ € (0,T),
for T small enough. Let us state a partially linearized system on the reference domains Qx(0) and Qg(0).
First we define, for all (¢,y) € Qr

v(t,y) == u(t, X(t,y)), 7(t,y) = p(t, X(t,y)) — P (26)
The first equation in (15) is replaced by
Oy +y(Vo(Vx) ™ 1d) + p(Vo(Vy) ™! : 1d) = 0 in Q7. (27)

Next, the second equation of system (15) becomes
(P +7)det Vv — V - T(v,7) = 0 in Qr, (28)
where
Tw,7) i= ((Vo(TR) ! + (TR)0") + @/ (To(VR) ™ 1) — (P(5+ ) — P(p)Id)eof V. (29)

Next, the elasticity equation that we consider is

3
026 — D Ciajpdipé =0 i=1,2,3, in (0,7) x Qs(0). (30)
«,j,B=1

As long as the boundary conditions are concerned, we have

v=0 on (0,T) x 90 (31)
and
v = 8t£a
_ 3 ¢ (32)
(T(v,y)n); = Z (/ émjgafﬁﬁjds> Ne, ©=1,2,3,
a,j,p=1 0
on ZT.
At last, the initial conditions satisfied by (v,v) are
7(0,+) =0 := po — p in Qr(0), v(0,) = ug in Qp(0). (33)

We observe that, from the definition of u; and usy (see (17) and (18) above), we have that
(0, = uj(-) in Qp(0)(j =1,2).
In order to prove this, we have used the equations of v and v and the identities :
9(det(VX))(0,-) = V-ug,  9((p+7)det(VX))(0,-) =0 and  ((VX)™)(0,) = =Vug in Qp(0).
We introduce the following fixed point mapping;:

A: (0,6) e AT, = (v,6) (34)



where (v, &), together with +, is solution of system (27)-(32) with the initial conditions (8) and (33).

Notice that a fixed-point of A provides a solution (p, u, ) of (15) complemented with the initial conditions
(7)-(8).

First, we will prove that A goes from A%, to A%, for some M > 0 and for some 7' > 0 small enough.
This is the main purpose of Section 2. Next, in Section 3 we prove the existence of a Banach space Z such
that A%}I is closed in Z and A is a contraction for the Z-norm. This will imply the existence of a unique
fixed-point for A, which achieves the proof of Theorem 3.

2 Regularity results for the partially linearized problem
In what follows, we denote by Cj a constant of the type

Co = g([l0ll &3 (2r(0))> 1wl s (2r(0))s €111 3 (25 (0)) ) (35)

where g : R3 — R, is increasing in each variable and ¢(0,0,0) = 0.

2.1 Regularity of the density

Since the equation (27) satisfied by 7 is decoupled from the other variables v and £, we can obtain a first
regularity result independently from the other equations.

Lemma 8 Let 0 € (A%));. For T small enough with respect to M and for all yo € H3(Qr(0)), there exists
a unique solution y of (27) and (33); v € WF(H37*), 0 < k < 3. Moreover, there exists Co > 0 and
Kk > 0 such that

IVllww.coms—ny < Co+T"M, V0 < k < 3. (36)
Furthermore, for T' small enough with respect to M, there exists Ymin > —p such that
Y Z Ymin 0 Qr. (37)
Proof : Equation (27) can be written as
Oy +7v2 = —pzin Qr (38)

where 2 = Vi(Vy) ™! : Id. Thus, v is explicitly given by, for all t € (0,7

~(t) = —p/ot 2(s)exp (/tb 2(r) dr) ds +~v(0) exp <— /Ot 2(s) ds) in Qr(0). (39)
First, from (23) we deduce that
2] oo sy < I[VO((VX) ™ = 1d)] 2 1d|| oo (rrs) + IV 0| oo (rr3) < M (L4 CT*M) < CM.
Then, coming back to (39) we see that
V[ oo 23y < Co + T M. (40)
Finally, we are going to estimate 97~ using the following equation :
OBy = (p+)(—2> + 30,25 — 9?%2). (41)
From the definition of Z and using Lemma 5, we deduce
182 oo (r2) + 107 21| 212y < C(M + M?), (42)
Using this inequality, we find

121l oo 2y < 20, )| 2 (0 (0)) + TN 06l Loo (mr2y < Co + T M. (43)



Now, from the definition of 2 and the definition of (A%,); and using the identities
A ((VX)™)(0,-) = =V, 9 ((VR))(0,") =2(Vug)® = Vur in Qp(0),
we find
0:2(0,-) = (Vuy — (Vug)?) : Id,  972(0,-) = V - ugy — 3V Vg : Id + 2(Vue)® : Id in Qp(0).
In particular, we obtain the following from (42) :
107211 L= 2y < I18F2(0, )| 22 (2r (0)) + TV 21107 21| L2 (12) < Co + T M,
{ 10:2] Lo z2) < [10:2(0, ) 22 (0)) + TNOF 2] v (22) < Co + T*M.
Coming back to (41) and using (40), (43) and (44), we deduce
1079 Lo (12) < Co + T M.

This, together with (40) readily implies (36). Finally, taking into account that
¢
v(t,-) = po(-) exp (—/ Z(s) ds) —p = poexp(—CTM) —p in Qp(0),
0
(37) follows from the fact that po = pmin > 0 (see (9)) by taking T' small enough with respect to M.

2.2 Existence and uniqueness for an auxiliary problem

Let us consider an auxiliary problem which will be useful for establishing the existence of solution of our
system via a fixed-point argument. Let us take g € H}(0,T; L?(025(0))), where

H}(0,T):={0 € H(0,T) : 6(0) = 0}.

We consider the following problem :

(P+7) det VYO — V - T(v,7) = 0 in Qr,
3
P& — D Ciajpdip =0, i=1,2,3, in (0,7) x Qg(0),
a,j,f=1
v=20 on (0,T) x 09,
v =0y on X, (45)

3
['T(v,fy)n} = Z Ciajp08&ina +9i, 1=1,2,3, on X,
b adf=l

v(0,-) = ug in Qr(0),
5(07 ) = Oa atf(o’ ) = 51 in QS(O)v

where 7 is the solution of (27) and (33);. Recall that T(v, ) was defined in (29). We also denote

Ti(v) := ((Vo(VX) ™ + (VX)) TIV0l) + 1/ (Vo(VR) L 2 1d)Id) cof VY. (46)
Lemma 9 Let (0,€) € AL, uy € L*Qp(0), & € L*Qs(0), v € H*Qr0)) and g €
H}(0,T; L*(0925(0))). For T small enough with respect to M and the initial conditions (see (48)), there

ezists a unique solution (v,€&) € Y{I' x XT' of (45) (recall that Y1 and Xy have been defined in Definition 1).
Moreover, there exists C > 0 and Cy > 0 such that

[vllyr + [l€llxr < Co+ Clivllzee(rz) + Cligllm 0,1;02(605(0)))- (47)
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Remark 10 By T small enough with respect to M and the initial conditions, we mean that there exist € > 0,
ng >0 and f: R‘i — Ry increasing in each variable such that T < Ty with

Tp := min { = < } . (48)

E’ )
Mro” f([lvollzs s lluollme, 1§12 ]l as)

Proof of Lemma 9:
e Step 1. Galerkin approximation of system (45).

Let {wi}een € HL(Qr(0)) and {2/} ren+ € H'(2s(0)) two orthogonal basis in L? and {Z;}sen+ an
extension on H} () of {2 }sen+. The initial conditions & and ug can be decomposed on these basis:

o0 oo o0
& = E a}ze and ug = E a},%g + E ﬂgwg
(=1 =1

{=1

We try to find (v, &™) satisfying

3
[twiveras [ e asas Y [ awssgoautay
Qr(0) Q2s(0) Qs(0)

i,0,5,f=1

i (49)
+ Z / DaCiajp0pE] Op2) dy + / (p+7)det(Vx)op™ - w™ dy = / g - 02" do,
i,a,j,BZI QS(O) QF‘(O) aQS(O)
for t € (0,T), where
n+1 n+1
w'(ty) = Xe(®)Z () + Y me(twely), t€(0,T), y € Qp(0)
=1 =1
and
n+1
y) =D xe(Wzly), te(0,T),yeQs(0)
=1
for x¢, ke € C([0,T]) (1 <L <n+1).
We look for (v™,£™) in the form
n+1 n+1
V'(ty) =Y ap(Dz(y) + Y Bi(Dwily)  (ty) € (0,T) x Qp(0)
=1 =1
and
n+1
&'(ty) = > aut)zely) (ty) € (0,T) x Qs(0)
=1
This yields the system
d 0% Q;
Ay [ o | =m@ | o |80, re@),
Bi Bi
complemented by the initial conditions:
(673 O
ap |(0)={ o
Bi fen

The matrix A(t) = (Aij (t))lgi,jgi’) for Aij (t) S Mn+1(R) is given by A11 = Id, Alj =0 fOI‘j = 2, 3, Ail =0
for ¢ = 2,3,

Aga(t) := <5k4 + / (p+ ) det(VX)Z2k - Z¢ dy) ,
Qr(0)

1<k L<n+1

11



Ags(t) := (/Q (0)(ﬁ+7) det(VX) 2k - wy dy) ;

1<k, l<n+1
A32 = Aég and

Asz(t) := (/Q (U)(PJF 7) det(VX)wg - we dy)

1<k, 0<n+1

Next, M(t) = (Mi'(t))lgi,jg& where Mlj(t) € MnJrl(R) are given by Mlj = 0 for j = 1,3, M12 = Id,
M31 =0,

3
Ma(t) =~ > /Q . (Ciajs(9520)1(0azr)i + Baliajp(9p2e)j(21)i) dy ;
i,a,4,8=1"2s(0) 1<k,i<n+1

Mgg(t) = (/QF(O) Tl(gg) : ka dy) ,Mgg(t) = (/QF(O) Tl(wz) : Vék dy)

and

Miy(t) := — ( /Q o Ty (Z¢) : Yy, dy> , Mas(t) == — ( /Q o T4 (we) : Vg, dy>

On the other hand, B(t) := (B;(t))1<i<3 with B;(t) € R**! given by By (t) =0,

1<k 0<n+1 1<k, 0<n+1

1<k L<n+1 1<k, L<n+1

Bs(t) = / (P(p+7)— P(p))cof (VX) : VZdy + / g-zedo
Qr(0) 95(0) 1<e<n+1

and
Bat) = ( [ (P(+9) - PG)ot (V) s Vurdy
Qr(0) 1<l<n+1

One can easily see that A(¢) is positive definite thanks to the fact that p+ v = 5 + ymin > 0 (see (37))
and det(Vy)(t) = C > 0 (see (22)) for T small enough with respect to M. Moreover, A=, M, B € L>=(0,T).
This gives the existence of a unique solution

(v",€") € WH(0, T3 H' (Qp(0))) x W(0,T; H' (2s(0))).

o Step 2. Estimate of (v™,&™).
Let us prove an energy estimate of the form

v [Lee(z2) + 0" |2y + (1€ [ Lo 0,701 (25 0))) + 1€ (W (22 (0,7505 (0)))

< Co + Clyllze(z2) + Cllgll z1(0,7:22 (9925 (0))) -
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In order to do this, we take w™ := v™ and 2" := £™ in (49) and we integrate between 0 and ¢. This yields:
1 _ . . 1 a . 1 . a .
5[ GO deviod -5 [ GrnPd- ;5 [[ 0P der T dyds
2 Jar(0) 2 Jar() 2JJq,
+// (%Wv"(vx)*l + (VX) (V™) 2 + 1/ | Vo™ (V) 2 14 ) det VX dy ds

~ n 1 n 1 n
- // (P(B+7) — P(p)) cof VY : Vo™ dyds + / ()P dy — / €712 dy
. 2 Jas o) 2 Jas(o)

Z / [Ciajp 088} Dati'] y_, Z / /Q 0sCiajp0E] k] dyds

za,]ﬁ 1 ’LOCJ/B 1

// 0aCiajp0p€] 0sE dyds = // g 0" dods.
Qs(0) 805(0)

i,0,7,8=1
(51)
Here, we have employed the notation
n+1 n+1 n+1
&= Za}zz and ug = Za%ég + Zﬁgwg,
=1 =1 r=1
and we have use _o = 0 and the symmetry of the coeflicients c;, i3 (see .
d we h dfﬁ,o 0 and the sy v of th ffici i (see (14))
For the first term, according to (37) and (22)
| @Ol OF det V(O dy >+ mia) (1= CTM) [ o (0 dy, (52)
Q2r(0) Qr(0)
The second term is bounded by
1 - n
3 /QF(O)(P +70)|ug [* dy < C([10ll7 = @ (0)) + 40l 2200y + 1w0]l 7200 0))) = Co- (53)

The third term is estimated by
S 1P der 0l dyds < [P0l 14t -+ 4 5101t T dy s
< CT ™[ 3o 12y (M lwroe (zoe) + M (B + 7]l L (£)))-
Here we have used (22) and the fact that T is small with respect to M. Thus, according to (36), we have
[ 1 oup+2) det V0l dyds < CTOL+ Co + Cod) o gy (54)

We consider now the viscosity term corresponding to the second line of (51). The term in u' is estimated,
thanks to (23), in the following way :

/
u’// |Vo™(Vyx) ™! : 1d|? det Vx dy ds > %// |V-v”|2dyds—u'// Vo™ (VR) ™ —1d) : 1d|* dy ds
t Q1 t

/
+1/ // Vo™ ( L 1d)?(det VY — 1) dy ds > // |V-v”|2dyd8—CT“M||U"||2L2(H1).
t t (55)
In the same way, we prove
L[ v R (0 (e P des Vdyds > u [ e dyds - CT M gy (56)
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For the first term in the third line of (51), we notice that, for any § > 0, there exists a positive constant C
such that

\ [ (P42~ PE) ot Vi Tom dyds| < 890" Bz +C //Q IP(5+7) — P(p)? dy ds.

According to Lemma 8
0<a=p+Ymin <p+7<C+Co=0b,

for T' small with respect to M. Thus, there exists an interval I C R* such that p € I and [a,b] C I. Then,
since || P’|| (g is increasing with respect to ||yol|zs, ||uol|lze and [|€1]| s, we obtain

// [P(B+7) = P()|* dyds < || P[0 (1) [VI72(12) < fllvollas, ol mes 1611l ) TIVIT < 12y < V12 (229
for T small enough with respect to the initial conditions (see (48)). This implies that

’// (P(p+7) — P(p)) cof VX : Vo™ dy ds| < 8|V |72y + ClV N7~ (12)- (57)

For the first term in the fourth line of (51), we use estimate (25) and we find

3

% Z / 0 [éiajﬁaﬁfyaafﬁ(t)dy > )\/ |6(fn)|2(t)dy + )\7 |V . €n|2(t)dy

ioghe170s(0) 25(0) 2 Jas()

— CT*"M|VE" ()12 (s (0))-

For the next two terms of (51), we use estimate (24) and we have

3 t 3 t
2 o™ > A
! O OpT Oat T dyds + [ outimisongso.cravds
2,30 Jaso T isa,j,8=17079s(0) Y (59)

S CT(M + M*)(|VE™ 7 (0.7:12(025 (0))) + 1€ 10 (07522 (25 (0)))-

¢ ¢
/ / g - 05" dods / g(t)-&"(t)do — / / 0sg - " dods
0 Jo9s(0) 895(0) 0 Jo9s(0)

< ONE™MNT o0 (0,121 (250 F Collal i 0,702 005 (0)))

Finally,

(60)

where we have used that ||g|| 1.« (0.7.12(50s(0))) < T2(|9ll#r1(0,7:22(505(0))) (recall that g(0,-) = 0 on 02s(0)).
Thus, we can reassemble inequalities (52) to (60). Taking the supremum of (51) in ¢ € (0,7), using
Korn’s inequality and taking § small enough and T small with respect to M and Cjp, we deduce (50).

Thanks to (50), one can pass to the limit as n — oo in (49) and show the existence and uniqueness of
(v,€) € i x XI' a weak solution of (45). Consequently, we have proved Lemma 9.
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2.3 Existence of solution of a linear system

Let us come back to the problem given by equations (28)-(32) complemented by the initial conditions (8)
and (33)s :

(P+7)det VY — V - T(v,7) = 0 in Qr,

3
0&i— D Cinjp0lsls =0, i=1,23, in (0,7) x Qg(0),

a,j,f=1

v=0 on (0,T) x 09,
v =0 on X, (61)
[T(vﬁ)n] = Z </ éiajﬁagﬁgjd3> Na, 1= 17 27 3a on ETv

g p=1 W0
v(0,-) = ug in Qr(0),
E(Oa ) = Oa atg(oa ) = gl in QS(O)

Observe that this system corresponds to the auxiliary problem (45) with g; given by
3 t
- > (/ asemjﬁaﬁgjds> Mo, i=1,2,3.
ay,p=1 N0

Proposition 11 Let (0,€) € AT, ug € H'(Q2p(0)), & € H(Qg(0)) and o € H3(Q2p(0)) satisfying (16); -
(16)2. For T small enough with respect to M and the initial conditions (see (48)), there exists a unique
solution (v,€) € Ya x Xo (recall that Y5& and XI have been defined in Definition 1) of (61). Moreover, there
exists Co > 0 and k > 0 such that

lollyzr + IEllxz < Co+TrM. (62)

Proof:

We intend to prove the existence and uniqueness of solution of (61) through a fixed point argument. We
thus define Ag which, to each { € Xy, associates { which is, together with some v, the solution of problem
(45) with g; = h;, where

hi == — i (/t asémjﬁaﬁéjds) N, i=1,2,3. (63)
a,j,f=1 W0
We notice that h € H}(0,T; L*(9925(0))) and, using (24), we find
1Al 22 0,752 (092 (0))) < T*MIE ] x7-
Then, f being fixed, the existence and uniqueness of (v, &) comes from Lemma 9 and we have
10, )y wxr < Co+ Clvllpoezey + T M€l x-

We are going to prove that Ag maps from XJ to X7 and that it is a contraction. We divide the proof in
three steps :

e Step 1. Estimates on 0;v and 0.
Let us differentiate the first equation in (61) with respect to time. We obtain

(P +7) det VXO2v + 8,((p + 7) det V{)Opv — 0,V - T(v,7) = 0 in Qr. (64)
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Next, we multiply this equation by d;v and we integrate on @Q; for any ¢t € (0,7). For the first two terms of
(64), we have:

// (P + ) det VXO2v + 0,((p + ) det V{)Isv)dsv dy ds
1 _ ) X 1 ) 1 o .

=5 (P +7)(t) det VX(8)|0pw(t) " dy — 5 polOrv(0)]" dy + 5 |05v[705((P + ) det VX) dy ds.
2 Jar () 2 Jar(o 2 JJq,

Thus, arguing exactly as in the proof of Lemma 9, we have, for T" small enough with respect to M

// (P + ) det VXO2v + 0s((p + ) det VX)Iv)dsv dy ds

(65)
> P / 100 ()2 dy — 7/ poldvv(0) 2 dy — CT(M + Co + CoM) [0l 12
4 Jar 2 Jar ()
Now, the remaining terms of (64) are
/ 8, T(v,7) : 05V dyds + // Zas[ N Ciap0sEina + hi| 02,6 dods. (66)
Qt 2

ti=l o ag =l

We notice that
u’/ Ds[(Vu(VY) ™! i 1d)cof VY] : 0, Vo dy ds = 1/ // |0sVo(VX) ™! : 1d|* det Vx dy ds
Q¢ [’

+u // (Vuds (VX)) : 1d)cof VX : 0s Vo dy ds + i // (Vo(Vx) ™! :1d)0,(cof VY) : 95 Vv dy ds.

(67)
Arguing again as in Lemma 9 (see (55)), the first term in the right-hand side is estimated by

li
,// |0sVo(VR) ™! 1d|* det VX dy ds > % // |0:V - 0f* dy ds — CT"M|[v|| 31 1y
Q t

To bound the second line of (67), we use that [|0,(V{) ™| p2(ze) + [|0:cof VX 2 (p) < CTV2M (see (22)).
Thus, for the term in ' in (66), we have

/
u'/ ds[(Vo(VR) ™! - Id)cof VY] : O, Vv dy ds > % // |0,V - v|* dy ds — CTKM(HU”%_II(HI) + Hv||%m(H1))
Qt t

1
> % // \8SV . ’U|2 dy ds — CTNM||’U||§{1(H1) - CHUOH%ﬂ

(68)
The term in p in (66) can be estimated in the same way as follows :

u// A5 [(Vo(V) ™+ (VX)) 'Vo')cof VY] : 0s Vv dy ds
: (69)
> [ o) dyds - CT Mol sy ~ Clunlfye
Next, for the pressure term in (66), we see that, for any 6 > 0, there exists a positive constant C such that

J[L 10P@+3) = P@)eot V0| 0.9l dyds < 105l iy + € [ 1P Ploal dy s

+C [ 1P+ = PP locof Vi dyds.
Qt
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With the same arguments as in Lemma 9, we have
S 1P @ Pioa dyds < TUP e e
and, since [|0ycof V) || p2(r=) < CTY2M (see (22)),
[ 1P+ - PP oot Vi dyds < CTMIP [y ol 0
Thus, we get, for T small with respect to M and the initial conditions,
[ 104P+ ) = P@)eot VRl| .90l dyds < 8100 Eauoy + Clllfis ey (70)
¢

Combining identity (64) with estimates (65), (66) and (68)-(70), we obtain

] /
m/ |atv(t)|2dy+“—// \33V-v|2dyd8+lt// |Ose(v)*dyds
4 Qr(0) 2 t Q:

3 3
~ 1
- // >0 D assOstna +hi| P&idods < 3 / polru(0) 2dy (71
Y Qp(0)

ti=l  ajp=1

+C(T(M + Co + CoM)|[v][y 1. (12 + ol + [V 12) + (8 + T*M) [0l 1 11

Let us now differentiate in time the second equation in (61), multiply by 92¢; and integrate in (0,%) x Q25(0)
for any t € (0,T). This yields

3
1 1 .
N HCED DU NN Y XSO
Qs(0) i,a,5,8=1 25(0)
3 v
X bt nadods = [ (Nel@)P + FIV &) dy
Et i a,5,8=1 Q5(0)
(72)
3 t 3 t
+ > / / Osliajp0npti02.&i dyds — / / Oatinjp025€ 02,6 dyds
i, B=1 0/Q5(0) i, B=1 0/Q5(0)
1 < [
+= // DsCin;p0%5€,;02 & dyds.
B i’a%_l oJos o) (2e%] BSIYsast
For the second term in the left-hand side of (72), we use (25) and we have
RN 2 N 2 2
3 Z / [Ciajp0p80sals] (t)dy = A |0:€(§)(t)dy + 5/ 0,V - &[] (t)dy — CT "M |€]| -
i,0,5,8=1 QS(O) QS(O) QS(O)
(73)

On the other hand, using (24), we have that the last three terms of (72) are estimated by

CT(M + M?) €%
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Taking these two facts into account and combining (71) and (72), we deduce

min 1 /
P [ gty [ jokePdy+ Y [[ 1009 oPduds 4 [ outo)Pdyds
4 Jap (o) 2 Jas(o) 2 JJq, Q:

3 3 3
+ / / Zas[ > émjgaﬁgjna+hi} 02.& do ds — / / D Ciajp0258; 02.&i na do ds
by Y

ti=l  ajp=1 ti,a,4,8=1

(74)

)\/
+)\/ [Oe (P (t)dy + 5 10V - €[ (H)dy < C(lluollF= + fllvollas) IvollFn + 1€lIF)
25(0) 25(0)

HCIY 100 (2) + 00l 12y + N0l (1)) + CT*MEN 5 r

for T small enough with respect to M and the initial conditions. Here, we have denoted by f : Rt — RT an

increasing function.
Let us now deal with the boundary terms in (74). We have

3 3 3
/ /Z S0 Y Cieiadstna + hi| 026 dods — / / 3" Ciap02sE; 02,6 na do ds

ti=1 aj,B=l1 2t j,a,5,8=1

3 3
:// > asamjﬂaﬁgjagsginadads+// > 0.hi02& dods = Ay + A,
by

t§,a,5,8=1 Bt =1
For Ay, we use that 92¢ = dyv on (0,T) x 9Q5(0) and we have that
|A1] < CTY2)|04¢| Lo (0,751 (9525 0)) | VE L= (0,7:2.4 (9025 (0)) 100 || 20,7514 9025 (0))) -

Using now (24), we deduce
|Ax| < CT*MIIE]|xr [0l ey

From the definition of A (see (63)), an analogous computation shows that
| A2| < OT* M€l xz vl e arny.
Coming back to (74) and using Korn’s inequality, we get

[vllwroo 2y + [Vl ) + €llwze 0,025 (0))) + €llwroe 0,731 (25 (0))

. : (75)
< Co+ Clyllwree(p2y + CT*"M([[€]l xr + 1€l x7)-
e Step 2. Spatial regularity of v and &.
We recall that v solves the stationary elliptic problem : for all ¢ € (0,7)
-V 1/1:(11,7) = —(p+ ) det VYo in Qr(0),
v=20 on 09},
A~ 3 ~
{T(v,’y)n] = Z Ciajp0p&ina + hiy, 1=1,2,3, on 0Qs(0),
' a,B=1
where h; was defined in (63). We can rewrite this system as follows :
~V - (u(Vv+ Vo) + p/(V-v)Id) = F  in Qp(0),
v=0 on 00 (76)

(u(Vo+Vol) + 'V -v)n =G on 9Q(0),
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with
F = —(y+ ) det(VR)dw — V - (P(7 + ) — P(5))eof (VX))
+ iV - (Vo((VX) ™ = 1d) + ((VX) ™" = 1d)(Vv)*)cof (VX)) + uV - (Vo + Vo' )(cof (VX) —1d))  (77)
+ W'V (Vo((Vx) ™' = 1d) : Id)cof (VY)) + 'V - (Vo : Id)(cof (V) — 1d))
and, for i =1,2,3,
Gy = = [(Vo((VR) ™" = 1d) + (V)™ = 1d)(Vv) )eof (V)] — 1 [(Tv + (Vo)) (cof (V) — Id)n]
— [(Vv((V)Z)fl —1d) : Id)cof(V)Z)n]i — ¢/ (Vv : 1d)(cof (V) — Id)n];

%

3
+[(P(P+7) — P(p))cof (VX)n]; + Z Ciajp0p€ina + hi.
a,j,f=1
(78)
Let us show that F' € L>°(L?) and G € L>(0,T; H'/?(995(0))) with suitable estimates. In order to estimate
F, we use (22), (23) and (36) :

[E'|Lo<(p2) < C(p+ Co + T M)|[|0p0|| oo (z2) + f([1v0llm2s 1wl e, 1€ lm) 1Vl Lo (rrry + 0l Lo 2y T M.
Here, we have also used that
I1P®+7) = P@)lpoe ey < NP ooy ¥l Loy < follms, 1ol me, 1€l ) 1] Loe (1),

where I C Ry is an interval satisfying p € I and I D [p + Yimin, p + 1 + Co].
Using the same estimates as for F', we get

Gl oo 0,311 72 (0025 (0))) < f V0l 3 lwoll as, €1l ) [Vl oo () + (V]| Loo (rr2) T M

3
‘|’H Z éiajﬂaﬁgjna+hi

a,j,f=1

Lo=(0,T;H/2(995(0)))

For the last term we use (24) and we obtain

< CA4+TM 0 (0. CT"M||€|| Lo (0.1
Lo (0,T;H/2(8Q5(0))) (1+ el Lo 0731225 0))) + €1l Lo (0,712 (25 (0)))

3
H > CiajpOsEinathi
a,j,f=1

Using the elliptic regularity for (76), we obtain

vl zoe 2y < F(l1v0llms, llwollas, €l ae) 1] oo (1) + C(p+ Co + T M)|[Opv]| Loo (12

N (79)
+ vl poe () T"M + C(1 + T M)|[€]| o (0,731 (25 (0))) + CT* M || L (0,712 (25 (0)))
Let us take a look now at the equation satisfied by &:
V- (2Xe(&) + N(V-9Id) = H  in Q5(0),

t (80)

&(t,) :/ v on 0Q5(0).

0
Here, we have denoted
3

Hi:==0j&+ D (Chaja(VE) + clays(VE)D2sE), (81)

a,j,f=1
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for i = 1,2,3. We have to estimate this term in L>(0,T; L?(Q5(0))). Observe that the term in ¢’ and ¢? is
estimated thanks to (24). Using again classical elliptic estimates, we obtain

t
1€]| L= 0.7:120250))) < CUIOFEN Low (0.7:12(250))) + T M€l| Low (0,7:182 (25 (0)) + H/O vll Loe (m2));

< C107€ ]| L= (0,02 @5 (0))) + T M€ || Lo (0,1 12(25 (0))) + Tllvll Lo (112))-

Combining this estimate with (79) and taking T small enough with respect to M, we get

vl oo a2y + 1€l Lo (0,752 (25 (0))) < fUIV0ll 23, lwoll &s s 1§11 ) V] Loe a1y

. (82)
+||8252€||LOC(OVT;LZ(QS(O))) + C(ﬁ + Co + TNM)HatU”Loc(Lz) + CTHM”g”Loo(07T;H2(QS(0))).
Coming back to (75), we deduce
[ollyz + 1€l xz < Co+T*M|I€]lx, + (C + Co + f(llnollas. luoll zs, 1€l s ) IV llvz (83)

for T" small with respect to M and the initial conditions.

Remark 12 Looking at the computations made above, we observe that the term |v|lyz in (83) only comes
from the pressure term

(P(p+7) = P(p))cof (VX)-

e Step 3. Fixed point argument.
Here we are going to prove that Ag, which was defined at the beginning of the proof, is a contraction.
Let £€2,¢ € XT. For ¢ = a, b, we denote by (v¢, £°) the solution of (45) with

3 t
hf = — Z (/ 8séiaj585£§d8) Ne, ©=1,2,3,
0

a,j,B=1

instead of g;, that is to say, £¢ = Ao(g‘:). Observe that (v,€) = (v® — v, £ — £°) satisfy

(P+7)det VXdw — V- Ty (v) = 0 in Qr,
3
& — D Ciajadigé =0, i=1,2,3, in (0,7) x Qg(0),
a,j,Bf=1
v=_0 on (0,7T) x 99,
v =0k on X, (84)
3
|:1/I\‘1(’U)Il} = Z éiajlgagfj’na + il;l - ilf, 1= 1, 2,3, on ZT,
b p=1
v(0,-) =0 in Qp(0),
6(07 ) = 07 6t§(07 ) =0 n QS(O)

Recall that T (v) was defined in (46).
Let us apply estimate (83) to (v,§). Taking into account the definition of Cy (see (35)) and Remark 12,
we obtain in particular that ~ ~
lellxy < TTMIIE" = €%l xz-

Taking T small enough with respect to M, we find that Ag is a contraction from X into itself. This gives
the existence and uniqueness of a fixed point ¢ € XJ which is, together with v, a solution of (61).

Finally, we apply estimate (83) to the fixed point. Here, we estimate ||7[|yz using Lemma 8, we take T
small enough with respect to M and the initial conditions and we deduce (62).
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2.4 Regularity of the solution of the linear system

In this subsection, we will prove the following proposition which gives a regularity result for the solution of
system (61).

Proposition 13 Let (6,€) € AT, ug € H5(Qp(0)), & € H3(Qg(0)) and vo € H3(Qp(0)) satisfying (16).
For T small enough with respect to M and the initial conditions (see (48)), the solution (v,§) of (61) belongs
to YI' x XTI (recall that Y'' and X} have been defined in Definition 1). Moreover, there exists Co > 0 and
k>0 such that

[ollyr + 1€llxy < Co+T"M. (85)

Proof:
e Step 1. Time regularity of v and &.
Let us differentiate three times with respect to time the first equation of system (61). We obtain in Qr

(P + ) det VXO}v + 30:((p + ) det VX)IPv + 302 ((p + v) det VX)dPv

N (86)
+03((p+ ) det VX)Ow — V - 83 [T(v,7)] = 0.

Then, we multiply this equation by 93v and integrate on Q;. For the first four terms, we argue as in the
proof of Lemma 9 and Proposition 11 and we obtain that, for T small enough with respect to M,

/ / (P + ) det VXO3v + 305((p + ) det VX)D2v + 392 ((p + ) det VX)IZv

~ min 1
U+ ) det V)] OBudyds > 25 [ gty -5 [ gt Py g
4 Jor(o) 2 Jar )

3

— CT vl D MOF (P + ) det V)| Lo (g5
k=1

Using Lemmas 5 and 8, we have

3
> 108 (B + ) det V)| e (sr2-1) < C(Co + M + CoM) (88)
k=1

for T' small enough with respect to M.
For the last term in (86), we have

7// BV - T(v,’y)@?v dyds = / 8?’11\‘(1),7) 03V dy ds
t Qt

(89)
+ Z // 02 (Cinjp0spE; )Na02E; do ds.
PO
«a,j,f=1
For the first integral in the right-hand side of (89), we first estimate the term corresponding to Ty (v):
// BTy(v) : Vodyds > C// |02e(v)]? dy ds — CT" M |07 v| 72 g1
t Qt
3 (90)
—CT2|0l13, > (10F (V) Iz (zo) + 105 (cof V)| Loe (z6)) -
k=1
From (22) and taking T small with respect to M, we have
3
> (10 (V) lzoe 2oy + 10F (cof VX) | o zo)) < CM. (91)
k=1
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For the resting term, we prove thanks to Lemmas 5 and 8 that
181(P (P +7) = P(p))cof VX] || L= (12) < C(Co + M + CoM),

for T small with respect to the initial conditions. Then, we get

/ B(P(p+7) — P(p))cof VX] : 3V dyds < 8]0V vz (2 + CT(Co + M? + CoM)
Q

(92)
<6107V o322y + CT™(Co + M),
for T small with respect to M and the initial conditions. Taking into account (87)-(92), we deduce
4 3
p"j%/ o) Pdy + Y // 02 (E103 30056, 100 dor ds + c// 0B e(v)[2dy ds
Qr(0) i,a,,8=1" 7 Et ¢ (93)
1
<3 / pold7v(0)]* dy + CT™(Co + M)|[v[f5.r + 8107 Vvl[72(g2) + CT™(Co + M?).
Qr(0)

Let us now estimate the boundary term in (93) :

3 3
> / / 02 (Ciajp0splj)nadi&idods = ) / / Cinjp0205E a0t do ds + As, (94)
3 P

i,0,5,6=1 i,0,5,4=1
where

3
As] < // S (10%ia55l10558 | + 205i035]10205651) |0%vi] do ds.

ti,0,5,8=1

Here, we have used that 9;¢ = v on X;.
From (24) and the definition of X} and Y, we deduce that

| 43| < OT2(M + M?)[|€]lx, 0] vs.-

Combining this with (94), we deduce from (93) :

3
Pmin / GRS / / Ciaj 30305810056 do ds + C / / OPe(v)|2dy ds
e hong, =1 Qi (95)

<3 o IR dy -+ CT™(Co 4 M) ([0l + p) + OT*(Co+ M)+ 302Vl
QF 0

Remark 14 Observe that, thanks to the assumptions ug € H(Qp(0)) and po € H3*(Qr(0)) (see (9)), we
have that

/ polO50(0) 2 dy = Co.
Qr(0)

In order to deal with the remaining boundary term in (95), we differentiate three times with respect to ¢ the
equation satisfied by ¢ (see (61)), we multiply it by 0%¢ and integrate on Q;. We obtain

3 t

1 N 1

o[ etewra - > [ capotdsgotdyds s b=y [ jofe)Pdy. (90
Qs(0) i,a,5,8=1"0 Qs(0) Qs(0)

where we can estimate By, thanks to (24), as follows :

|Bil < CT(M + M?)|[¢]I%z- (97)
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We integrate by parts in the second term :
t t
J R T N X
0/Q5(0) 0J/Q5(0)

t
- // 8aémj58§’85§j6§£i dyds + // émw&faﬁgjafgi Ng do ds.
0/Q5(0) pIP

We integrate by parts in time in the second term and we use (14). This yields :
t A 1 A )
// Ciajp0; 0506 dy ds = —5/ [(Ciajs 0 058107 0a&i) () — (Ciajpd; 05107 0ai)(0)] dy
0/0s5(0) Qs(0)

K 1
— // (8aémj58§£i — 5836iaj38§8a£i)6§85§j dy ds + // éiaj/j@f@gfj@g@ Na do ds.
0/Q5(0) PP

One can easily prove that the first term in the second line is estimated like in (97). Combining this with
(96) and taking into account (97), we get

3
1 1 .
3 N CCIRUEE D Sl MO RS ZRS IO
25(0) Q2s5(0)

2 .=
i,a,5,8=1

3
- > //E Ciajp0s05€;0,6i na do ds < Co + CT(M + M?)[|€] %z

i,a,7,8=1
Here, we have used that

1

1 .
5 [ 10ROPdy 5 [ (Gi0ss080:65000u8)(0)du < s = Co.
Q2s(0) Q25(0)

Combining (98) and (95), we see that the boundary terms simplify. On the other hand, using Koérn’s
inequality and (25) we obtain

||3?U||2Loo(m) + ||a?”||%2(1{1) + ||a?§||20°(0,T;L2(QS(O))) + Hagﬂ‘%oo(o,T;Hl(Qs(O)))
< Co+ T%(Co+ M) ((lol2r + IE%r) +T*M>.

Using that T is small, we also have

10155, 2y + 100200 ey + 100 Frs gy + 1Elva.0e 0,73 22005 0) + 1€ lws. 0,31 500

(99)
< Cot T(olf2y + 1% p) + T2,
e Step 2. Regularity in space of v and &.
We divide this step in two parts :
- Step 2.1. Let us first prove that v € W2>°(H?) and £ € W2%>(0,T; H*(Qs(0))).
We first consider the stationary system satisfied by v :
~V - (u(Vv+ Vo) + ¢/ (V-0)Id) = F  in Qp(0),
v=>0 on 0} (100)

(W(Vv + Vo) + 'V -v)n =G on 9Q5(0).

In this system, F' is given by (77) and G is given by (78) where the last two terms are replaced by

3 t
> / (Ciajp080sEina) ds.
0

a,j,=1
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Using (36) and
10F det(VX) || oo (rr5-#) + |10F cof (VX) || poe a1y < Co+ TM (k= 1,2), (101)
we deduce that the first two terms of I’ are estimated as follows :
17 +7) det(VR)Orvllwam w2y < (C + Co+ T=M)([ollwom 2y + [ollwam o) (102)

and
[V - ((P(y+p) — P(p))cof (VX)) [wze(z2) < Co + T M, (103)

thanks to (48).
Using (101), the first term in the second line of (77) is estimated in L°°(L?) by

CUIVllwzse () llcof (V) lwz.ee (m2) [(VX) ™ = 1d|| o 3y 4+ (Co + T M) ||| wrr.c (12))-

From (23), (101) and the interpolation inequality

1/2 1/2 1/2 1/2
lollwso a2y < 0N o (g 10T S oo a1y < IR e oy 017

we find that the first term in the second line of (77) is estimated in L°°(L?) by
5||U||Y4T + (CO + THM)”’UHWLOO(Hl).

The other terms in (77) can be estimated analogously.
Combining this with (102), (103) and (99), we obtain

[Elw2oe(r2) < Co+T"M +T%([Jollyzr + €l xz)- (104)

Concerning the term G, we get

3 t
1Gllw2 (w172 005(0))) S CotT"MAT*(|ollyr+I€llxr)+ Z /O (Ciajp080s&jna) ds )
P W22 (0,7 H'(25(0)))
(105)
where we still denote n a regular extension of the normal vector to all Qg(0). First, noticing that
iajallw2 0,000 @s(0)) + Giagallwre o, m2(050))) < C(1+ M + M?)
for all 4, r, 5, 8 € {1, 2,3} (see (24)),

12i0j8 Ve llwr.e (0.7:11 (250))) + 1 iajs VOl w20 (0.1:02(25 0))) < C(1+ M + M?)|[€] xr

and so

3

>

a,j,B=1

<Co+T™élxr-  (106)
W2 (0,T5H1 (25(0)))NW2:22(0,T5L2(Q5(0)))

t
/ éiajgagasfjna ds
0

Then, we observe that
OV (Ciajp0iVE) = Ciajp0 VVE+ Riyis
where
”atRilocjﬁ||L°°(O,T;L2(Qs(0))) <C(M + M2)||f||X4T-

Then, taking into account that cfajﬁ(VE)‘t:O =0, cgajB(Vf)‘t:O = 0 and using (24), we find

10:V (iajs0: VE) | Low (12) < CllEllw2.0.1:12(0250))) + CT(M + M?)||€]l w2, (ar2) + Co + T||€ x7-

24



Using (106) and this last inequality, we find from (105)
|Gl w200 0,111/2 (8025 (0))) < CllEllw2o<0,7;m2(05(0))) + Co + T M +T"(|[v]lyz + [[€llx7)-
Using regularity estimates for system (100), we deduce
[llw2.oe 2y < Cligllw2oe 0,712 (05 0))) + Co +T*M +T*([v]lyr + [I€]lx7)- (107)

Next, we consider the stationary system (80) where H is given by (81). Then, we have

3

OfHi = —0[¢i+ Y 0Fl(ciajp(VE) + cly;5(VE)DE5E)- (108)

a,j,=1

Let Liajs = Of[(c myﬂ(vf) + czagﬁ(vé))aiﬁgj] for 1 < i,,5,8 < 3. Using (24) and the fact that
|at0m35( )| < Cl&1| in Qg(0), we obtain

t
[ Liajgll Lo 0,022 0)) < 1 Liajs (0, )l L2(2s(0)) + H/ OsLiajs(s, )ds
0 L= (0,T;L2%(225(0)))

CW&%H4WW+M%MMﬁ+HA@%AV©+%WW@W%@@%

L>2(0,T;L%(25(0))) .
Integrating by parts in time in the last term and using (24), we deduce
IZiajsllo= 02205 0)) < CU€lEs +T(M + M?)|éllxr), 1 <i,0,4,8 < 3. (109)
From (108)-(109), we find
[H [lw2.(0,1;120250))) < Co +T*[€llxx + [I€llwa.(0,1;22025(0)))-

Using elliptic regularity for system (80), we deduce

el ~co:rarsoaton < Co+ TNl + lwesoraaon + | [ .
0 Mwzee a2
Using the definition of Y,I' and (99), we get
€l o msm @50y < Co + T<M + T=(l€lLxr + lollyr).
Combining this estimate with (107), we obtain
[llwz.oe 2y + [[€llw2.=0,7:12(0250)) < Co+ T M +T([Jvllyyr +[I€]lx7)- (110)

- Step 2.2. Next we prove that v € L= (H*) and ¢ € L>(0,T; H*(Q2s(0))).
We first estimate v in L°(H*). In order to do this, we consider again system (100) and we estimate
||FHL°°(H2) and HG”L‘X’(O,T;HS/Q([)QS(O)))' Using (21)-(23), (36) and (].].0)7 we find

[1F Lo 2y < Co +T"M + T([Jvllyr + €l x7)-
Analogously, for G we get

3 t
|G Lo 0,75m5720025 0))) < Co+ T M +T |[vllyr + | > / (iajp005€ma) ds - (11
agf=1 L= (0,3 %(25(0)))
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In order to estimate this last term we first observe that, since ||¢ia sl Lo (0,752 (s (0)) < C(1+ M + M?)
for all 7,0, 5, 8 € {1, 2, 3} and ||V6t§||Loo(07T;H2(QS(O))) < Hé.HXI? we have

3 t
3 / (iay530sE ) ds <OT(L+ M+ M)|elr < T €lxr,  (112)
0

@3p=1 L (0,T:H?(25(0)))

taking T small with respect to M. On the other hand, for any @ € N® with |@| = 3 we have

0%(Ciaja0p0sE)) = Ciajp0” (050:&;) + Riajs. (113)
Then, from (24) one can prove that
[R5l Lo (0.1522 (25 (0))) < C(M + M?)||€] 7. (114)
We integrate by parts in the first term of (113) and we obtain
¢ ¢
[ Gi03070:0.80)(5)ds = = [ 0.610ip0 @ )51 + (00”0600 (119)

Combining this identity with (112)-(115), we obtain the following from (111) and taking 7" small with respect
to M :

|G Lo (0,73152 (9025 (0))) < Co + T M +T*([[vllyzr + [[§llxr) + CllEll Lo (0,7:54 (25 (0)))-
From elliptic estimates for system (100), we get
[vllpee(rray < Co +T"M +T*([[v]lyr + [I€llx7) + Cll€l Lo 0,754 (25 0)))- (116)

We consider now the elliptic system satisfied by & given by (80) where H is defined by (81). Using here
again that

cfis(VE) + el (VO Lo (0,112 (25(0))) < CT N0k (Chnjn(VE) + s s (VE I Low 0,13 12 (205 0)) < CT(M +M?)
for 1 <i,a,7, 8 < 3, we directly obtain
[H|| oo (0.1:82 25 (0))) < CllElw2.o0 0,132 (025 0))) FCT(M+AM?)[|€]| x7 < CllEllw2.oe (0.7:12 (250 F TNl x7-
Using elliptic estimates for this system, we find
€1l Los (0.7: 1125 0))) < CllEllwzo (0,125 0))) + T €l x7 + CT|v]| Lo (114).-

Combining this estimate with (116) and taking into account (110) we obtain
€11 Lo< 0, 75114 (025 (0)) F [1€llw2.o (0, 7512 (25 (0))) F [0l oo 19y [0l w20 (mr2) < Co+T*M AT (||v]lyr +[I€]lx7)-

Finally, we combine this with (99) and we obtain the desired estimate (85).

3 Fixed point argument

According to Lemma 8 and Proposition 13, there exist Co > 0 and % > 0 such that, for all M > 0 and all
(0,€) € AT, | there exists T1 > 0 such that the solution (v,v,£) of (27), (33); and (61) satisfies

[Vl wroe (zrs—ry + 0]z + €l xz < Co+T"M

forall T <Tj and all 0 < k < 3.

Let us take M = 2C, and let us define T < T such that oT" < Then, we get

1
3
IVllwe oo r=ry + [0llyr + €]l xp <M (117)

forall T < T and all 0 < k < 3.
We apply the following contraction fixed-point theorem (see [34], p. 17):
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Theorem 15 Let K be a nonempty, closed subset of a Banach space Z and suppose that A : K — K satisfies
||A(ﬁ1) — A(’f)g)”z < 0”@1 — 'IA}QHZ V@l,ﬁz c K, (118)
for some 0 < 1. Then, A has a unique fixed point.

We set Z := Yy x XI and K := ATM (see its definition in (19)), where T < T will be fixed at the end of

the proof in terms of M. Then K is a closed subset of Z. Let us define A : (6,€) — (v, &) where (v, ) is the
solution (61) with + the solution of (27) and (33);. Then, according to (117), A(K) C K for any T'<T.
Let us now prove inequality (118). In what follows, C' will denote a constant which may depend on M.

We consider (91,&;) (resp. (92,&2)) in K and we denote (y1,v1,&1) (vesp. (72, v2,&2)) the corresponding
solution of (27), (33); and (61) associated to (91,&1) (resp. (¥2,&2)). Then, the function 3 — 7, satisfies

{ (m = 72)e + (V02 (VX2) " : 1d) (71 —72) = Lo in Qr,
(71 = 72)jt=0 =0 in Qx(0),

with
Lo := (Vo2 (Vx2) ™t I1d — Vo (Vxy) ™ 1d) (B 4+ 71)-

Since 91,0 € K' := (AL); and v, satisfies (117), we have that
[ Lollzoe(mry < Cllo1 — Dalyz.
From the equation satisfied by v; — 72, we have that
72 = vellwee (mry < Clo1 — Dallyy- (119)

Let now w := v; — vg and ¢ := & — &. Then w satisfies w(0,-) = 0 in Qr(0), w = 0 on IN and the
following equation:

(y2 +P) det(Vx2)wy — V- Ty o(w,v1,72) = Fo  in Qg (0), (120)
where
T12(w,m,72) = (u(Vw(Vx2) ™" + (VR2) H(Vw)!) + 1 (Vw(Viz) " : Id)Id)cof (Vi)
—(P(y2 +p) — P(71 +p))cof (VX2)
and

Fo = ((72 +p) det(Vx2) — (v +5) det(VX1))vre — uV - [Vor((VXz) "teof (VXz) — (V1) " eof (V)]
—uV - ((Vx2) " (Vor)teof (Vx2) — (Vx1) "H(Vur)teof (V1))
—W'V - [(Vo1(Vx2) 7t s Id)cof (V) — (Vo1 (V) ! 2 Id)cof (V1))
=V [(P(n1 +p) — P(p))(cof (VX1) — cof (VX2))]-

On the other hand ¢ satisfies ((0,-) = 0 and ¢(;(0,-) = 0 in Qg(0) and the following equation for i = 1,2, 3:

3
07Gi— Y ciajp(VE)025¢ = Ho (121)
a,j,f=1
where s
Hoi= Y (ciajp(Vé1) = Ciaja(VE2)) 25615 (122)
«a,j,f=1

As long as the boundary conditions are concerned, we have on 9Qs(0) :
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3 t
w; = 8@- and (Tl,g(w,’yl,vg)n) = Z </ Ciajg(VEz)aSﬂdeS> Ny + GO,i» (123)
Yoaj =1 N0

for all 1 < ¢ < 3, where
Go,i = p (Voi((Via) "'eof (Vx2) — (V1) eof (Vxa))n),
1 (((Vx2) ™ (Vor) eof (V) — (V1) ™ (Vor) cof (VX1))n),
1 ((Vor(Vxe) ! Id)cof (VXz) — (Vor (VX1) ! s Id)cof (VX1))n),
— ((P(m1 +p) — P(p))(cof (VX1) — cof (VX2))n),
" a§ 1 </ (ciaja(VE1) — c%a35<v§2))6sB€I,JdS) N

e Let us estimate w in H*(H') N WH°(L2) and ¢ in W2>°(0,T; L?(Qs(0))) N W (0, T; H(Q5(0))).
First, we differentiate the equation of w with respect to t. This yields

(124)

(72 + ) det(VX2)0w — 8,V - Tia(w, v, 72) = Fy  in Qp(0), (125)
and s
(8tT1 2(w 71, 72 ) Z Ciajp VEQ tﬂgjna + 6tG0 i on 895(0)7 (126)
a,j,f=1
where

Fo 1= 0,F — 072 det(Vx2)0w — (v2 + p)0; det(Vx2)dpw.
We multiply equation (125) by d;w and we integrate in Q(0). After an integration by parts, we obtain :
1 ) _
5/ (72 + P) det(VR2)ds((wr)?) dy +/ 9 T12(w,71,72) : O Vwdy
Qr(0) Qr(0) (127)

+ / 0, T.(w, 11, 72)Bwndo + / Fy - yw dy,
9025(0) Qr(0)

where we have used that w = 0 on 99Q. For the second term, we use (23) and (119) and we obtain

/ Ty 2(w,v1,72) : & Vwdy > (1 — CT”)/ |0ye(w)|?dy — c/ IVw|2dy
Qr(0) Qr(0) Qr(0)

5 |0V w|*dy — Clo1 — a3
Qr(0) :

Recall that €(-) was defined right after (1). Here and in what follows, v > 0 will denote a constant which
may change from line to line.
For the last term in (127), we have

/ FQ . (‘3tw dy
Qr(0)

Here, we have used the definition of Y3 given in Definition 1 and estimates (117) and (119).
Then, one deduces from (127)

<C |8tw|2dy+(]||171 —ﬁng,T.
Qr(0) 2

1 d N m v
—— (2 + D) det(VX2)|8tw|2 dy + / 0T1 2(w,y1,72)0wndo + (1 — CTY) / |8te(w)|2dy
2dt Ja. (0 895 (0) Qr(0)
<C / |Vw|2dy Jr/ |8tw|2dy + |91 — ’02||§/T + (5/ \3ti|2dy
Qr(0) Qr(0) 2 Qr(0)
< C (TH(‘)tiH%g(Lz) + ||8t’u}||%oo(L2) + ||1A}1 — 132”%;21") =+ (5 |8ti‘2dy,

Qr(0)
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where we have used that w(0,-) = 0 in Qr(0). We integrate now between 0 and ¢. Using (37), (117) and
Oyw(0,-) =0 in Qp(0) for the first term and replacing the boundary terms thanks to (123), we find

Pmin v £ 2 2
== _CT / Srw(t)|"dx + E // Ciajg(V&2)053¢inq + 0sGo,; | 05¢; dy ds
( 2 ) Qp(0)| t ‘ 8925 (0) Jﬂ( 2) 857 0

ozj,@’ 1

t
wa-cm) [ [ o Qscw)Pdyds <€ (12 + ATl a(s2) + TNl + Tlor = 2aliy ).
F

128
Let us now differentiate with respect to ¢ the equation satisfied by (. This yields for ¢ = 1,2, 3: 12
3
PG — D ciajp(VE)D025¢ = Hos, (129)
a,j,f=1
where
3 ~
Hoi=0Hoi+ Y Oicinjp(VE2)D25¢.
a,j,f=1

We multiply this equation by 92¢; and we integrate in Qg(0) :

1d L 1d :
‘/QS( | td d idi Z /Q Ciajp v€2)8 ﬂCJ CZ dy_ Z / Ciajp v&Z)a 5<ja C’L N do

2dt oy i iong.B=1702s(0)
3 ~
= % [ (GO (VTG - 0uusa ) 0y + Orciass (VEa)2sGi02
i,0,5,8=1"$s(0)
[ oty 02y < Clcly + / 104 Ho| |02¢] dy.
QS(O) 3(0)

(130)
Here, we have integrated by parts and used the symmetry of ¢;q;3(VE&2) (see (14)). In order to estimate the
last term, we use that

16haj5 — Enjpllieo.75m1 (s0)) < Cllér — &2l (0,7: 12025 (0))

and
1068t 8 — Oeein;sll L (0.7:L2(05(0)) < ClIéL — Ellwros 0,111 (25 (0))) (131)

and we obtain

/Q " |0:Ho| 107¢| dy < C(1107 ¢ 2= (0. 7:22(2s (0))) T 1€ — 52”%O@(O,T;HQ(QS(O)))HWLOO(O,T;Hl(Qs(O))))'
S

Integrating between 0 and ¢ in (130) and using (73) (for ia;js(VEz) instead of &aj5) we deduce :

1 N
5[ PO [ OO+ [ Py
QS(O) Qs(0) Qs(0)
Z // Ciajp (VE€2)025(;02¢; no do ds
i,0,5,8=1 905(0)

< CT(l¢l%r + €1 = &3 (0.1 1205 (0))) T I1€1 = &l (0,111 (@5 (0))))-

We combine this inequality with (128) and we use Korn’s inequality :
][, o(r2) T ||'LUHH1 (HY) T €112, 10 (0,T3L2(25(0))) T €1, 120 (0,T;H (25 (0 / /89 o |0:Go||07¢| dy ds
S

+CT(||C||§<; + (|91 — @2”3/; + 1 - sz%ooo,T;(m(Qs(o))) + 1 - 52H%A/Loo(o,T;Hl(Qs(o))))~
(132)
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Next we observe that
19:Goll2((0,1)x00s(0)) < CTY2(||V01 — Vio|| oo (1) + [[VEL = Vo | oe 0,701 (25 0))))-
Since 97¢ = dyw on 905 (0), we find from (132) :

”w”%/Vl»OO(L?) + ”w”%ﬂ(Hl) + HCH%Vzw(o,T;Lz(QS(o))) + HCH%VLOO(O,T;Hl(QS(O)))

2 5 5112 3 £ 2 (133)
< OT(ICIg + o1 — Talp + 161 — Eallp).
e Let us estimate w in L>(H?) and ¢ in L>(0,T; H?(Qs(0))).
Let us consider the following elliptic problem satisfied by w (see (120), (123)):
4
—V - (u(Vw + (Vw)') + @'V -w) = Fy+ > F;  in Qp(0),
j=1
4 (134)
p(Vw + (Vw))n+ 4/ (V-win =Gy + > G5 on 995(0),
j=1

w=20 on 0,

where the volume terms are given by
Fyi= —(72 4 p) det(VXa) 0w, Fy := V- ((P(72 +p) = P( +p))cof (VXa)),
Fy:= —puV - (Vw(Id — (V{2) " eof (VX2)) + (Vw)' — (VX2) ' (V) eof (VR2))),
and
Fy = —p/V - (Vw(d — (Vx2) ' : Id)cof (Vx2))),
and the boundary terms are given by
3 t R
Gri= Y, (/ ijg(Vﬁz)afngd3> na (1<i<3), G2:=—(P(y2+p) — P(n1+p))cof (VX2)n,
a,j,B8=1 0

G = p(Vw(Id — (V{2) "cof (VR2)) + (Vw)" = (VR2) ™ (Vw)'cof (VX2))n

and
Gy = (/' Vw(ld — ((Vx2) "' : Id)cof (VX2))n.

First, using (119) we have

1ol (z2) < CT([10:(v2 = v2)ll Lo (z2) + V01 = Vo[ (1)) < CT||0y — B2lyyr
and

1Pl e 22y + [Fall e 22y < O8] Los g2y + TN0e (v = 72) = (ar1y) < CUIFwll e 22y + T |01 = D2 ly2)-
For Fy and F, we use that 09 € (ATM)l and we find
| F5]| oo 22y + | Fall oo (22) < CT||wl| oo 712y

Next, from the definition of G (see (124)) we obtain

1Goll Los (0,721 2 (0605 (0))) < CT (101 — D2l Lo (ar2y + IVEL — V| Lo (0,711 (025 (0))))-
In order to estimate the last term in G we have used that H'(s(0)) < L5(Q25(0)). We integrate by parts

iDGli
3

t
Gri= ), (_/O asciajﬁ(vfz)aﬁﬁjds+ijﬁ(vfz)(t)3ﬁ4(t)> Na.

a,j,f=1
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Since ||cmjﬁ(V§2)||Loo(0 T2 (s (0))) < O, we deduce taking 7' <

Gl 0,7: 112005 (0))) < ClCI Lo 0,7: 52 (025 (0)))-

Arguing as for Fy, F3 and Fy, we find
G2 Lo (0,751 2 (9025 0))) TN Gl Low (0,735 /2 (9025 (0))) T Gl Loe (0,73 5172 (9025 (0))) < CT([[01= 02|y +|w|| Loe (7r2))-
Using all these estimates we deduce that w, solution of (134), belongs to L>°(H?) and

[wll oo (rr2) < C(T(|01 = Dallyr + I VEL = VéallLoe o131 (250))))

(135)
HCl 2o 0,7: 52 (@5 (0))) + 106w || oo (£2))-
We consider now the following elliptic problem satisfied by ( :
—V - (AMV¢+ (VO + NV () =Hy+ Hi + Hy in Qg(0),
+ (136)
) = / wls, ) ds on 095 (0),
0
where Hy was defined in (122),
H, := —-0¢
and
3 ~
Z za]ﬁ V£2 wcjﬁ(v§2))6i,6’<j (1 S 3)
a,j,f=1

Using (131) we have

3 ~ ~
[Holl=z2@s) < D llciajs(VED) =Ciajs(VE) Lo (2 (s (o) 11l oo w2 (s (0))) < CTINEL—E2llwr. (a1 (025 (0))-

a,j,f=1
For H,, we use the fact that ¢ and ¢ vanish at ¢ = 0 and (24) and we obtain :
3 ~ ~
[Haill o r2@so) < Y Tl0(chays(Vea)+ely5(Ve) Lo a2 s €l e a2 (s 0)) < CTICN oo (120025 (0))-
«a,j,f=1

Then, ¢ € L>=(H?*(Q5(0))) and

¢ 11z (2 (@5 0)) < C(T (161 = Ellwroemr@s0)) + 1wl Lo (m2@m ) + ¢ w2 (220250

for T' small enough.
Combining this with (135), we deduce

[wl| Lo 2y + 1€ ]l e (225 0))) < C(T (|81 = Dallyr + 1€1 — Eallxr)
0wl oo (2) + [[Cllw200 (£2(25(0))))-
Finally, using the estimate for the time derivatives (133), we find
lwllyz + I€llxz < CTY2([lor — dallyz + 11 — &allxp),

for T' small enough.
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