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Abstract

Low-rank techniques for the approximation of
matrices have become crucial tools in scientific
computing in order to reduce the cost of stor-
ing matrices and compute usual matrix opera-
tions. Since standard techniques like the SVD
or Cholesky do not scale well with the problem
size N there has been a growing interest for al-
ternative methods like randomized low-rank tech-
niques. The main benefit of these methods lies
in their simplicity, in fact only very basic oper-
ations like Matrix Vector Products (MVPs) or
orthogonalizations are involved. As a result the
cubic cost required to perform a matrix factor-
ization with a standard technique is reduced to
the quadratic cost required to apply a few MVPs,
namely O(r ×N2) where r is the numerical rank
of the matrix. We present a new efficient algo-
rithm for performing MVPs in O(N) operations
called the Uniform FMM (ufmm) based on poly-
nomial interpolations combined with a hierarchi-
cal (data sparse) representation of a kernel ma-
trix. The algorithm is close to the Black Box
FMM by Fong and Darve [1], however it uses an
interpolation scheme based on an equispaced grid,
which allows the use of FFT and consequently
reduce both running time and memory footprint
but has implications on accuracy and stability.
In this work the ufmm is used to speed-up the
MVPs involved in the randomized SVD and con-
sequently reduce its cost to O(r2×N). Numerical
experiments were performed on this accelerated
randomized SVD in order to evaluate the compu-
tational cost of building a low-rank square root
of a covariance matrix. Such method is of par-
ticular interest in a wide range of scientific fields
where spatially correlated multivariate Gaussian
random variables have to be generated with very
large sets of points. As expected and confirmed
by our experiments the hierarchical nature of the
algorithm leads to very competitive performances
when the distribution of point is heterogeneous.

Keywords: H2-methods, FMM , FFT ,
randomized SVD , covariance kernel matrices,
multivariate Gaussian random variables.

Contents

1 Introduction 3

1.1 Motivations and contributions . . . 3

1.2 Overview . . . . . . . . . . . . . . . 3

2 Related works 4

3 An FFT accelerated H2-method: the
ufmm 5

3.1 A new interpolation based H2-
method . . . . . . . . . . . . . . . 5

3.2 Acceleration by Fast Fourier
Transform (FFT ) . . . . . . . . . . 8

3.3 A block low-rank algorithm for
smooth kernels: smooth-ufmm . . . 10

3.4 Numerical benchmarks . . . . . . . 11

4 Fast randomized low-rank approxi-
mation (LRA) of matrices 12

4.1 Fundamentals of the randomized
LRA and their hierarchical variant 12

4.2 Numerical analysis and tune up of
the Hierarchical Randomized SVD . 15

5 Simulation of Gaussian random
fields 19

5.1 Benefiting from randomization . . . 19

5.2 Numerical benchmarks . . . . . . . 19

6 Conclusion 20

2



1 Introduction

1.1 Motivations and contributions

Recently, randomized algorithms for numerical

linear algebra have gained in popularity due to

their promising performances and accuracy but

mostly due to their simplicity. Let us consider two

of the most popular randomized algorithms for

the low-rank approximation (LRA) of symmetric

positive semi-definite (spsd) matrices:

• The randomized SVD (RandSVD) is a LRA

algorithm based on Gaussian random pro-

jection that only involves Matrix-to-Vector

Products (MVPs), matrix orthogonalizations

and factorization of a small matrix. In the

present paper we show how the randomized

SVD can be accelerated using fast hierarchi-

cal MVPs.

• The Nyström method, a random column-

s/rows sampling algorithm, only involves

rows and columns selection, some MVPs and

the (pseudo-)inversion of a small matrix.

Since only very basic matrix computations

are involved an important place is left for op-

timization.

The main contribution of this paper is

an FFT -powered H2-method for computing

MVPs with kernel matrices. The algorithm

is implemented within the ScalFMM pack-

age, an open-source generic parallel FMM

library (available online at http://scalfmm-

public.gforge.inria.fr/doc/), along with several

other schemes including the original FMM and

the bbfmm schemes. A complete documentation

is provided online along with links to associated

publications, see [2, 3, 4] for further information

on the package.

This fast MVP method is then used to ac-

celerate a Gaussian random projection-based

LRA technique, namely the randomized SVD

(RandSVD) described in Halko et al. [5]. The

resulting algorithm, a hierarchical randomized

SVD, allows for computing LRA for kernel ma-

trices in a very efficient manner when the grid is

highly heterogeneous. Due to its genericity such

method applies to a very large number of scientific

problems. The algorithm is implemented within

the FMR package, an open-source library for

computing randomized LRA (available online at

https://gforge.inria.fr/projects/fmr), along with

other square root algorithms and test cases in-

spired from various scientific applications. In the

present paper focus is on the generation of low-

rank square roots for covariance kernel matrices,

that are in turn used to efficiently generate cor-

related random fields.

1.2 Overview

First of all, in section 2 we discuss works that re-

late to the present paper. Section 3 introduces

the uniform FMM (or ufmm), a new interpo-

lation based hierarchical method for computing

MVPs powered by FFT . Section 4 recalls the fun-

damentals of randomized techniques for the LRA

of matrices and provides details on their hierar-

chical variants as well as numerical benchmarks.

Finally, realizations of Gaussian random fields are

addressed in section 5.
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2 Related works

FMM and H2-methods. An FFT conversion

of the original Fast Multipole Algorithm (FMA)

was already proposed by Greengard et al. [6] and

later by Elliott et al. [7]. Both methods consist

in reformulating the expansion formulae in con-

volution form to allow their fast computation in

Fourier domain using FFT .

In the present paper we use a polynomial in-

terpolation based H2-method derived from the

black-box FMM (bbfmm) by Fong et al. [1]. The

method implies working with an equispaced in-

terpolation grid which not only allows for signifi-

cantly accelerating the original bbfmm scheme but

also dramatically decreases the amount of data to

be stored. The accuracy of the associated inter-

polation scheme, namely Lagrange interpolation,

is slightly worse than the bbfmm, since the later is

based on the near minimax Chebyshev interpola-

tion. However in most cases of interest (including

the one studied here) this loss of accuracy is offset

by FFT performances.

Fast Randomized LRA. The acceleration of

randomized LRA algorithms based on random

projection usually relies on the ability to apply

fast Matrix-to-Matrix Products (MMPs), hence

most research works in this area focus on the

structure and the sparsity of the matrices.

Woolfe et al. [8] and Liberty et al. [9] proposed

accelerated variants of the randomized Interpola-

tive Decomposition (ID) and SVD introduced by

Martinsson et al. [10] based on the application of

structured random matrices to the input matrix

and thus reducing the cost of the Randomized ID

or SVD from O(N2) to O(N). This method re-

lies on the discrete Fourier transform but extends

to other discrete operators such as the Walsh-

Hadamard transform as mentionned by the au-

thors.

To our knowledge, only very few papers actu-

ally address fast MVP methods for Gaussian ran-

dom projection-based algorithm applied to dense

structured matrices. For instance, in the context

of low-rank approximations of matrices, Martins-

son [11] describes a way to build HSS matrices

using a FMM -powered Gaussian random projec-

tion algorithm (namely the RandSVD).

Generating correlated random fields. The

generation of multivariate Gaussian random vari-

ables (or Gaussian random fields) is an impor-

tant tool in many research fields such as cos-

mology [12, 13], geostatistics [14], hydrogeology

[15, 16], brownian dynamics [17],. . . Approaches

usually differ by the way the square root A of the

prescribed covariance matrix is computed. The

most popular ones are based on standard ma-

trix decompositions, although they are known to

be computationally prohibitive for large N . Al-

ternative methods are often considered such as

spectral methods [18], the turning bands method

[19],. . . Please refer to [20] for further references.

They usually provide approximate square roots

but most importantly they do not always extend

(well or at all) to 3D grids.

A popular approach for efficiently generating

random fields on regular grids was introduced in

1993 by Dietrich and Newsam [20] and simulta-
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neously developed by Wood and Chan [21]. It is

often referred to as the FFT approach (or Circu-

lant Embedding) and it provides an exact square

root but presents some significant numerical lim-

itations especially in 3D as explained in [20], not

to mention that it only applies to regular grids.

Using the recent benefit of randomized tech-

niques for fast matrix computations, Dehdari et

al. [22] made use of the randomized SVD to effi-

ciently approximate A. This approach combines

the robustness of the standard matrix factoriza-

tions with the efficiency of the randomized nu-

merical linear algebra.

In the present paper we propose to use a ran-

domized SVD accelerated by H2-MMPs to ap-

proximate A even more efficiently for covariance

kernel matrices and highly heterogeneous grids.

3 An FFT accelerated H2-

method: the ufmm

In this section we present a new variant of the

black-box FMM [1] (or bbfmm) where the interpo-

lation is done on a uniform (i.e., equispaced) grid

and the scheme is accelerated by FFT , we call this

new method the uniform FMM or ufmm. We also

propose adjustement to the original algorithm in

order to increase its efficiency for globally smooth

kernels. Finally the numerical performances and

accuracy of the ufmm are compared to the bbfmm

for various kernels.

3.1 A new interpolation based H2-

method

Let us consider a system of N particles interact-

ing with each other. We want to efficiently com-

pute the contributions of all N source particles on

each target particle i = 1, . . . , N , i.e., in less than

O(N2) operations. If we denote xi the position of

particle i, then its potential f(xi) = fi due to the

densities w(xj) = wj can be expressed as follows

f(xi) =
N∑
j=1

k(xi,xj)w(xj) (1)

where k(·, ·) represents the kernel of interactions.

Hierarchical clustering. The bbfmm is a H2-

method for computing sums like (1) based on a

hierarchical partitionning of the domain using a

cluster tree structure, namely an octree. The root

cluster C(0) of the tree is the smallest cube enclos-

ing all particles. At the level L of the octree we

subdivide all parent cells C(L) in 8 cubes of equal

size to get all child cells C(L+1) at level L+1. This

recursive partition is stopped at the leaf level L̄

once a suitable criterion is reached (e.g., mini-

mum or average number of particles per leaf cell,

minimum leaf cell size).

Interaction list. The method makes use of an

octree in order to identify admissible cluster pairs,

i.e., clusters of particles whose interactions can be

approximated using a low-rank approach. More

precisely, two cells of width ω distant from D form

an admissible cell pair if they satisfy the admis-

sibility criterion D ≥ γω, where γ can be pre-

scribed (γ = 2 in the original bbfmm). Let C(L)
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denote an arbitrary cell at level L. Cells that form

admissible pairs with C(L) are also said to be in

farfield interactions with C(L), while the other are

in nearfield interactions with C(L). The neigh-

bor list N (C(L)) is defined as the set of cells in

nearfield interactions with C(L). The interaction

list I(C(L)
x ) is defined as the set of non-empty cells

C(L)
y in farfield interactions with C(L)

x such that

the parent of C(L)
x and C(L)

y are in nearfield in-

teractions. The latter condition ensures that all

contributions are only computed once during the

hierarchical summation scheme. Figure 1 illus-

trates how interaction and neighbor lists are built

on the last two levels of a 1D tree structure.

(L̄− 1)

(L̄)
x yaybyc

C(L̄)
x

C(L̄−1)
x

C(L̄)
yaC(L̄)

yb

C(L̄−1)
yc

D
(L̄−1)
xyc

ω(L̄−1)

1

Figure 1: Portion of a 1D tree at level L̄ and
L̄ − 1. The interaction lists I(C(L)

x ) (green) and

neighbor lists N (C(L)
x ) (red) of a target particle

x is represented for γ = 2. The contribution of
the source particle ya is computed analytically as
part of the nearfied while contributions of yb and
yc are approximated as part of the farfield at level
L̄ and L̄− 1 respectively.

Analytic expansion. The low-rank approx-

imation technique involved in the bbfmm is

based on analytic expansions of the kernel k(·, ·),
namely Chebyshev polynomial interpolations.

For any source y and target x lying in admissible

clusters, the kernel k(x,y) can be approximated

using the following polynomial interpolation for-

mula

k(x,y) ≈
∑
|α|≤p

Spα(x)
∑
|β|≤p

KαβS
p
β(y) (2)

where Spα is referred to as a 3D polynomial inter-

polator (of order p) and Kαβ denotes the evalua-

tion of k(·, ·) at interpolation points x̄α for targets

and ȳβ for sources. The multi-index notations is

defined as follows

α = (α1, α2, α3)

with

αi = 0, . . . , p and |α| = max
i≤3

(αi)

Error bounds for (2) are provided in [1]. The sum

(1) can thus be approximated by

f(xi) ≈
∑
|α|≤p

Spα(xi)
∑
|β|≤p

Kαβ

N∑
j=1

Spβ(xj)w(xj)

with Spα = Spα1
× Spα2

× Spα3
where Spn is a 1D

polynomial interpolator.

Computational cost. Algorithm 1 presents

the original bbfmm summation scheme as intro-

duced by Fong and Darve [1]. The cost of both

storing and applying the (p+1)3× (p+1)3 matri-

ces K̄ = {Kαβ}|α|,|β|≤p (a.k.a., M2L operators) to

the expansions is O(p6). Moreover these matri-

ces must be applied a potentially large number of

times (max. 189 interactions per cell per level),

which usually makes the M2L step the most com-

putationally expensive step of any Fast Multipole

scheme. In order to accelerate the bbfmm Messner

et al. [23] described several optimizations based

on the compression of the M2L operators and ex-
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Algorithm 1: black-box FMM (bbfmm)

Input: Kernel k(·, ·), Densities w, Positions x,
interpolation order p, leaf level L̄

Output: Potentials f
// Precomputation

for level L = 2, . . . , L̄ do
// Assemble M2L operators given a

fictitious target cell C(L)
x

for source cell C(L)
y ∈ I(C(L)

x ) do
Kαβ = k(x̄α, ȳβ), ∀α,β/|α|, |β| ≤ p

// Upward pass

for level L = L̄, . . . , 2 do

for source cell C(L)
y ∈ tree do

// P2M/M2M

if L = L̄ then
// P2M: interpolation

M(L̄)
β =

N∑
j=1

Spβ(yj)w(yj), ∀β/|β| ≤ p

else
// M2M:

M(L)
β =

∑
|β′|≤p

Spβ(ȳβ′)M(L+1)
β′ ,

∀β/|β| ≤ p

// Downward pass

for level L = 2, . . . , L̄ do

for target cell C(L)
x ∈ tree do

// M2L: transfer between

interacting cells

for source cell C(L)
y ∈ I(C(L)

x ) do

L(L)
α + =

∑
|β|≤p

KαβM(L)
β , ∀α/|α| ≤ p

// L2L/L2P/P2P

if L ≤ L̄ then
// L2L:

L(L)
α =

∑
|α′|≤p

Spα(x̄α′)L(L−1)
α′ ,

∀α/|α| ≤ p

else
// L2P: interpolation

f(xi) =
∑
|α|≤p

Spα(xi)L(L̄)
α

// P2P: direct computation

for source cell C(L)
y ∈ N (C(L)

x ) do

f(xi) =
N∑
j=1

k(xi,yj)w(yj)

Algorithm 2: uniform FMM (ufmm)

Input: Kernel k(·, ·), Densities w, Positions x,
interpolation order p, leaf level L̄

Output: Potentials f
// Precomputation

for level L = 2, . . . , L̄ do
// Assemble M2L operators (in Fourier

domain)

for source cell C(L)
y ∈ I(C(L)

x ) do
// Compute first row of 3D block

Toeplitz M2L operators

Rβ = k(x̄0, ȳβ), ∀β/|β| ≤ p

// Embed R in the first row R̃ of

a block circulant matrix

R̃(β0,β1,:) = (R(β0,β1,0:p)|R(β0,β1,p−1:1))

R̃(β0,:,β2) = (R(β0,0:p,β2)|R(β0,p−1:1,β2))

R̃(:,β1,β2) = (R(0:p,β1,β2)|R(p−1:1,β1,β2))

// Apply 3D DFT
ˆ̃R = FR̃ with Fαβ = e

− 2iπ
p̃

(α·β)
,

∀(α,β)/|α|, |β| < p̃ and p̃ = 2p

// Upward pass

for level L = L̄, . . . , 2 do

for source cell C(L)
x ∈ tree do

// P2M/M2M

// ... see Algo. 1

// Pad expansion with zeros and

transfer to Fourier domain.

M̃(L)
=
(
M(L)|0p−1

)
ˆ̃M

(L)
= FM̃(L)

// Downward pass

for level L = 2, . . . , L̄ do
for target cell Cx ∈ tree do

// M2L: transfer between

interacting cells

for source cell C(L)
y ∈ I(C(L)

x ) do
ˆ̃L(L)
α + = ˆ̃Rα

ˆ̃M(L)
α , ∀α/|α| < p̃

// L2L/L2P/P2P

// ... see Algo. 1

// Transfer back to physical

domain and unpad.

L̃(L)
= F−1 ˆ̃L

(L)

L(L)
α = L̃(L)

α , ∀α/|α| ≤ p
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ploiting their symmetries.

3.2 Acceleration by Fast Fourier

Transform (FFT)

In this paper, we present a new optimized hier-

archical summation scheme based on a Lagrange

polynomial interpolation in place of Chebyshev.

This scheme is described in Algo. 2 and will now

be referred to as the uniform FMM or ufmm. As

described in the present section, Lagrange inter-

polation combined with the Fast Fourier Trans-

form (FFT ) allows for dramatically decreasing

the memory footprint and the computational cost

of the M2L operators, namely from O(p6) to

O(p3 log p). In 1D, the Lagrange interpolators Spn

take the following form

Spn(x) = Lpn(x) =

p∏
m=0
m 6=n

x− x̄m
x̄n − x̄m

, ∀x ∈ [−1, 1]

for n = 0, . . . , p where x̄m = −1 + 2m/p for m =

0, . . . , p. In our implementations we actually used

a slightly different form that allows for reducing

the round-off errors.

Addressing Runge phenomenon. One

should bear in mind that the Lagrange interpola-

tion scheme becomes unstable for high orders of

interpolation p (Runge phenomenon), however as

described in a review by Boyd et al. [24] regular-

ization methods have been introduced that are

for instance based on optimization (Tikhonov or

overdetermined-least squares), series expansions

(Gegenbauer), subsampling (Mock-Chebyshev)

or even multi-domain approaches. These meth-

ods defeat Runge phenomenon while preserving

subgeometric convergence. In our approach

divergence is not very likely to occur since we

use interpolation on multiple subdomains and

the value of p remains relatively low (p < 20)

in almost any cases of interest. In particular,

machine accuracy has been reached with our

algorithm for a wide range of non-oscillatory

kernels, e.g., 1/r, 1/r2, correlations (Matérn

functions, spherical model) and various isotropic

elastostatic Green’s functions.

Structure of the M2L operators. The main

interest of using Lagrange polynomials is that the

interpolation is based on an equispaced (uniform)

grid allowing for an easy conversion of the algo-

rithm to Fourier domain and thus leading to a

faster scheme. Indeed when k(·, ·) is evaluated on

a uniform 1D grid then K̄ is a Toeplitz matrix,

i.e., each diagonal contains constant values. This

is a consequence of the fact that the entries of K̄

only depend on the distance between the corre-

sponding particles, i.e., k(xi, xj) = k(xi − xj). In

the case of 2D grids the resulting matrix is block

Toeplitz, i.e., the matrix is composed of constant

blocks over its diagonals while each block is itself

Toeplitz. In 3D we include an extra level of block-

ing meaning that the constant diagonal blocks are

now block Toeplitz.

Circulant embedding. Dietrich [20] and

Wood [21] almost simultaneously proposed a

scheme in which a Toeplitz matrices is embed-

ded in a larger circulant matrix and then applied

as a convolution in Fourier space. We briefly re-

call this method in the case of a 1-dimensional

Toeplitz M2L operator K̄ of order p. For the sake

of clarity let us consider the case where K̄ is sym-
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metric (the non symmetric case is very similar),

then K̄ is characterized by its first row

K̄0: = (ρ0, . . . , ρp)
t ∈ Rp+1

with

ρi = k(x̄0, x̄i), i = 0, . . . , p

This row can be embedded into the first row of

a (symmetric) circulant matrix Ē ∈ Rp̃×p̃ with

p̃ = p+ 1 + p− 1 = 2p such that

Ē0: = (ρ0, . . . , ρp, ρp−1, . . . , ρ1)t

=
(
K̄:0, ρp−1, . . . , ρ1

)t ∈ R2p

Consequently K̄ is embedded in the upper left

corner of Ē, i.e., the application of both matrices

is equivalent if the last p − 1 columns and rows

of Ē are masked. In the non-symmetric case the

embedding is slightly larger, namely p̃ = p + 1 +

p = 2p+ 1.

Conversion to Fourier domain. The dis-

crete convolution theorem implies that the set

of eigenvectors of any circulant matrix Ē forms

the Discrete Fourier Transform (DFT) operator,

i.e., F =
{

(2p)−1/2e−2iπmn/2p
}
m,n=0,...,2p

, while the

eigenvalues Λ are known to be the DFT of its first

column, i.e., Λ = FĒ:0. Let us consider a multi-

pole expansion M ∈ Rp+1 and the resulting local

expansion L = K̄M ∈ Rp+1. If we pad M with

p− 1 zeros and then apply Ē to it we get L after

truncation of the last p−1 values. If Ē is replaced

by its singular value decomposition F∗diag(Λ)F

this implies

(L|.p−1) = Ē (M|0p−1)

= F∗diag(Λ)F (M|0p−1)

= F∗
[(

FĒ:0

)
� (F (M|0p−1))

]
where (U|V) and U�V respectively denote the

concatenation and the entrywise product of the

arbitrary vectors U and V. Hence, the matrix

vector product L = K̄M can be performed in

the form of an entrywise product in Fourier space

(up to a circulant embedding). Transfers back

and forth between Fourier and physical domains

are done by FFT , which results in an asymptotic

overall cost of O((2p)d log (2p)) where d denotes

the ambiant dimension.

Numerical complexity. The theoretical com-

plexities of the bbfmm and ufmm algorithms are

given in Table 1. They are not only given in term

of computational cost but also in term of memory

footprint for the M2L (always precomputed) and

the P2P (precomputed if matrix to matrix opera-

tions are considered). In the ufmm the precom-

putation of the M2L operators requires O(p3 log p)

operations (i.e., the cost of a FFT ) while their

application requires only O(p3) operations (i.e.,

the cost of an entrywise product). All algorithms

scale linearly in N but they optimize the inter-

polation steps differently in particular during the

critically expensive step of the method, namely

the M2L step. In fact, the cost of storing and ap-

plying M2L operators scales likeO(p3) in the ufmm

and O(p6) in the bbfmm, therefore we expect sig-

nificant differences in memory requirements and

computational times.
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bbfmm ufmm smooth-ufmm

P2P (CPU/memory) n0 ×N n0 ×N 0

P2M/L2P (CPU) p3 ×N p3 ×N + p3 log (p)×N/n0 p3 ×N + p3 log (p)×N/n0

M2M/L2L (CPU) p4 p4 + p3 log (p) p4 + p3 log (p)

build M2L (CPU) p6 p3 log (p) p3 log (p)

apply M2L (CPU) p6 p3 p3

M2L (memory) p6 p3 p3

Table 1: Asymptotic complexities of the algorithms. The complexities of the M2L and M2M/L2L are
given per level and per non empty cell, they should be multiplied by the number of non-empty cells
(O(23L)) and then summed over levels. For the P2P and P2M/L2P the complexities are given globally.
The constant n0 = N/23L̄ denotes the average number of particles per leaf.

3.3 A block low-rank algorithm

for smooth kernels: smooth-

ufmm

The Fast Multipole Method (FMM ) introduced

by Greengard et al. [25] was originally developed

for kernels with a strong singularity at the origin,

e.g., k(x, y) = 1/|x − y|. This property leads to

the design of a multilevel scheme that allowed for

approximating a larger part of the field without

ever reaching the singularity.

Correlation kernels. In the present paper we

investigate low-rank representations of covariance

matrices characterized by correlation kernels k

such as

Exponential: k1/2(r) = e−|r|` = e−r/`

Gaussian: k∞(r) = e−|r|
2
`/2 = e−r

2/2`2

namely extreme cases of Matérn functions kν ,

where the length scale ` characterizes the decreas-

ing speed of the correlation. Most correlation ker-

nels do not present any strong singularity (e.g.,

Matérn family) and the Gaussian k∞ is even per-

fectly smooth (the larger ν the smoother kν).

ufmm

(L̄)
x

k1/2(|x− .|)

smooth-ufmm

(L̄)
x

k∞(|x− .|)

1

Figure 2: Schematic view of both ufmm variants
on a 1D tree. The target particle x (blue) lies
in the leaf cell CL̄x . The interaction list I(CLx ) at
a given level L is represented in green, while the
nearfield N (CLx ) is represented in red.

smooth-ufmm . Provided the kernel is suffi-

ciently smooth near the origin we want to con-

sider a summation scheme where the nearfield in-

teractions are approximated as well and thus no

direct interaction is ever computed. An algorithm

of this nature can be derived from the ufmm algo-

rithm by changing the admissibility criterion γ(L̄)

at the leaf level from 2 to 0. While in the ufmm

well-separation of leaves (γ(L̄) = 2) is imposed, in

the new variant coinciding leaves form admissible

10



pairs as well (γ(L̄) = 0). In fact, since the kernel

is sufficiently smooth at the origin then the di-

agonal subblocks of the kernel matrix associated

with coincident and adjacent cell pairs are rela-

tively low-rank. The interaction list of a given

leaf now includes the direct neighbors (and the

leaf itself), which means that all interactions will

be transferred by means of M2L operations and

thus no interaction needs to be computed at the

P2P step. This variant is denoted smooth-ufmm

and can be seen as a block low-rank approxima-

tion technique. Figure 2 illustrates the difference

between both variants in terms of interaction lists.

In the smooth variant the interaction list at the

leaf level I(CL̄x ) includes all leaf cells whose par-

ent is a direct neighbor of the target parent cell

CL̄−1
x and consequently N (CL̄x ) = ∅, whereas in

the standard variant the direct neighbors of the

target leaf cell form the nearfield.

Optimal setup. Since the P2P and the M2L do

not compete anymore in the smooth-ufmm, these

steps do not have to be balanced. Consequently,

the concept of level is not relevant anymore and

the actual tuning parameter becomes the width

of the leaf cells. More precisely, having bypassed

the P2P step, we only need to minimize the cost

of the M2L step by using the fewest number of

clusters, i.e., the largest leaf cells. However, as

our algorithm remains a multi-level scheme, the

depth for the octree is still used to control the

width of the leaves. The optimal setup for the

algorithm is the lowest tree depth leading to a

similar accuracy as the original ufmm scheme.

Computational cost. Due to the extension of

the interaction list, the maximum number of M2L

operators to store and apply at the leaf level in-

creases from 189 to 189 + 27 = 216 in 3D. How-

ever, as shown in S Section 3.4, for a given accu-

racy the number of level is usually lower than the

level required for the standard ufmm. Moreover,

since no direct computation is involved, the com-

putational time of the smooth-ufmm is expected

to be lower than for the ufmm. Since these algo-

rithms are used here for computing MMPs then it

is crucial to precompute and store the P2P oper-

ators, hence the smooth-ufmm obviously requires

a significantly lower amount of memory than the

ufmm (see memory requirements in Table 1).

3.4 Numerical benchmarks

We first compare the relative accuracy and nu-

merical performances of the bbfmm and the ufmm

on MVPs for k(x, y) = 1/|x − y|. Then we

compare ufmm with the smooth-ufmm on MMPs

for a Gaussian correlation kernel k = k∞ with

`G = 0.5. Various geometries are considered (a

cube and the unit sphere) with a common root

bounding box of width w0 = 2. All experiments

are conducted using double precision arithmetic

(ScalFMM also implements single precision).

bbfmm vs ufmm . The comparative cost of the

bbfmm, with or without compression of the M2L

operators (see [23]), and the ufmm is represented

Fig. 3. The ufmm outperforms the unoptimized

bbfmm in terms of both computational time and

memory requirements. Let us recall that the sym-

metric bbfmm is taylored for symmetric kernels

allowing for a massive reduction of the interac-

tion list and that it involves individual compres-

sion of the M2L operators, while the compressed

11



bbfmm only involves a global compression of the

M2L operators. As expected the ufmm is slightly

less accurate than the bbfmm (due to the near

minimax property of the Chebyshev interpola-

tion) but still performs better for a given pre-

cision. As shown on the graphs the performances

of the ufmm nearly approaches those of the sym-

metric bbfmm though it is applicable to any ker-

nel. More precisely the ufmm is faster in terms

of computational times but requires a little more

memory than the symmetric bbfmm.

ufmm vs smooth-ufmm . In the graphs Fig. 4

we compare the relative performances of the

ufmm and the smooth-ufmm for a given accu-

racy of about 10−3. The particles are either dis-

tributed on the surface of the unit sphere (i.e.,

many cells of the octree are empty) or inside

a cube (i.e., octree is densely populated). The

smooth-ufmm unsurprisingly has better perfor-

mances than the ufmm since the cost of approxi-

mating the nearfield for a fixed tree depth sooner

or later becomes cheaper than computing it in a

direct fashion for an increasing tree depth.

global fft . The smooth-ufmm with h = 1 boils

down to a FFT -accelerated Lagrange interpola-

tion on the bounding box. It is refered to as the

global fft as it generalizes the idea of FFT on

an arbitrary grid. Therefore, for a given bound-

ing box, the performances of the global fft are

independent of the shape of the distribution. As

shown on Fig. 4, even in this range of accuracy,

the global approach is almost always slower than

the hierarchical variants that furthermore benefit

from the heterogeneity of the distribution. Fig-

ures shown in Appendix A confirm these observa-

tions for a fixed N and a varying accuracy.

4 Fast randomized low-rank

approximation (LRA) of

matrices

This paper proposes various techniques for ob-

taining low-rank representation of matrices at a

reasonable cost. Section 3 introduces a new vari-

ant of the bbfmm, which is a well known method

for computing MVPs based on analytic LRA of

kernel matrices. On the other hand, the numer-

ical benchmarks considered in section 5 require

efficient methods for building and applying C1/2

that are commonly based on algebraic LRA of the

covariance matrix C, namely standard matrix de-

composition techniques. However such methods

are usually not tractable to large N , namely up

to several millions of particles. In this section we

recall the basics of the randomized LRA and we

introduce hierarchical variants of the algorithms

provided by Halko et al. [5]. Then, we discuss

their optimal tuning as well as their numerical

performances compared to standard methods.

4.1 Fundamentals of the random-

ized LRA and their hierarchi-

cal variant

Matrix decomposition techniques such as

Cholesky or SVD are often considered as the

standard algebraic techniques, however they are

usually untractable to large systems since they

scale like O(N3). On the other hand random

projection-based LRA provide simple, easy to

12
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Figure 3: Accuracy and performances of the ufmm and variants of the bbfmm with respect to the
interpolation order p. We used k(x, y) = 1/|x− y| and 20.000 particles randomly distributed in the
2× 2× 2 cube. Observations: For a given accuracy, the ufmm performs better than generic variants
of bbfmm in terms of both computational time and memory footprint. Its performances are close to
the bbfmm optimized for symmetric kernels.
Machine: desktop computer - Intel Core i7-3520M CPU @ 2.90GHz x 4 with 8GB ram.

13



104 105 106
10−3

10−2

10−1

100

101

O(
N

2 )

O(N
)

(3)

(4)

(5)

(6)

number of particles: N

ti
m
e
p
er

M
V
P

(s
)

Cube

MKL Blas::gemm()

ufmm (h ∝ logN , p = 4)

smooth-ufmm (h = 4, p = 4)

global fft (p = 11)

104 105 106
10−3

10−2

10−1

100

101

O(
N

2 )

O(N
)

(3)

(4)

(5)

(6)

(7)

number of particles: N

ti
m
e
p
er

M
V
P

(s
)

Unit Sphere

1

Figure 4: Time per MVP for a total of 10 MVPs using either ufmm (with pre-assembled P2P op-
erators) or smooth-ufmm. We choose p such that the relative L2 error is below 10−3. Particles are
either randomly distributed in the 2× 2× 2 cube (left) or on the unit sphere (right). The tree depth
h of the ufmm (written below blue circles) ensures a relatively constant average number of particles
per leaf: n0 = 74 (left) and n0 = 62 (right). The correlation is Gaussian with `G = 0.5.
Machine: plafrim/riri - Deca-core Intel Xeon E7-4870 @ 2.40GHz with 1TB ram and 30MB L3 Cache.

implement and efficient alternatives to these

methods. Along with random column selection-

based techniques like the Nyström method [26]

(see Zhang et al. [27] for Nyström-based LRA)

they have recently drawn much attention in

scientific fields such as geostatistics [22], machine

learning [28], data assimilation [29],. . . These

methods were introduced and further enhanced

in a series of papers [10, 9, 8] and a complete

review can be found in [5].

Basics. A random projection-based LRA is a

2-stage process (see Algorithm 3 for the random-

ized SVD): during the first stage an approxima-

tion Q ∈ RN×r of the range of the input matrix

C ∈ RN×N is performed by applying C to a set

of r random vectors. In the second stage a LRA

of C is achieved in the form Cr = QQTC (or the

symmetric variant Cr = QQTCQQT) with well-

controlled error bounds, for instance in Frobenius

norm

E(‖C−Cr‖F ) ≤ fF (r, s, q)× ‖C−Cr‖opt.F (3)

where

‖C−Cr‖opt.F =

(
N∑

i=r+1

σ2
i (C)

)1/2

(4)

denotes the deterministic lower bound (a.k.a.,

baseline). The oversampling parameter s and the

number of power iterations q are tune-up param-

eters, a topic that will be discussed later on. De-

pending on the nature of the correlation kernel

k we will consider 2 subroutines for approximat-

ing the range of C. The most convenient one is

the Adaptive Randomized Range Finder (ARRF ,

Algorithm 4.1 in [5]) since it returns a nearly op-

timal range approximation for a prescribed accu-

racy. Depending on the context one might also

like to use a fixed rank variant such as the Ran-
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domized Subspace Iterations (RSI , Algorithm 4.4

in [5]).

Hierarchical variant. Originally, both algo-

rithms have similar computational costs and scale

like O(r×N2) since the dominant cost arise from

the MMPs performed at stage I and II. One main

contribution of the present paper is to propose a

hierarchical variant of the algorithm in [5] in order

to reduce the costs of these products to O(r×N)

and thus the overall complexity toO(r2×N). An-

other important benefit of using hierarchical ma-

trix vector products (H2-MV) is that C is never

explicitely built. However the major drawback is

the introduction of an extra error in the matrix-

matrix products, for this reason the order of in-

terpolation needs to be carefully tuned. Although

anH2-MV powered randomized LRA was already

proposed in Li et al. [29], here we propose a new

highly optimized H2-method that is in essence

very close to a FMM as it is based on analytical

expansions. On the other hand March et al. [30]

used randomized techniques for the optimization

of the Kernel Independent FMM .

4.2 Numerical analysis and tune

up of the Hierarchical Ran-

domized SVD

In the present paper we are interested in pro-

viding low-rank square root of usual covariance

matrices (see Section 5) with a compression rate

r/N below 10% and within an accuracy of 10−3–

10−4. All experiments are conducted using double

precision arithmetic (FMR also implements single

precision).

Standard RandSVD. Figure 6 and 7 present

the accuracy of the standard RandSVD for vary-

ing compression rates (between 1 and 10%). The

optimal error in Frobenius norm (4) is represented

in blue and corresponds to the lower error bound,

i.e., the baseline described in [5]. Figure 6 shows

that oversampling alone is enough to reach opti-

mal accuracy for a Gaussian covariance. Besides

the target compression rate and accuracy are both

satisfied down to a length scale of `G = 0.5 (in-

cluded). Figure 7 shows that the effect of power

iterations is strong but on the other hand in the

case of an exponential covariance the target ac-

curacy and compression rate are not satisified si-

multaneously even if we consider the optimal case

with the largest length scale `E = 1.

Tune-up. A small oversampling (s ≈ 5) will al-

ways be considered because it provides the base-

line for the error estimators, i.e., σr+1(C) in spec-

tral norm and
(∑N

i=r+1 σ
2
i (C)

)1/2

in Frobenius

norm. If necessary s can be set to a larger value

(s ≤ r). For covariances with slow decreasing

singular values like the exponential a few power

iterations (q ≤ 3) are highly recommended.

Hierarchical variant. The optimal order of

the interpolation is determined so that it does not

significantly affect the output rank of the ARRF

or the accuracy of the RSI . For a Gaussian cor-

relation with ` = 0.5 and particles distributed

on the unitSphere the covariance matrix can be

represented by a matrix of rank r ≈ 70 with a

precision of about ε = 10−2 in Frobenius norm.

In this case experiments showed that the small-

est interpolation order that does not affect the

randomized algorithm is p = 4. If the desired ac-
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Algorithm 3: Hierarchical Randomized SVD

Input: Correlation kernel k(., .), grid size N , Positions x, rank r or accuracy ε, number of power
iterations q, oversampling parameter s, interpolation order p, octree depth h

Output: [U,Σ] approximate SV D of C = {k(xi, xj)}i,j<N
// Stage I: Approximate the range of C
if accuracy ε is prescribed then

[Q, r] = ARRF (k, x,N, p, h, q, s, ε) using H2-MVPs. O(r2 ×N)

if rank r is prescribed then
[Q, ε] = RRF (k, x,N, p, h, q, s, r) using H2-MVPs. (idem)

// Stage II: Decompose Cr = Q(QTCQ)QT ≈ C as UΣUT

Build B = QTCQ ∈ Rr×r using H2-MVPs. O(r2 ×N)
Perform SV D of B = UBΣUT

B O(r3)
Form U = QUB O(N × r2)

102 103 104 105 106
10−3

10−2

10−1

100

101

102

103

O(N3)

O(N2)

O(N)

RandSVD RandSVD SVD

ε = 10−2 r = 70

MKL BLAS

ufmm

smooth-ufmm

grid size: N

co
m
p
u
ta
ti
o
n
al

ti
m
e
(s
)

1

Figure 5: Time for computing a randomized SVD using either the fixed rank (RRF ) or fixed accuracy
(ARRF ) algorithm with q = 0 and s = 10. MMPs are computed either in a dense way or by means
of the ufmm or smooth-ufmm with p = 4, particles are randomly distributed on the unit sphere
and the correlation is Gaussian with ` = 0.5. Observations: As expected, both fixed rank and fixed
accuracy variants exhibit similar performances. On the other hand, the graphs confirm the theoretical
asymptotic costs (linear in blue, quadratic in black and cubic in red).
Machine: plafrim/riri - Deca-core Intel Xeon E7-4870 @ 2.40GHz with 1TB ram and 30MB L3 Cache.
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Figure 6: Accuracy of the RandSVD w.r.t. the compression rate for a Gaussian correlation. We
analyze the effects of the oversampling s alone (q = 0). Observations: The Gaussian kernel is smooth,
therefore its spectrum decreases fast and C is relatively low-rank. Consequently, the RandSVD
performs well even without power iterations and with low oversampling (s = 5). An oversampling of
s = 50 leads to a near optimal error. However, C becomes high-rank for small `, e.g., ` = 0.1.
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Figure 7: Accuracy of the RandSVD w.r.t. the compression rate for an exponential correlation. We
analyze the effects of q power iterations using a fixed oversampling of s = 50. Observations: The
exponential correlation is not smooth, therefore its spectrum is relatively flat. A few power iterations
lead to a near optimal error but the rank remains relatively high. C becomes high-rank for small `,
e.g., ` = 0.1.
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curacy equals ε = 10−3 then r ≈ 100 and p = 5 is

optimal.

5 Simulation of Gaussian

random fields

As described in Section 1, it is crucial in numerous

scientific applications, especially for geostatistics,

to efficiently generate large ensembles of vectors

Y ∈ RN of correlated Gaussian random variables

on a spatial grid {xi}i=1...N with a given corre-

lation function k(rij) where rij = |xi − xj|. In

Section 4 we described a matrix-free algorithm

to efficiently perform an approximate matrix de-

composition (namely a SVD) inO(N) operations.

Here we make use of this method to efficiently

generate correlated random fields.

5.1 Benefiting from randomization

A standard approach. Let C denote the

prescribed covariance matrix, i.e., C =

{k(rij)}i,j=1...N . Realizations of correlated Gaus-

sian random fields Y ∼ µ(0,C) are usually ob-

tained by application of the square root A of

C to a white noise X ∼ µ(0, IN), i.e., a Gaus-

sian random field X verifying E(X) = 0 and

E(XXt) = IN. It is easy to verify that the re-

sulting field Y = AX has covariance C, indeed

E(YYt) = E(AXXtAt) = AE(XXt)At = C

As mentioned several times earlier, computing the

square root A using standard methods can be

extremely expensive. Existing alternatives often

lack robustness and some even present important

numerical limitations.

A fast randomized approach. Random pro-

jection based LRAs usually provide powerful and

robust alternatives to standard matrix factoriza-

tions. Not only do they perform independently

of the grid shape but they outperform standard

methods for matrices of relatively low-rank. A

randomized SVD powered by dense MVPs was

already considered in [22] for the efficient gener-

ation of Gaussian random fields. Here, we want

to benefit from hierarchical algorithms to further

improve the performances of the randomized ap-

proach and especially when the grid is highly het-

erogenous. Results are shown in the next subsec-

tion where the RandSVD powered by hierarchical

MVPs is applied to a Gaussian covariance on ar-

bitrary grids.

5.2 Numerical benchmarks

Random fields were simulated using approximate

square roots of various covariance matrices for

particles distributed on the unit sphere. The ap-

proximation is done by mean of a fixed preci-

sion (ε = 10−2) RandSVD with ufmm-accelerated

MVPs. Realizations are displayed on Figure 8 for

various length scales.

Accuracy. The sample covariance matrix C̃,

computed from the realizations as

C̃ =
1

nreal

nreal∑
i=1

(Yi − E(Yi))(Yi − E(Yi))
t (5)

, provides a good approximation of the experi-

mental covariance. Therefore we analyze the ac-

curacy of the method using the error between C̃
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and the actual covariance matrix C. In order to

limit the computational cost required by verifica-

tions, the error is computed on a subset of the

matrices. The accuracy of the method w.r.t. the

number of realizations nreal is presented in Ta-

bles 2 and 3. They show that ufmm- and smooth-

ufmm-accelerated RandSVD provide square roots

that generate correlated random fields with simi-

lar accuracies.

Performances. As shown by figure 4, for a

Gaussian correlation with ` = 0.5, building an

approximate square root with N = 72k, r = 70

takes about 20 seconds with the ufmm, 8 seconds

with the smooth-ufmm while it would take about

5 minutes with dense MMPs. For ` = 0.25, the

rank r and the computational times are about 3

times larger.

`G = 0.25 `G = 0.50

Figure 8: Realization of a Gaussian random field
on 72k points distributed on the unit sphere using
a Gaussian correlation. The approximate square
root was obtained by mean of a smooth-ufmm-
accelerated RandSVD (ε = 10−2).

6 Conclusion

We presented a new optimized H2-method for

computing fast MMPs, namely a FFT acceler-

ated variant of the bbfmm. The method is very

efficient compared to other optimized bbfmm in

both computational time and memory footprint.

The algorithm has been optimized for smooth

matrix kernels allowing for further improvement

of the performances. This hierarchical MMP

method has been implemented within a random-

ized SVD resulting in a significant acceleration

of the algorithm for low-rank covariance kernel

matrices. Finally, we used the hierarchical ran-

domized SVD to compute approximate low-rank

square root of covariance matrices and generate

correlated Gaussian random fields at a reasonable

cost compared to standard methods. The result-

ing approach is more robust than most existing

alternatives but obviously requires the matrices

to be relatively low-rank. The benefits of using

a hierarchical randomized SVD to approximate

square root of covariance matrices is illustrated

on a very basic but widely used and generic ap-

plication. More evolved applications are currently

addressed such as Sigma-Point Kalman Filters

(SPKF) for data assimilation in climatology or

Multi-Dimensional Scaling (MDS) for the classi-

fication of amazonian tree species.
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ufmm smooth-ufmm

nreal ‖C̃ − C‖2,rel ‖C̃ − C‖∞,rel

1 · 103 2.48 · 10−1 1.47 · 10−1
1 · 104 7.88 · 10−2 4.53 · 10−2
1 · 105 2.63 · 10−2 1.57 · 10−2
1 · 106 1.02 · 10−2 8.53 · 10−3

nreal ‖C̃ − C‖2,rel ‖C̃ − C‖∞,rel

1 · 103 2.48 · 10−1 1.57 · 10−1
1 · 104 7.88 · 10−2 5.68 · 10−2
1 · 105 2.67 · 10−2 1.84 · 10−2
1 · 106 1.09 · 10−2 1.09 · 10−2

1

Table 2: Error on the covariance matrix C w.r.t. the number of realizations nreal for a Gaussian
correlation and ` = 0.25. The sample covariance C̃, i.e., the experimental covariance, is computed
from the nreal realizations as Eq. 5.

ufmm smooth-ufmm

nreal ‖C̃ − C‖2,rel ‖C̃ − C‖∞,rel

1 · 103 1.31 · 10−1 1.12 · 10−1
1 · 104 3.75 · 10−2 4.56 · 10−2
1 · 105 1.41 · 10−2 1.76 · 10−2
1 · 106 4.72 · 10−3 5.95 · 10−3

nreal ‖C̃ − C‖2,rel ‖C̃ − C‖∞,rel

1 · 103 1.32 · 10−1 1.21 · 10−1
1 · 104 3.72 · 10−2 3.95 · 10−2
1 · 105 1.39 · 10−2 1.35 · 10−2
1 · 106 4.45 · 10−3 5.69 · 10−3

1

Table 3: Error on the covariance matrix C w.r.t. the number of realizations nreal for a Gaussian
correlation and ` = 0.5. The sample covariance C̃, i.e., the experimental covariance, is computed
from the nreal realizations as Eq. 5
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Appendices

A Convergence of the hi-

erachical methods w.r.t.

the point distribution

Here we present comparative results on the con-

vergence of the ufmm and smooth-ufmm with re-

spect to the interpolation order p for various ge-

ometries (unit sphere, cube, prolate sphere and

hyperbolic paraboloid). In particular we analyze

the influence of the length scale on the MVP er-

ror for the Gaussian correlation kernel. For all ge-

ometries the width of the bounding box is equal to

2. All computations where performed on a clus-

ter computer, namely plafrim/mirabelle: Hexa-

core Westmere Intel Xeon X5670 @ 2.93GHz with

96GB ram and 12MB L3 Cache.

Observations. The global fft will always have

the same cost at a given interpolation order, since

this method is oblivious of the shape of the dis-

tribution. On the other hand, the cost of the

hierarchical methods may vary significantly from

one distribution to another. Let us for instance

consider a Gaussian correlation with ` = 0.5. If

the particles are distributed in the cube (i.e., an

homogenous distribution) the cost of the global

fft lies somewhere between the ufmm and the

smooth-ufmm with optimal h, see Figure 9. If

the particles are distributed on a sphere (i.e.,

an heterogenous distribution) then the hierachi-

cal methods become faster than the global fft , see

Figure 10.

Other distributions Fig. 11 and Fig. 12

respectively confirm the previous observations

on the prolate ellipsoid and the hyperbolic

paraboloid, i.e., highly heterogeneous distribu-

tions. The associated octrees have larger depths

(h = 7) than for the unit sphere (h = 5), how-

ever in the lowest level a large number of cells are

empty. Consequently, the computational times

are only slightly larger than for the unit sphere.
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Figure 9: Computational time of a MVP w.r.t. the relative error magnitude using various algorithms:
ufmm and smooth-ufmm with p = 2 . . . 12, and global fft with p = 7 . . . 15. We used 72k particles
randomly distributed in a cube. Observations: ufmm and smooth-ufmm have approximately the same
cost when they share the same tree depth. The smooth-ufmm is significantly faster if we choose an
optimal tree depth, e.g., h = 4 represented in brown. If the Gaussian decreases sufficiently slow (i.e.,
the rank is sufficiently low), then the cost of the global fft is similar to the optimal smooth-ufmm.
However the global fft exhibits an instability for the highest interpolation order.
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Figure 10: Computational time of a MVP w.r.t. the relative error magnitude using various algo-
rithms: ufmm and smooth-ufmm with p = 2 . . . 12, and global fft with p = 7 . . . 15. We used 72k
particles randomly distributed on the unit sphere. Observations: ufmm and smooth-ufmm have ap-
proximately the same cost when they share the same tree depth. The smooth-ufmm is significantly
faster if we choose an optimal tree depth, e.g., h = 4 represented in brown. If the Gaussian decreases
sufficiently slow (i.e., the rank is sufficiently low), then the cost of the global fft is slightly lower than
the ufmm but the optimal smooth-ufmm still performs better.
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Figure 11: Computational time of a MVP w.r.t. the relative error magnitude using various algo-
rithms: ufmm and smooth-ufmm with p = 2 . . . 12, and global fft with p = 7 . . . 15. We used 72k
particles randomly distributed on a prolate ellipsoid (ratio 1:1:10). Observations: ufmm and smooth-
ufmm have approximately the same cost when they share the same tree depth. The smooth-ufmm
is significantly faster if we choose an optimal tree depth, e.g., h = 5 represented in brown. If the
Gaussian decreases sufficiently slow (i.e., the rank is sufficiently low), then the global fft performs
relatively well compared to the hierarchical variants.
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Figure 12: Computational time of a MVP w.r.t. the relative error magnitude using various algo-
rithms: ufmm and smooth-ufmm with p = 2 . . . 12, and global fft with p = 7 . . . 15. We used 72k
particles randomly distributed on a hyperbolic paraboloid (ratio 10:10:1). Observations: ufmm and
smooth-ufmm have approximately the same cost when they share the same tree depth. The smooth-
ufmm is significantly faster if we choose an optimal tree depth, e.g., h = 5 represented in brown. If
the Gaussian decreases sufficiently slow (i.e., the rank is sufficiently low), then the global fft performs
relatively well compared to the hierarchical variants.
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