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Le Pagerank des graphes al’eatoires non-oriéntés

Résumé : Le PageRank éprouve de nombreuses applications sur les domaines de recupera-
tion d’informations, systemes de reputions, apprentissage automatique, et partitionnement des
graphes. Dans ce travail, nous étudions le PageRank sur les graphes al’eatoires non-oriéntés avec
une propriete de dilatation, par exemple les graphes de Chung-Lu. Nous montrons que dans la
limite, lorsque la taille du graphe tend vers l’infini, le PageRank peut etre representé par un
mélange de la distribution de redemmarage et la distribution de dégrées des sommets du graphe.

Mots-clés : PageRank,



PageRank in undirected random graphs 3

1 Introduction

PageRank has numerous applications in information retrieval [20, 26, 30], reputation systems
[19,21], machine learning [3,4], and graph partitioning [1,11]. A large complex network can often
be conveniently modeled by a random graph. It is surprising that not many analytical studies are
available for PageRank in random graph models. We mention the work [5] where PageRank was
analysed in preferential attachment models and the more recent works [9,10] where PageRank was
analysed in directed configuration models. According to several studies [16,18,23,29] PageRank
and in-degree are strongly correlated in directed networks such as Web graph. Apart from some
empirical studies [8,27], to the best of our knowledge, there is no rigorous analysis of PageRank
on basic undirected random graph models such as the Erdős–Rényi graph [17] or the Chung-Lu
graph [13]. In this paper, we fill this gap and show that in these models PageRank can be
represented as a mixture of the restart distribution and the vertex degree distribution when the
size of the graph goes to infinity. First, we show the convergence in total variation norm for a
general family of random graphs with expansion property. Then, we specialize the results for the
Chung-Lu random graph model proving the element-wise convergence. We conclude the paper
with numerical experiments and several interesting future research directions.

2 Definitions

Let G(n) = (V (n), E(n)) denote a family of random graphs, where V (n) is a vertex set, |V (n)|= n,
and E(n) is an edge set, |E(n)|= m. Denote also by A(n) the associated adjacency matrix with
elements

A
(n)
ij =

{
1, if i and j are connected,
0, otherwise.

In this work, we analyze PageRank on undirected graphs and hence AT = A. At the same
time, our analysis easily extends to some families of weighted undirected graphs. We omit
the superscript index n when it is clear from the context. Let 1 be the vector of ones of an
appropriate dimension and let d = A1 be the vector of (weighted) degrees. It is helpful to define
D = diag(d), a diagonal matrix with the degree sequence on its diagonal. Let P = AD−1 be
the Markov transition matrix corresponding to the standard random walk on the graph and
let Q = D−1/2AD−1/2 be the symmetrized transition matrix. In this paper we work with
column stochastic matrices. Note that the symmetrized transition matrix is closely related to
the normalized Laplacian L = I − D−1/2AD−1/2 = I − Q [12]. Further we will also use the
resolvent matrix R = [I − αP ]−1 and the symmetrized resolvent matrix S = [I − αQ]−1.

Note that since Q is a symmetric matrix, its eigenvalues λi, i = 1, ..., n are real and can be
arranged in decreasing order, i.e., λ1 ≥ λ2 ≥ ... . In particular, we have λ1 = 1. The value
δ = 1−max{|λ2|, |λn|} is called the spectral gap.

In what follows, let K be an arbitrary constant that is not the same everywhere and may
change even from one line to the next (of course, not causing any inconsistency).

For two functions f(n), g(n) g = O(f), if ∃C, a constant such that | gf | ≤ C, for large n, and

g = o(f) if lim supn→∞| gf | = 0. Additionally, by f ≫ g, we mean that f > Cg for any constant
C for n large enough.

An event E is said to hold with high probability (w.h.p.) if Pr(E) ≥ 1 − O(n−c) for some
c > 0. Recall that if a finite number of events hold true w.h.p., then so does their intersection.
Furthermore, we say that a sequence of random variables in (Ω,F , P ) Xn = o(1) w.h.p. if there
exists a function ψ(n) = o(1) such that the event {Xn ≤ ψ(n)} holds w.h.p.

In the present work, we consider families of random graphs with the following two properties:

RR n° XXX



4 Konstantin & Arun et al

Property I: W.h.p., d
(n)
max/d

(n)
min ≤ K, where d

(n)
max and d

(n)
min are the maximum and minimum

degrees, respectively.

Property II: W.h.p., max{|λ(n)2 |, |λ(n)n |} = o(1).

The above two properties can be regarded as a variation of the expansion property. In the
standard case of an expander family, one requires the graphs to be regular and the spectral
gap δ = 1 − max{|λ2|, |λn|} to be bounded away from zero (see, e.g., [28]). Property I is a
relaxation of the regularity condition, whereas Property II is stronger than the requirement for
the spectral gap to be bounded away from zero. Properties I and II allow us to consider several
standard families of random graphs such as Erdős–Rényi graphs, regular random graphs with
increasing average degrees, and Chung-Lu graphs. For Chung-Lu graphs Property I imposes
some restriction on the degree spread in the graph. It is worth noting that as a consequence of
Property I we consider graphs that are always connected (dmin > 0) w.h.p.

Recall that the Personalized PageRank vector with a restart distribution vector v is defined
as a stationary distribution of the modified Markov chain with the transition matrix

P̃ = αP + (1− α)v1T ,

where α is a so-called damping factor [20]. We also recall the following useful formula for the
Personalized PageRank π when α < 1 (see, e.g., [22])

π = (1− α)[I − αP ]−1v = (1− α)Rv. (1)

3 Convergence in total variation

We recall that for two discrete probability distributions u and v, the total variation distance
dTV(u, v) is defined as dTV(u, v) = 1

2

∑
i|ui − vi|. This can also be thought of as a 1-norm

distance measure in the space of probability vectors, wherein for x ∈ R
n, 1-norm ‖x‖1 =

∑
i|xi|,

and since for any probability vector πn, ‖πn‖1 = 1 ∀n, it makes sense to talk about convergence
in 1-norm or TV-distance. Now we are in a position to formulate the following result.

Proposition 1 Let a family of graphs G(n) satisfy Properties I and II. If, in addition, ‖v‖2 =
O(1/

√
n) 1, the PageRank can be asymptotically approximated in total variation norm by a

mixture of the restart distribution v and the vertex degree distribution. Namely, w.h.p.

dTV (π
(n), π̄(n)) = o(1) as n→ ∞,

where

π̄(n) =
αd(n)

vol(G(n))
+ (1− α)v,

and vol(G(n)) =
∑

i d
(n)
i .

The above expression for the asymptotic PageRank vector is interesting in two respects:
first it tells us that the rank vector asymptotically behaves like a convex combination of the
stationary vector of a standard random walk with transition matrix P ; with the weight being α,
and secondly, it starts to resemble the stationary vector as α tends to 1.

1For a vector x ∈ Rn, ‖x‖
2
=

√
∑

i|xi|2 is the 2-norm.

Inria



PageRank in undirected random graphs 5

Proof: We only consider the case in which 0 < α < 1, since when α = 0 or α = 1, the
statement of the theorem holds trivially.

We first note that the matrix Q can be written as follows by Spectral Decomposition Theorem
[6]:

Q = u1u
T
1 +

n∑

i=2

λiuiu
T
i , (2)

where 1 = λ1 ≥ λ2 ≥ . . . ≥ λn are the eigenvalues and {u1, u2, . . . un} are the corresponding

orthogonal eigenvectors, ui ∈ R
n, ‖ui‖2 = 1, and u1 = D1/21/

√
1TD1 is the Perron–Frobenius

eigenvector. Next, we rewrite (1) in terms of the matrix Q

π = (1− α)D1/2[I − αQ]−1D−1/2v.

Substituting (2) into the above equation, we obtain

π = (1− α)D1/2

(
1

1− α
u1u

T
1 +

n∑

i=2

1

1− αλi
uiu

T
i

)
D−1/2v

= D1/2u1u
T
1D

−1/2v + (1− α)D1/2



∑

i6=1

1

1− αλi
uiu

T
i


D−1/2v.

Let us denote the error by ǫ = π − π̄. Then, we can write

ǫ = π − αD1/2u1u
T
1D

−1/2v − (1 − α)D1/2ID−1/2v

= (1− α)D1/2




∑

i6=1

uiu
T
i

1− αλi
− (I − u1u

T
1 )



D−1/2v

= (1− α)D1/2




∑

i6=1

uiu
T
i

αλi
1− αλi



D−1/2v.

Now let us bound the 1-norm ‖ǫ‖1 of the error:

‖ǫ‖1 /(1− α) =

∥∥∥∥∥∥
D1/2



∑

i6=1

uiu
T
i

αλi
1− αλi


D−1/2v

∥∥∥∥∥∥
1

≤ C
√
dmax/dmin

√
nmax(|λ2|, |λn|) ‖v‖2 (3)

by using
‖Ax‖

1

‖x‖
2

≤ √
n

‖Ax‖
2

‖x‖
2

≤ √
n ‖A‖2 ,2 for any A and x, the submultiplicative property of

matrix norm3 and the fact that ‖A‖2 = maxi|λi| if A is Hermitian [6]. Hence we have that
‖ǫ‖1 = o(1) w.h.p., under Properties I and II, when ‖v‖2 = O(1/

√
n). �

Note that in the case of the standard PageRank, vi = 1/n implies ‖v‖2 = O(1/
√
n), but

Theorem 1 also admits more general restart distributions than the uniform one.

2For any matrix A ∈ Rm,n, ‖A‖
2
= supx,‖x‖

2
=1

‖Ax‖
2
. [6]

3For two matrices A ∈ Rm,n, and B ∈ Rn,p, ‖AB‖
2
≤ ‖A‖

2
‖B‖

2
,

RR n° XXX



6 Konstantin & Arun et al

Corollary 1 The statement of Theorem 1 also holds with respect to the weak convergence, i.e.,

for any function f on V such that maxx∈V |f(x)|≤ 1,

sup

{
∑

v

f(v)πv −
∑

v

f(v)π̄v

}
= o(1) w.h.p.

Proof: This follows from Theorem 1 and the fact that the left-hand side of the above equation
is upper bounded by 2 dTV(πn, π̄n) [24]. �

4 Chung-Lu random graphs

In this section, we analyze the asymptotics of the PageRank vector in random graphs. As a
model of random graphs we consider the Chung-Lu model [13], which is a generalization of the
Erdős–Rényi graph model, and hence our results naturally hold for Erdős–Rényi graphs also. The
spectral properties of Chung-Lu graphs have been studied extensively in a series of papers [14,15].

4.1 Chung-Lu random graph model

Let us first provide a definition of the Chung-Lu random graph model.

Definition 1 (Chung-Lu random graph model) A Chung-Lu graph G(w) with an expected

degree vector w = (w1, w2, . . . wn), where wi are positive real numbers, is generated by drawing an

edge between any two vertices vi and vj independently of all others with probability pij =
wiwj∑

k
wk
,

with the condition of existence maxi w
2
i ≤

∑
k wk.

Below we specify a corollary of Theorem 1 as applied to these graphs. But before that we
need the following lemmas about Chung-Lu graphs mainly taken from [14,15].

Lemma 1 If the expected degrees w1, w2, . . . wn satisfy wmin ≫ log(n), then in G(w) we have,

w.h.p., maxi| di

wi
− 1|= o(1).

This result is shown in the sense of convergence in probability in [15], but it can be extended
to the above result using Bernstein Concentration Lemma [7]:

Pr{|Yn − EYn|≥ ǫ} ≤ 2 exp
−ǫ2

2(B2
n + bǫ/3)

,

where B2
n = E(Yn − EYn)

2, Sn = X1 + . . . Xn, Xi are independent, and |Xi|≤ b. Applying this
lemma to the degrees di of the Chung-Lu graph we see that

Pr

(
max
1≤i≤n

∣∣∣∣
di
wi

− 1

∣∣∣∣ ≥ β

)
≤ 2

nc/4−1
, if β ≥

√
c log(n)

wmin
= o(1)

if wmin ≫ log(n).

Lemma 2 If wmax ≤ Kwmin, and w̄ =
∑

k wk/n ≫ log6(n), then for G(w) we have almost

surely

‖C‖2 =
2√
w̄
(1 + o(1)),

where C =W−1/2AW−1/2 − χTχ, W = diag(w), and χi =
√
wi/
∑

k wk is a row vector.

Inria



PageRank in undirected random graphs 7

This lemma is an application of Theorem 5 in [14]. It can be verified that when wmax ≤
Kwmin and w̄ ≫ log6(n), the condition in Theorem 5 is satisfied, namely, wmin ≫

√
w̄ log3(n),

and hence the result follows.

Lemma 3 For G(w) with wmax ≤ Kwmin, and w̄ ≫ log6(n),

max(λ2(P ),−λn(P )) = o(1) w.h.p.,

where P is the Markov matrix.

Proof: We have ||Q −W−1/2AW−1/2||= o(1) w.h.p. using Lemma 1 and the same argument
as in the last part of the proof of Theorem 2 in [15]. From this, using Bauer-Fike Lemma [6],
we get |λi(P ) − λi(W

−1/2AW−1/2)|= o(1) w.h.p. Then, using Lemma 3, we conclude that
maxi=1,2,...n|λi(C)|= o(1) for w̄ ≫ O(log6(n)), as a consequence of Bauer-Fike Lemma and the
fact that χTχ is unit rank. So, maxi=1,2...n|λi(P )|≤ maxi=1,2..n|λi(C)|+|λi(P ) − λi(C)|= o(1)
w.h.p. �

Corollary 2 Let ‖v‖2 = O(1/
√
n), and α < 1. Then PageRank π of the Chung-Lu graph can

asymptotically be approximated in TV distance by π̄, if w̄ ≫ log6(n) and wmax ≤ Kwmin for

some K that does not depend on n.

Proof: Using Lemma 1 and the condition that wmax ≤ Kwmin, one can show that ∃K ′

s.t.
dmax

dmin
≤ K

′

w.h.p. Then the result is a direct consequence of Lemma 3 and the inequality
from (3). �

We further note that this result holds also for Erdős-Rényi graphs G(n, p) with npn ≫ log6(n),
where we have (w1, w2, . . . wn) = (npn, npn, . . . npn)

4.2 Element-wise convergence

Earlier in this section, we proved the convergence of PageRank in TV distance for Chung-Lu
random graphs. Note that since each component of PageRank could decay to zero as the graph
size grows to infinity, this does not necessarily guarantee a convergence in an element-wise sense.
In this section, we provide a proof for our convergence conjecture to include the element-wise
convergence of the PageRank vector. Here we deviate slightly from the spectral decomposition
technique and eigenvalue bounds used hitherto, and instead rely on well-known concentration
bounds to bound the error in convergence.

Let Π̄ = diag{π̄1, π̄2, . . . π̄n} be a diagonal matrix whose diagonal elements are made of the

components of the approximated PageRank vector and δ̃ = Π̄−1(π − π̄), i.e., δ̃i = (πi − π̄i)/π̄i.
Then

δ̃i =

(
(1− α)vi + α

di
vol(G)

)−1

D1/2

∑

j 6=1

αλj
1− αλj

uju
T
j D

−1/2v




i

.

Therefore,
∥∥∥δ̃
∥∥∥
∞

≤
∑

i di/n

αdmin

√
dmax

∥∥∥∥∥∥

∑

i6=1

αλi
1− αλi

uiu
T
i ṽ

′

∥∥∥∥∥∥
∞

, (4)

where ṽ′ ≡ nD−1/2v, and
∥∥∥δ̃
∥∥∥
∞

= maxi|δ̃i|.
Define Q̃ = Q−u1uT1 , the restriction of the matrix Q to the orthogonal subspace of u1. Later

in this section we prove the following lemma.

RR n° XXX



8 Konstantin & Arun et al

Lemma 4 For a Chung-Lu random graph G(w) with expected degrees w1, w2, . . . wn, where wmax ≤
Kwmin and wmin ≫ log(n), we have with high probability,

∥∥∥Q̃ṽ′
∥∥∥
∞

= o(1/
√
wmin), when

vi = O(1/n) ∀i.

The next lemma is related to the matrix S = (I − αQ)−1, as defined earlier in the paper.

Lemma 5 Under the conditions of Lemma 4, ‖S‖∞ ≤ C w.h.p., where C is a number independent

of n that depends only on α and K.

Proof: Note that S = (I−αQ)−1 = D−1/2(I−αP )−1D1/2. Therefore, ‖S‖∞ ≤
√

dmax

dmin

∥∥(I − αP )−1
∥∥
∞

and the result follows since
∥∥(I − αP )−1

∥∥
∞ ≤ 1

1−α [22] and using Lemma 1. �

Proposition 2 Let vi = O(1/n) ∀i, and α < 1. PageRank π converges element-wise to π̄ = (1−
α)v+αd/vol(G), in the sense that maxi (πi − π̄i)/π̄i = o(1) w.h.p., on the Chung-Lu graph with

expected degrees {w1, w2, . . . wn} such that wmin > logc(n) for some c > 1 and wmax ≤ Kwmin,
K being a constant independent of n.

Proof: Define Z :=
∑

i6=1
αλi

1−αλi
uiu

T
i . We then have:

Z =

n∑

i=1

αλi
1− αλi

uiu
T
i − α

1− α
u1u

T
1 = (I − αQ)−1αQ− α

1− α
u1u

T
1

= S

[
αQ− α

1− α
(I − αQ)u1u

T
1

]
= αSQ̃

Using Lemmas 5 and 4, and equation (4), we have:

∥∥∥δ̃
∥∥∥
∞

= C

∑
i di/n

dmin

√
dmaxo(1/

√
wmin) = C

(
dmax

dmin

) 3

2

o(1), (5)

which using Lemma 1 is o(1) w.h.p. �

Corollary 1 (Erdős–Rényi graphs) For an Erdős-Rényi graph G(n, p) with npn ≫ log(n),
we have that asymptotically the personalized PageRank π converges pointwise to π̄ for v such that

vi = O(1/n).

Proof for Lemma 4: From Lemma 1, we have for Chung-Lu graphs that: di = wi(1 + ǫi),
where ω ≡ maxi ǫi = o(1) with high probability. In the proof we assume explicitly that vi = 1/n,
but the results hold in the slightly more general case where vi = O(1/n) uniformly ∀i, i.e., ∃K
such that maxi nvi ≤ K. It can be verified easily that all the bounds that follow hold in this
more general setting. The event {ω = o(1)}, holds w.h.p. asymptotically from Lemma 1. In this
case, we have

∑

j

(
Aij√
didj

−
√
didj∑
i di

)
vj√
dj

=
∑

j

(
Aij√
didj

−
√
didj∑
k dk

)
vj√
wj

(1 + εj)

where εj is the error of convergence, and we have maxj εj = O(ω). Therefore,

∥∥∥Q̃ṽ′
∥∥∥
∞

≤
∥∥∥Q̃q

∥∥∥
∞

+max
i
εi

∥∥∥Q̃q
∥∥∥
∞

≤
∥∥∥Q̃q

∥∥∥
∞

(1 + o(1)) w.h.p.,

Inria



PageRank in undirected random graphs 9

where q is a vector such that qi =
nvi√
wi
. Furthermore, we have w.h.p.

Aij√
didj

−
√
didj∑
k dk

=
Aij√

wi(1 + ǫi)wj(1 + ǫj)
−
√
wi(1 + ǫi)wj(1 + ǫj)∑

k wk(1 + ǫk)

=
Aij√
wiwj

(1 +O(ǫi) +O(ǫj))−
√
wiwj∑
k wk

(
1 +O(ǫi) +O(ǫj)

1 +O(ω)

)

=

(
Aij√
wiwj

−
√
wiwj∑
k wk

)
(1 + δij),

where δij is the error in the ijth term of the matrix and δij = O(ω) uniformly, so that maxij δij =

o(1) w.h.p. Consequently, defining Q̃ij =
Aij√
wiwj

−
√
wiwj∑
k
wk

we have:

∥∥∥Q̃q
∥∥∥
∞

≤
∥∥∥Q̃q

∥∥∥
∞

+max
i

|
∑

j

Q̃ijδijqj |

≤
∥∥∥Q̃q

∥∥∥
∞

+O(ω)max
i

1√
wmin

∑

j

|Q̃ij |

≤
∥∥∥Q̃q

∥∥∥
∞

+ o(1)
1√
wmin

(√
wmax

wmin
+
wmax

wmin

)
(6)

≤
∥∥∥Q̃q

∥∥∥
∞

+ o(1/
√
wmin) (7)

where in (6) we used the fact the O(ω) is a uniform bound on the error and it is o(1), and the

fact that maxi
∑

j |Q̃ij |≤ maxi
∑

j
Aij√
wiwj

+
∑

j

√
wiwj∑
k
wk

≤
√

wmax

wmin
+ wmax

wmin
from simple bounds,

and maxj qj ≤ 1√
wmin

. Now we proceed to bound
∥∥∥Q̃q

∥∥∥
∞
. Substituting for qi =

1√
wi
, we get

∑

j

1
√
wj

(
Aij√
wiwj

−
√
wiwj∑
k wk

)
=
∑

j

1

wj
√
wi

(
Aij −

wiwj∑
i wi

)
≡ 1√

wi
Xi. (8)

We seek to bound maxi|Xi|: Xi =
∑

j
1
wj

(
Aij − wiwj∑

i
wi

)
≡ Yn − EYn, where Yn =

∑
j

Aij

wj
.

Furthermore, EX2
n =

∑
j

1
w2

j

E(Aij − pi)
2, with pi =

wiwj∑
wi
. So, ES2

n ≤ wi∑
i wi

∑
j

1
wj

≤ n pi

wmin
, and

Aij

wj
≤ 1/wmin. Therefore by use of Bernstein Concentration Lemma for ǫ < nmaxi pi:

Pr



max

i
|
∑

j

(Aij − pij)/wj |≥ ǫ



 ≤ nmax

i
exp(− ǫ2

2(pin/wmin) + ǫ/wmin
)

≤ nmax
i

exp(− wminǫ
2

2(npi + ǫ)
) ≤ n exp(−ǫ2wmin/(4nmax

i
pi))

≤ n exp(
−ǫ2volwmin

4wmaxn
),

where vol

n =
∑

i wi

n ≥ wmin. It can be verified that when ǫ = 1
(w̄)α for example, for some

α > 0, the probability above can be upper bounded by n−(γK−1), if w̄ ≥ (γ log(n))
1

1−2α , for
some γ large enough, which can be easily satisfied if wmin ≫ O(logc(n)), for some c > 1. Thus,
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Figure 1: Log-log plot of maximum relative error for Erdős–Rényi and Chung-Lu graphs
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Figure 2: Log-log plot of TV distance error for Erdős–Rényi and Chung-Lu graphs

finally, from (8) and (7) we have
∥∥∥Q̃q

∥∥∥
∞

= o(1/
√
wmin), w.h.p., and therefore from (6), we get

∥∥∥Q̃ṽ′
∥∥∥
∞

= o(1/
√
wmin).

�

5 Experimental results

In this section, we provide experimental evidence to further illustrate the analytic results obtained

in the previous sections. In particular, we simulated Erdős–Rényi graphs with pn = C log7(n)
n

and Chung-Lu graphs with the degree vector w sampled from a geometric distribution so that
the average degree w̄ = O(n1/3), clipped such that wmax = 7wmin, for various values of graph

size, and plotted the maximum of relative error δ̃ and TV distance error ‖δ‖1, respectively, in
Figures 1 and 2. As expected, both these errors decay as functions of the graph size, which
illustrates that the PageRank vector does converge to the asymptotic value. In the interest of
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Figure 3: Log-log plot of TV distance and maximum relative error for power-law graphs
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Figure 4: Log-log plot of TV distance and maximum relative error for ER-graph when v = e1

exploration, we also conducted simulations on power-law graphs with exponent 5, and it appears
that PageRank converges for these graphs as well, albeit the decay of the error being slightly
noisier than observed in the previous examples (see Figure 3). This requires further study.

Furthermore, we see that when vi = 1 for some i the convergence doesn’t hold (Figure 4 in
the case of Erdős–Rényi graphs). Whereas we see from our analysis that if vk = 1 for some k,

the quantity
∥∥∥Q̃D−1/2v

∥∥∥
∞
, becomes:

max
i

∣∣∣∣∣∣

∑

j

(
Aij√
didj

−
√
didj∑
l dl

)
vj/
√
dj

∣∣∣∣∣∣
= max

i

1√
didk

∣∣∣∣Aik − didk∑
l dl

∣∣∣∣ ,

which is O
(

1√
wminwk

)
and does not fall sufficiently fast.
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6 Conclusions

In this work, we showed that when the size of a graph tends to infinity, the PageRank vector lends
itself to be approximated by a mixture of the restart distribution and the degree distribution,
subject to some conditions for a class of random graphs. In future, we would like to relax some
of these conditions, especially the condition on degree spread. This condition can be relaxed as
demonstrated by simulations on power-law graphs. In addition, we would like to obtain closer
bounds on the error for Chung-Lu graphs as empirical evidence suggests these can be improved
too.
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