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Abstract—In this letter, we propose a new shift operator for graph signals, enforcing that our operator is isometric. Doing so, we ensure that as many properties of the time shift as possible get carried over. Finally, we show that our operator behaves reasonably for graph signals.

Index Terms—Graph signal processing, graph translation.

I. INTRODUCTION

Many datasets are actually structured as networks of entities, with relations of various nature between these entities. Data needing to be studied lie then on these entities. We can cite the work load in a computer network, the protein ratio in a gene-regulatory network, or the peer activities in a social network as examples. Such datasets are the subject of the emerging field of signal processing on graphs. Using tools borrowed and adapted from the classical signal processing toolbox, this field aims at studying these structured datasets. Whereas the subject of classical signal processing has been the study of signals supported by well defined Euclidean structures, general graphs face here the challenge of not having the mathematical comfort of the properties of Euclidean structures.

Yet, the field has seen several successes recently [12], and the toolbox of graph signal processing is growing stronger. Among the challenges not yet fully addressed, the problem of an equivalence of the time shift operator is of particular interest. Indeed, the time shift operator is at the very core of time series since its action is that of time passing by. Also, the entire field of Linear Time Shift Invariant (LTSI) filtering is dedicated to operators invariant by this time shift. Among its important properties, this operator is linear, acts as a convolution of the signal with a Kronecker’s delta δ_1 located at n = 1, and is isometric w.r.t. the ℓ_2-norm: \|T\{x\}\|_2 = \|x\|_2 = (\sum_n |x[n]|^2)^{1/2}.

Another central tool for time series analysis is the Fourier transform given by \(X(\omega) = \sum_n x[n]e^{-i\omega n\tau_s}\), for any (angular) frequency \(\omega\). By duality of the time sampling, \(X(\omega)\) is periodic of period \(\frac{2\pi}{\tau_s}\), thus allowing to restrict the study of \(X(\omega)\) to \([0, \frac{2\pi}{\tau_s}]\). For simplicity, reduced frequencies \(\tilde{\omega} = \omega \tau_s\) are used in the definition of the Discrete Fourier Transform (DFT) and its inverse:

\[
X(\tilde{\omega}) = \sum_{n=-\infty}^{+\infty} x[n]e^{-i\tilde{\omega} n}, \quad \tilde{\omega} \in [0, 2\pi] \tag{1}
\]

\[
x[n] = \frac{1}{2\pi} \int_{0}^{2\pi} X(\tilde{\omega})e^{i\tilde{\omega} n} d\tilde{\omega}. \tag{2}
\]

In the analysis of \(N\)-periodic time series, i.e. \((N\tau_s)\)-periodic signals, the set of reduced frequencies \(\omega_k = 2\pi \frac{k}{N}\) with \(k \in \{0, \ldots, N-1\}\) is a basis of this space of periodic time series. Eq. (2) becomes:

\[
x[n] = \frac{1}{N} \sum_{k=0}^{N-1} X(\omega_k)e^{i\omega_k n}. \tag{3}
\]

In the DFT, lower reduced frequencies are close to 0 or 2\(\pi\), and higher frequencies close to \(\pi\). For example, the time series \(x[n] = \cos\left(\frac{\pi}{N} n\right)\) gives \(X(\omega_1) = X(\omega_{N-1}) = \frac{N-1}{N}\) and \(X(\omega_k) = 0\) elsewhere, coherent with \(x\) being a low frequency time series.

Finally, the eigenvectors of the time shift are the Fourier modes \(e_{\omega}[n] = e^{i\omega n}\), and its eigenvalues the complex exponentials \(e^{-i\omega}\) such that:

\[
T(e_{\omega})[n] = e^{-i\omega} e_{\omega}[n]. \tag{4}
\]

Therefore, the time shift behaves as a phase shifting operator on the Fourier modes. In this letter, we propose a new shifting operator on graph signals by analogy to these properties.

II. BACKGROUND

A. Time Series

Let \(x[n] = x(n\tau_s)\) be a time series with \(\tau_s\) the sampling period. Let \(T\) be the time shift operator such that \(T\{x\}[n] = x[n-1]\). This operator is at the very core of time series since its action is that of time passing by. Also, the entire field of Linear Time Shift Invariant (LTSI) filtering is dedicated to operators invariant by this time shift. Among its important properties, this operator is linear, acts as a convolution of the signal with a Kronecker’s delta \(\delta_1\) located at \(n = 1\), and is isometric w.r.t. the \(\ell_2\)-norm: \(\|T\{x\}\|_2 = \|x\|_2 = (\sum_n |x[n]|^2)^{1/2}\).

Among the challenges not yet fully addressed, the problem of an equivalence of the time shift operator is of particular interest. Indeed, the time shift operator is at the very core of time series since its action is that of time passing by. Also, the entire field of Linear Time Shift Invariant (LTSI) filtering is dedicated to operators invariant by this time shift. Among its important properties, this operator is linear, acts as a convolution of the signal with a Kronecker’s delta \(\delta_1\) located at \(n = 1\), and is isometric w.r.t. the \(\ell_2\)-norm: \(\|T\{x\}\|_2 = \|x\|_2 = (\sum_n |x[n]|^2)^{1/2}\).

B. Signal Processing on Graphs

We start by presenting signal processing on graphs, the novel field studying signals supported by vertices of a graph. Let \(G = (V, E)\) be a graph with \(V\) the set of vertices and
$E \subseteq V \times V$ the set of edges between vertices. Let $N = |V|$ be the number of vertices. The adjacency matrix of the graph $G$ is $A$ with $a_{ij}$ the weight of the edge $ij$ or 0 if there is no edge from $i$ to $j$. A graph signal is a function $X : V \to \mathbb{C}$ assigning a sample to each vertex. X is represented as a column vector of $\mathbb{C}^N$, its $i^{th}$ component being the sample on the $i^{th}$ vertex.

We consider in this letter only symmetric graphs for which $ij$ is an edge if and only if $ji$ is an edge. The adjacency matrix of a symmetric graph is symmetric. We define the Laplacian matrix $L = D - A$ where $D$ is the diagonal matrix of degrees $d_{ii} = \sum_j a_{ij} = d_i$. $L$ is symmetric positive semidefinite [4]. $L$ has a set of orthonormal eigenvectors $\chi_i$ associated with non-negative eigenvalues $\lambda_i$, with $L\chi_i = \lambda_i\chi_i$ and $0 = \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{N-1}$ [14]. We will suppose the graph to be connected (i.e. there is a path between any two pair of vertices in the graph) in which case $L$ has only one eigenvalue zero [4].

Performing signal processing on such a graph consists in finding a meaningful set of modes to analyse signals. Most often [14], the positive semidefinite property of the Laplacian is used to define the Fourier transform matrix $F$ as the projection on the eigenspace of eigenvectors $L \{\chi_0, \ldots, \chi_{N-1}\}$. The same property ensures that $F^{-1} = F^*$ and an equivalence of Parseval’s identity is verified. The Laplacian matrix is then $L = F^*\Lambda F$, with $\Lambda$ the diagonal matrix of the eigenvalues $\lambda_i$.

We denote $\tilde{X} = FX$ the projection of the signal $X$ on the Fourier basis. The (generalised) convolution of two signals is then defined as a multiplication in the Fourier domain [13]:

$$ (X \ast Y)(i) = \sum_{l=0}^{N-1} \tilde{X}(i)\tilde{Y}(l)\chi_l(i). \quad (5) $$

The associated convolutive operator is $H = F^* \text{diag}(\tilde{X})F$ such that $HY = X \ast Y$. More generally, given a linear operator $H$, $\tilde{H} = FHF^*$ denotes the expression of $H$ in the Fourier domain.

Given the complexity of the graph structure, and the properties it misses compared to Euclidean spaces, a definition of signal processing on graphs that everyone would agree on is challenging. In particular, several key tools of classical signal processing have been recently generalised to the graph structure using different approaches. Examples include the Fourier transform [14], [12], wavelet decomposition [5], [10], or the fundamental operation of translation that is at the core of temporal signal processing [12], [15]. The translation being the subject of this letter, we present two translation operators recently proposed.

1) Generalised Translations: D. Shuman, B. Ricaud & P. Vandergheynst define the generalised translations [13] from the observation that shifting a time series by $k$ samples is equivalent to performing the convolution of the signal with a Kronecker’s delta located at $k$. A generalised translation operator is then an operator $\tilde{T}_k$ such that $\tilde{T}_k X = \sqrt{N} \delta_k \ast X$. In the Fourier domain, this can be written as $\tilde{T}_k = \sqrt{N} \text{diag}(\delta_k)$, i.e. as a diagonal matrix of diagonal $\sqrt{N}\delta_k$. These operators are linear and convolutive.

2) Graph Shift: A. Sandryhaila and J. Moura proposed to use the linear operator defined by the adjacency matrix $A$ as the equivalent of the time shift for graph signals, and call it the graph shift [12]. They define the Fourier transform as the projection on the eigenvectors of the graph shift. This definition is possible for any kind of graph, symmetric or not, and any weight on the edges. However, if $A$ is not diagonalisable, then the Jordan decomposition is used to obtain generalised eigenvectors. The graph shift is justified by analogy to signal processing on periodic time series. Indeed, periodic time series can be seen as signals on a circular oriented graph with as many vertices as samples in a period. In this context, the graph shift is exactly the time shift for $N$-periodic time series. In this letter, we only consider symmetric graphs such that $A$ is always diagonalisable. The graph shift is then an operator shifting the value on one vertex to its neighbours according to the weights of the edges.

### III. Graph Translation

Both the generalised translations and the graph shift are not isometric operators with respect to the $\ell_2$-norm. This property being mathematically comfortable to obtain a tractable invariance property for graph signals, we propose in this section to define a new shift operator verifying it. Also, similarly to the time shift, the graph shift and the generalised translations, we define a graph translation operator that is both linear and convolutive. We will denote $T_{\tilde{G}}$ the matrix representation of this operator and call it the graph translation. Since $T_{\tilde{G}}$ is a convolutive operator, $\hat{T}_{\tilde{G}}$ is a diagonal matrix.

#### A. Enforcing Isometry

We design the graph translation as an isometric operator with respect to the $\ell_2$-norm $\|X\|_2 = (\sum_i |X(i)|^2)^{1/2}$. From an energy point of view, this is equivalent to saying that the energy of the signal is left unchanged. The use of this norm follows the convention of graph signal energy found in the literature [12], [15], [1]. Since $T_{\tilde{G}}$ is diagonal, isometry forces each component of this diagonal to be unimodular. Therefore, $T_{\tilde{G}} = \exp(\hat{n}\Omega)$ with $\hat{\Omega}$ a diagonal matrix, leading to:

$$ T_{\tilde{G}} = \exp(\hat{n}\Omega). \quad (6) $$

Another approach enforcing isometry would be to consider a non isometric operator $H$ and construct an isometric variant by means of output normalisation. This composed operator produces an isometric operator $H^{\text{iso}}$. However, unless $X \mapsto \|HX\|_2$ is a constant function, it is not linear, nor does it preserve the Power Spectrum Density (PSD) $|\hat{X}|^2$ of the signal.

A better approach to define $H^{\text{iso}}$ is to enforce $H^{\text{iso}} = \exp(\hat{n}\Omega)$. If $\hat{H}$ is diagonal, i.e. $H$ is a convolutive operator, and $|\hat{H}| \leq 1$, then we can enforce $\text{Re}(H^{\text{iso}}) = H$ by using $\Omega = \text{acos}(H)$: $H^{\text{iso}} = \exp(\text{iaso}(\text{acos}(H)))$. In particular, we can isomiserise any generalised translation $T_i^{\text{iso}} = e^{\text{iaso}(\text{acos}(\tfrac{i}{N}\delta_k))}$.

#### B. The matrix $\Omega$

Given the general form (6), we now need to specify the matrix $\Omega$ to identify a shift operator. We propose to proceed by analogy to the temporal case to specify the expression of $T_{\tilde{G}}$. Indeed, in the context of time series, the phase shift of a mode of frequency $\omega$ by the time shift operator is $-\omega$ as shown in (4). We build upon this observation to define $\hat{\Omega}$.
To define frequencies on a graph, we follow the observation in [10] in which the graph Laplacian $L$ can be seen as an approximation of the continuous Laplacian $\Delta$ (up to a change of sign). More precisely, the (temporal) Fourier modes being eigenvectors of the continuous Laplacian:

$$\Delta e^{j\omega t} = -\omega^2 e^{j\omega t},$$

the eigenvalues of the continuous Laplacian are the opposite of the squared frequencies. In other words, the phase shifts are the square roots of the eigenvalues of the continuous Laplacian. This parallel can also be found in [2] where the authors prove that the graph Laplacian is an approximation of the Laplace-Beltrami operator on a manifold and that the graph Laplacian converges to the Laplace-Beltrami operator as the sampling of the manifold densifies.

Back to our graph setting, we propose to transpose this into the graph frequencies $\omega_l = \sqrt{\lambda_l}$, $-\omega_l$ being then the $l$th entry of the matrix $\Omega$ by analogy to (4):

$$\hat{\Omega} = -\sqrt{\Lambda},$$

with $\Lambda$ the non-negative diagonal matrix of the eigenvalues of $L$. Choosing between positive and negative signs for the graph frequencies $\omega_l$ is an open question. In the temporal case, positive reduced frequencies lying in $[0, \pi]$ are paired with negative frequencies in $(\pi, 2\pi) = (-\pi, 0) \mod 2\pi$ to produce the modes of the Fourier series. For graphs, frequencies are in general not paired by opposite frequencies, and choosing one sign or the other is a question that still needs to be elucidated. To ease the intuition, we propose in this letter to use only positive frequencies. The question of reduced frequencies is addressed in the next section.

C. Reduced Graph Frequencies

We saw that for time series, the Fourier transform is studied on the interval $[0, \frac{\pi}{T}]$. This interval is rescaled to match the interval $[0, 2\pi]$, defining the reduced frequencies. In this section, we propose a definition of reduced graph frequency such that they lie in the interval $[0, \pi]$, according to our choice of considering only positive frequencies.

To achieve this goal, we propose to use theoretical bounds on $\lambda_{N-1}$ proposed in the literature. The authors of [6] have proven the following upper bound (among others) on the eigenvalues of the Laplacian matrix:

$$\rho_G = \max_{i \in V} \sqrt{2d_i (d_i + d_j)}$$

with $d_i = \sum_{j \in E} w_{ij} d_j / d_i$. (9)

This upper bound has the interesting property of being met only when the graph is bipartite regular, in other words when the vertices of the graph can be partitioned in two sets with edges only between those two sets (bipartite), and all vertices have same degree $d_i = d$ (regular). In particular, the bound is met for circular graphs with even numbers of vertices, and not met for an odd number of vertices. This is similar to the DFT where the reduced frequency $\omega_k = \pm \pi$ exists only when $N$ is even, in which case $k = \frac{N}{2}$.

Since we have a bound on the eigenvalues of the Laplacian, we can rescale those eigenvalues such that the graph frequencies lie in the interval $[0, \pi]$:

$$\tilde{\lambda}_l = \pi \frac{\lambda_l}{\rho_G}.$$ (10)

We remark that rescaling all eigenvalues of the Laplacian by the same factor is equivalent to rescaling the weights of the graph by the same factor: $U(\alpha \Lambda) U^* = \alpha U \Lambda U^* = \alpha D - \alpha A$, where $\alpha = \frac{\pi}{T} / \rho_G$. This is similar to time series where frequencies are rescaled such that they come down to the case $\tau_s = 1$. The following definition introduces then the notion of reduced graph frequency.

Definition 1 (Reduced Graph Frequency). The reduced graph frequency associated to the Fourier mode $\chi_l$ is:

$$\tilde{\omega}_l = \pi \sqrt{\lambda_l / \rho_G}$$

Using this definition, we introduce our graph translation operator verifying $\hat{T}_G = \text{diag}(e^{-j\tilde{\omega}_0}, \ldots, e^{-j\tilde{\omega}_{N-1}})$ and such that the translated of $X$ reads $T_G X$.

Definition 2 (Graph Translation),

$$T_G = \exp \left(-j\pi \sqrt{L / \rho_G} \right).$$

IV. PROPERTIES AND ILLUSTRATION

To illustrate some properties of our graph shift operator and to compare its behaviour to that of the previously proposed forms, we use two toy signals. One is the heat kernel suggested in [15], a low-pass signal $g$ that is defined in the spectral domain as $\tilde{g}(\bar{l}) = C e^{-\lambda_l} \epsilon_1$, with $\|g\|_2 = 1$ (see Fig. 1(a)).

The second signal is a delta function $\delta_i$ located on vertex $i$, which in contrast to the previous case, comprises high frequency components. An important feature of this signal is that it allows to characterise an operator impulse response.

![Random graph as [15, Example 1] with $N = 100$, $\sigma_1 = 1/150$ and $\sigma_2 = 0.3$. The graph translation operator is iterated on a normalised heat kernel of (a), i.e. on the signal $g$ such that $\tilde{g}(\lambda_l) = Ce^{-\lambda_l} \epsilon_1$. The translated signals being possibly complex, the colour scale illustrates its modulus on (a)-(e) and its phase on (f). See http://perso.ens-lyon.fr/benjamin.girault/ for more figures and animations.](image-url)
Then, let us be clear: proposed in [1, Eq. (9)], around some origin vertex $X$ expects when dealing with a shift operator is that of preserving any composition law. 

would like it to remain localised around the target vertex $j$ is not, strictly speaking, a displacement operator associated to high frequency components, the localisation property breaks down and $T_{ij}g$ smears out over the entire graph.

As for our proposition $T_\hat{g}$, the situation is somehow in between. The localisation property of the Dirac function $\delta_i$ is not preserved when shifted by $T_\hat{g}$, as illustrated in Fig. 2(a). Nonetheless, in contrast to the action of $A$, the energy of $T_\hat{g}g$ will not be split and trapped by the few vertices supporting the low frequency modes of the graph (compare Fig. 2(d) with the series of Fig. 1).

To further characterise the action of the graph translation operator, we try to get more insight about the transformation a signal undergoes when shifted by $T_\hat{g}$. To this end, we study the difference norm: $\|X - T_\hat{g}X\|_2^2 = \sum_{l=0}^{N-1} 2(1 - \cos(\omega_l))|\hat{X}(l)|^2$, which shows that spectral components of higher frequencies are more altered, whereas the DC component remains unchanged: $T_\hat{g}\delta_0 = \delta_0$. This is similar to the classical time shift operator. In contrast, for the graph shift and the generalised translation, the lack of isometry prevents from drawing any conclusion from the norm of such a difference.

Tab. I summarises these properties.

**V. Conclusions**

We defined a new shift operator named the graph translation. This operator is defined in the spectral domain as an isometric operator shifting the complex phase of each of the spectral component. We saw that the requisite of being isometric is the complex nature of the operator. We focused on the modulus of translated signals to show that the graph translation behaves reasonably. Complex numbers arise regularly even when both the data and the graph can be described with real numbers and the study of the modulus is informative to study them [11], [3]. The question of the meaning of the phase of a complex graph signal still needs to be elucidated. In particular, the question of a definition of the phase of a complex graph signal still needs to be elucidated. In particular, the question of a definition of the phase of a complex graph signal still needs to be elucidated. In particular, the question of a definition of the phase of a complex graph signal still needs to be elucidated. In particular, the question of a definition of the phase of a complex graph signal still needs to be elucidated.
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