
HAL Id: hal-01221292
https://inria.hal.science/hal-01221292

Submitted on 27 Oct 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Particle Swarm Optimization and Differential Evolution
for model-based object detection

Roberto Ugolotti, Youssef S.G. Nashed, Pablo Mesejo, Spela Ivekovič, Luca
Mussi, Stefano Cagnoni

To cite this version:
Roberto Ugolotti, Youssef S.G. Nashed, Pablo Mesejo, Spela Ivekovič, Luca Mussi, et al.. Parti-
cle Swarm Optimization and Differential Evolution for model-based object detection. Applied Soft
Computing, 2013, 13 (6), pp.3092-3105. �10.1016/j.asoc.2012.11.027�. �hal-01221292�

https://inria.hal.science/hal-01221292
https://hal.archives-ouvertes.fr


Particle Swarm Optimization and Differential Evolution for Model-based

Object Detection

Roberto Ugolottia,∗, Youssef S. G. Nasheda, Pablo Mesejoa, Špela Ivekovičc, Luca Mussia,b,
Stefano Cagnonia

aDepartment of Information Engineering, University of Parma, Viale G.P. Usberti 181a, 43124, Parma, Italy
bHenesis s.r.l., Viale dei Mille 108, 43125, Parma, Italy

cDepartment of Mechanical & Aerospace Engineering, University of Strathclyde, Glasgow G1 1XJ, UK

Abstract

Automatically detecting objects in images or video sequences is one of the most relevant and frequently
tackled tasks in computer vision and pattern recognition.

The starting point for this work is a very general model-based approach to object detection. The problem
is turned into a global continuous optimization one: given a parametric model of the object to be detected
within an image, a function is maximized, which represents the similarity between the model and a region
of the image under investigation.

In particular, in this work, the optimization problem is tackled using Particle Swarm Optimization
(PSO) and Differential Evolution (DE). We compare the performances of these optimization techniques on
two real-world paradigmatic problems, onto which many other real-world object detection problems can
be mapped: hippocampus localization in histological images and human body pose estimation in video
sequences. In the former, a 2D deformable model of a section of the hippocampus is fit to the corresponding
region of a histological image, to accurately localize such a structure and analyze gene expression in specific
sub-regions. In the latter, an articulated 3D model of a human body is matched against a set of images
of a human performing some action, taken from different perspectives, to estimate the subject’s posture in
space.

Given the significant computational burden imposed by this approach, we implemented PSO and DE as
parallel algorithms within the nVIDIATMCUDA computing architecture.

Keywords: Object Detection, Pose Estimation, Deformable Models, Articulated Models, Particle Swarm
Optimization, Differential Evolution, Global Continuous Optimization

1. Introduction

Object detection is the task of finding a given object in an image or video sequence. In computer vision,
this is a challenging task because of artefacts (due to the acquisition system, to the environment or to other
optical effects like perspective, illumination changes, etc.) which may affect the features even of well-defined
objects. These problems may cause the same objects to have different appearance depending on the specific
conditions under which images are acquired. The task may become even harder in the presence of “inter-
ferences” such as partial occlusions and cluttered backgrounds. Finally, and possibly most importantly, the
task is further complicated by the intrinsic variability exhibited by different instances of objects belonging
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to large general categories or, even more relevantly, by living beings, or parts of their bodies.

Image retrieval, surveillance, medical image analysis and advanced driving assistance are only some of
the most typical applications which rely on object detection and impose some strict requirements:

1. detection accuracy;

2. robustness with respect to noise (generically comprising all possible alterations described in the pre-
vious paragraph);

3. execution speed, up to real-time performances.

Inevitably, all object detection tasks, implicitly or explicitly, must rely on a model of the object that is to
be detected. This is reflected in the main computer vision approaches, which can be divided into bottom-up
and top-down approaches.

On the one hand, the more classical bottom-up (feature-based) approaches are based on processes where
all significant generic low-level features (edges, textures, regions, etc.) are extracted from the image, and
then “recomposed” into sets which may represent the target. These processes follow a “natural” strategy
which mimics biological perception, in the absence of any expectations about what the object of perception
may be. In this case, knowledge about the object (its model) is only applied after an exhaustive extraction
of features from the image. In practice, this leads to a lack of specificity, as all image regions are usually
explored independently of any expected content. This may further turn into a lack of accuracy or an in-
crease in computation load, due to the huge number of possible outcomes which are taken into consideration.

On the other hand, top-down (model-based) approaches introduce knowledge about the object to be de-
tected, as well as about the physical laws which both the object itself and the image acquisition process obey.
Regardless of the nature of the object under consideration, a prototype model is created which describes its
most important invariant features (like color, shape, relative position with respect to other structures, etc.).
At the same time, knowledge about the physics of the object and the imaging process makes it possible to
define a transformation, from the object space to the image space, which can represent all possible poses
or deformations of the object as they may appear in the corresponding image. In this case, a hypothesis
is made about object location, deformation and orientation and represents a point in the transformation
domain. The hypothesis is then checked by evaluating the similarity between the expected appearance of
the modeled object in the image and the actual content of the corresponding image region. This approach
is generally preferable when two criteria are satisfied: reliable a priori knowledge must be available, which
can limit the size of the transformation domain, and the implementation of the transformation must be fast
enough to allow a search algorithm to efficiently explore such a domain. The problem is then turned into a
global optimization problem.

In the last two decades, research on global optimization has been very active [1, 2], and many differ-
ent deterministic and stochastic algorithms for continuous optimization have been developed. Among the
stochastic approaches, population-based evolutionary algorithms (EAs) and swarm intelligence (SI) meth-
ods [3, 4] offer a number of advantages that make them attractive: easy implementation, implicit parallelism,
robust and reliable performance, global search capability, no need of specific information about the problem
to solve, good insensitivity to noise, and no requirement for a differentiable or continuous objective function.

In this paper, we focus onto two paradigmatic applications in which the requirements listed above
are satisfied, which makes it possible to solve hard, real-world object detection problems by the joint use
of a model-based approach and of swarm-intelligence/evolutionary methods: hippocampus localization in
histological images of sections of mouse brains [5] and 3D body pose estimation from multiple views [6].
The first requirement is satisfied by two models, which are based on anatomical knowledge about the shape
and appearance of the hippocampus and about the mechanical constraints which regulate the degrees of
freedom of limb articulations in the human body, respectively. The second requirement is satisfied by
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two metaheuristics, Particle Swarm Optimization (PSO) and Differential Evolution (DE), which are easily
parallelizable and can therefore be used to implement a fast search within the transformation domain. To
meet the third requirement, we have parallelized these optimization techniques, as well as the localization
functions, for execution by Graphics Processing Units (GPU) within the nVIDIATM CUDA environment [7];
we compare their results in terms of both quality and computational efficiency.

The paper is organized as follows: in section 2 we provide the theoretical foundations of our work, as well
as an overview of previous related work. In section 3 we discuss model-based object detection. Section 4
describes the two problems taken into consideration. Section 5 describes how the two metaheuristics used
to solve them were parallelized within CUDA. Section 6 compares the experimental results by appropriate
statistical tests. Finally, section 7 includes some final remarks and a discussion about possible future
developments.

2. Theoretical background and related work

This section shortly introduces the building blocks of the framework within which we are evaluating our
approach. We assume readers of this journal to be mainly interested and knowledgeable about metaheuris-
tics, while possibly not being aware of computer vision and pattern recognition techniques. Therefore, while
the introduction to deformable models and templates aims at making our approach easier to understand by
readers who are not familiar with these methods, the short introduction to PSO and DE aims at defining
the terms and parameters related with the two algorithms, to which we will refer later on in the paper, and
clarify which variants, among the myriad available for both algorithms, we have actually implemented.

The section is closed by a few words on the GPU programming environment CUDA by nVIDIATM,
within which we have developed and implemented our methods, to help the readers’ understanding of the
implementation choices which will be described further on.

2.1. Deformable Models and Templates

The term “deformable models” generally refers to curves or surfaces, defined within the image domain,
that are deformed under the influence of “internal” forces, related with the curve features, and “external”
forces, related with the image regions surrounding the curve. Internal forces enforce regularity constraints
and keep the model smooth during deformation, while external forces are defined such that the model is
attracted toward an object or other features of interest within the image. The term “deformable models”
was first used in the late eighties [8, 9], and one of the first examples, called “snakes” or Active Contour
Models, was presented shortly after in [10].

Active Shape Models (ASMs) [11] add more prior knowledge to deformable models. These shape mod-
els derive a “point distribution model” from sets of labeled points (landmarks) selected by an expert in a
training set of images; in each image, a point, or set of points, is placed on the part of the object corre-
sponding to its label. The model considers the points’ average positions and the main modes of variation
found in the training set. While this kind of model has problems with unexpected shapes, since an instance
of the model can only take into account deformations which appear in the training set, it is robust with
respect to noise and image artefacts, like missing or damaged parts. Active Appearance Models [12] extend
ASMs by considering not only the shape of the model, but also other image properties, like intensity or color.

Finally, “deformable templates” represent shapes as deformations of a given prototype or template. They
have been successfully applied to object tracking [13] and object matching [14]. A deformable template is
defined by a prototype which mathematically describes the prior knowledge about the object shape as the
most likely appearance of the object being sought. Additionally, one needs to provide a mathematical de-
scription of the possible relationships between the template and all admissible object shapes, to represent the
possible transformations which can deform the basic template and turn it into the target object as appears
in the image. A template is specified by a set of parameters which control its deformation until it matches
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the target.

Deformable templates can be considered a sub-class of properly-defined deformable models. In fact, the
latter are active models, since they rely on a rigorous physical paradigm, according to which they finally
relax into an equilibrium status, i.e., a configuration which minimizes the global energy related with the
opposing action of external and internal forces. The transformations which are applied to template models,
instead, can be assimilated with the action of external forces only, as the influence of image features is not
directly represented in the transformations but only implicitly “externally” described by an error function
which measures the difference between the deformed template and the object to be matched/detected.

Articulated models are a kind of deformable templates of particular interest for modeling the human body
or modeling robotic arms in industrial robotics. In these models, the object is represented by a kinematic
chain of segments and joints, or by a set of such chains connected to a common reference structure/segment.
In three dimensions, each joint has up to three degrees of freedom, which can be represented, for example,
by the relative rotation angles, around the reference axes, between the two segments connected by the joint
under consideration. An example of this model is the skeleton of the body shown in the lower-left part of
Figure 1.

Within this framework, many object detection tasks can be reformulated as global optimization problems
in which a metaheuristic is used to optimize either the parameters of some active contour model, maximizing
the accuracy of the relaxation process, or the parameters of a deformable template, which directly encode
both its position and appearance within an image. In this paper we use the latter approach, within which,
by exploring the parameter domain, we find an optimal configuration for the template by maximizing a
function representative of the similarity between the model and a region of the image under investigation.

As mentioned before, we compare the results obtained by doing so using two different metaheuristics
(PSO and DE) which are briefly introduced in the following paragraphs.

2.2. Particle Swarm Optimization

Particle Swarm Optimization is a bio-inspired optimization algorithm introduced by Kennedy and Eber-
hart [15]. It is based on the simulation of the social behavior of bird flocks. In the last fifteen years PSO
has been applied to a very large variety of problems [16] and many variants of the original algorithm have
been proposed [17].

During the execution of PSO, a set of particles moves within a function domain searching for the optimum
of the function (best fitness value). The motion of the ith (i = 1, Np) particle can be described by the
following two simple equations which regulate the particle’s position and velocity:

vi(t) = w · vi(t− 1)

+ c1 · rand() · (BPi − Pi(t− 1))

+ c2 · rand() · (BGP − Pi(t− 1))

Pi(t) = Pi(t− 1) + vi(t)

where vi(t) and Pi(t) are respectively the velocity and position of the particle in the present iteration,
c1, c2 and w (inertia factor) are positive constants, rand() returns random values uniformly distributed
in [0, 1], BPi is the best-fitness position visited so far by the particle. In the basic algorithm “global-best
PSO”, BGP is the best-fitness position visited so far by any particle of the swarm. In several variants,
termed “local-best PSO”, the swarm is subdivided into particle neighborhoods which can assume different
topologies. In that case, BGP becomes BGPi and represents the best-fitness position visited so far by
any particle in the ith particle’s neighborhood. Among the possible neighborhoods, the ring-shaped one is
particularly interesting for its simple implementation, as well as for the role it may play in optimizing the
efficiency of PSO parallelization [18] and even, sometimes, for the improvement of convergence speed [19] it
may bring.
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2.3. Differential Evolution

Differential Evolution, first introduced by Storn and Price [20], has recently been one of the most suc-
cessful Evolutionary Algorithms for global continuous optimization, especially when the function to be
optimized is multimodal and non-separable [21]. Unlike traditional EAs, DE perturbs the individuals of the
current generation by the scaled differences of other randomly-selected and distinct individuals. Therefore,
no separate probability distribution has to be used for generating the offspring [22]. This way, in the first
iterations the population members are widely scattered in the search space and possess great exploration
ability. During optimization, the individuals tend to concentrate in the regions of the search space with
better values, so the search automatically focuses onto the most promising areas [23].

In DE, new individuals that will be part of the next generation are created by combining individuals
that are already members of the current population. Every individual acts as a parent vector and, for each
of them, a donor vector is created. In the basic version of DE, the donor vector for the ith parent (Xi) is
generated by combining three random and distinct individuals Xr1, Xr2 and Xr3. The donor vector Vi is
calculated by what is called mutation of difference vectors as follows:

Vi = Xr1 + F · (Xr2 −Xr3)

where F (scale factor) is a parameter that strongly influences DE’s performances and typically lies in
the interval [0.4, 1]. Recently, several mutation strategies have been applied to DE, experimenting with
different base vectors and different numbers of vectors for perturbations. For example, the original method
explained above is called DE/rand/1, which means that the first element of the donor vector equation Xr1

is randomly chosen and only one difference vector (in our case Xr2 −Xr3) is added. After mutation, every
parent-donor pair generates a child (Ui), called trial vector, by means of a crossover operation.

Ui,j =

{

Vi,j if(randi,j ≤ Cr or j = jrand)
Xi,j otherwise

As described in the above equation, the jth component/dimension of the ith donor vector is obtained by
means of uniform (binomial) crossover, where randi,j is a uniformly distributed random number in the range
[0, 1], Cr is the crossover rate, and jrand is a randomly selected dimension. The newly-generated individual
Ui is evaluated by comparing its fitness to its parent’s fitness. The best survives and will be part of the next
generation.

DE shares some features with swarm intelligence techniques, mainly related to the interaction among
particles and the selection scheme. In particular, both DE and PSO are stochastic, population based,
real-valued algorithms, and designed for challenging continuous optimization problems (non-differentiable,
nonlinear and/or multimodal functions) using few control parameters. DE can also be considered as an
Evolutionary Algorithm (EA), but differs from traditional EA algorithms in the aspect of generating new
vectors by adding the weighted difference vector between two population members to a third member.

Despite several limitations which have been highlighted and the availability of other algorithms which
perform better on global optimization benchmarks [24, 25], PSO and DE have recently become very popu-
lar. The main reason for their success is related to their associating good average performances with easy
implementation. However, the feature which is most relevant to our work, and shared with other evolu-
tionary and swarm intelligence algorithms, is the fact that, being population-based and featuring a limited
dependency between each individual’s operations, PSO and DE can be parallelized very easily. All the work
described in this paper relies on GPU-based parallel implementations of PSO and DE, developed within the
nVIDIATM CUDA environment, whose main features are briefly introduced below.
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2.4. General-purpose GPU computing

Modern graphics hardware has gained an important role in the area of parallel computing. Graphic cards
have been used in 3D graphics applications and gaming but, recently, they have also been more and more
frequently used to accelerate numeric computation, in what is usually called general-purpose GPU (GPGPU)
programming [26]. The main advantage of using GPUs lies in their structure: while standard CPUs usually
contain a handful of complex computational cores, memory registers and large cache memory, GPUs contain
up to several hundreds of cores grouped into so-called multiprocessors, organized such that each ALU of
a multiprocessor executes the same operations on different data, stored in registers or device memory. In
contrast with standard CPUs, which can reschedule operations (out-of-order execution), current GPUs are
an example of an in-order architecture, but this drawback can be overcome by their massive parallelism, as
described by Hager et al. [27], when the problem to be solved fits their features well.

CUDA (Compute Unified Distributed Architecture) is a GPGPU environment by nVIDIATM available
for its most recent GPUs. The language used within CUDA, CUDA-C, is an extension of the C programming
language which allows one to implement GPU-based parallel functions, called kernels. These are executed in
parallel as a number of different CUDA threads. nVIDIATM terms this computation model Single Instruction
Multiple Thread (SIMT) model. SIMT is very much like the Single Instruction Multiple Data (SIMD)
computational model, with some differences in the management of conditionals. In this model, each core
can execute a sequential thread. Cores are logically organized in groups; all cores in the same group execute
the same instruction at the same time on different data. In doing so, they can benefit from GPU features
such as fast shared memory, atomic data manipulation, and synchronization. The set of thread groups which
execute a kernel is called, in CUDA terminology, a grid. A kernel can use several types of memory: fast
local and shared memory, large but slow global memory, and fast read-only constant memory and texture
memory.

2.5. Related work

The literature about object detection is very wide; in a huge number of computer vision applications a
solution to this problem is required, and several different techniques have been developed to tackle it. We
complete this introductory section with a brief review of some literature related with model-based object
detection, considering only work in which evolutionary computation and swarm intelligence techniques have
been used in applications similar to the ones described in this paper.

Most literature about the combination of EAs with deformable models deals with applications of Genetic
Algorithms (GAs). In [28], a medical application is described where a GA evolves a population of shapes,
using prior shape knowledge to produce feasible deformations while also controlling the scale and localization
of these deformations. Following with medical imaging applications, in [29, 30], GAs are used to optimize
the model presented by Kass [10]; in [31], Ghosh and Mitchell have used GAs to evolve a segmenting contour
by incorporating both texture and shape information to extract objects without prominent edges, such as
the prostate in pelvic computed tomography (CT) images. A two-stage GA-based active-model method has
been proposed in [32], and applied to the segmentation of the lateral ventricles in magnetic resonance images
of the brain. Finally, in [33], the authors have described a method for interactive segmentation of 3D medical
images that relies on an edge detector and an elastic contour model for both of which the parameters are
optimized by a GA.

More recently, Particle Swarm Optimization has been successfully used in conjunction with various types
of deformable models. Asl and Seyedin [34] apply the technique proposed in [29] using PSO instead of a
GA, obtaining similar results in terms of precision but in shorter time. Finally, in [35], a multi-population
PSO is used to drive an active contour model, emphasizing the capability of the model to adapt to shapes
with strong concavity.

Much less work is related with combining Differential Evolution and deformable models. An example,
again related with medical imaging problems, is presented in [36]. In this work, DE, in combination with a
greedy search algorithm, is used to evolve a discrete implementation of an elastic mesh, called Topological
Active Nets, for CT image segmentation.

Finally, model-based object detection is tackled by GPU implementations of soft computing techniques
in papers like [37], where CUDA is used for accelerating a tracking algorithm based on adaptive appearance
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models and PSO. In [38], the GPU is used to implement a real-time full-body tracking algorithm, based
on an articulated 3D body model, similar to or directly based on the method described in [39, 40], which
was implemented only sequentially. Tracking is obtained by searching for a model configuration that best
matches the observed human silhouette in the input images, and the parameter space is searched by a
GPU-based implementation of Particle Swarm Optimization, where each particle represents a configuration
of the model, and therefore a pose.

3. Object Detection using Deformable Models

As mentioned in the introduction, object detection algorithms can be divided into two large classes:
more classical, low-level feature-based bottom-up approaches, and model-based top-down approaches. The
object detection applications described in this paper belong to the latter. This is a very general class of
methods which can be adapted to possibly any kind of objects, subject to the availability of invariant visual
features (like color, shape, feasible and infeasible deformations . . . ), typical of the class of objects to detect,
that can be represented by a set of parameters, as well as of knowledge about the physical laws which the
object obeys.

The definition of the model can be achieved in two steps:

• selection of the most relevant intrinsic features of the object, based on the observation of a significant
subset of object instances;

• definition of the ranges within which the features may vary, based on the knowledge of the physical
laws which regulate the object and the image acquisition process.

In fact, the model must be able to account for all possible transformations (perspective effects, other
geometric transformations, deformations due to noise, etc.) by which the object is affected during image ac-
quisition. Finally, the choice of the features and parameters to be included in the model must also take into
consideration environmental constraints, such as background complexity, presence of other objects which
may generate occlusions, real-time constraints, etc.

Once the model is defined, a similarity measure must also be defined that drives the model search towards
the actual configuration of the object, i.e., that reaches its maximum when the image representation of the
model is perfectly superimposed to the object as it appears in the image.

The problem then becomes a global optimization problem, that is the search of the model parameters
which maximize the similarity measure. The landscape searched by the optimization algorithm is usually
strongly multimodal. Therefore, the next crucial step to be taken is the selection of a good heuristic, which
can deal with such a rough landscape both efficiently and effectively.

The generic detection process, taking the body pose estimation problem as an example, is summarized
in Figure 1. Regarding a given measure of quality (the overlap of the image projection of the model with the
original image), this process iteratively tries to improve a population of candidate solutions, which represent
deformations of the basic model. So, the search for the best model transformation is driven by the similarity
function and by the metaheuristic used to optimize it. In each iteration, models are deformed and their
image projections are superimposed onto the original image(s), in order to compute the degree of overlap
with the target image(s), which determines the fitness value. The search is over when a stopping criterion
is met.

4. Applications

This section describes the two real-world problems to which the general method presented above has been
applied, to evaluate its performance and to compare the effectiveness of DE and PSO as search algorithms
within this framework.
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Figure 1: General optimization schema.

4.1. Human Body Pose Estimation

Three-dimensional human body pose estimation from video is the problem of extracting an accurate
estimate of the posture of a human body, along with its location in space, from an image or a frame within
a video stream. This is a complex problem that has been invariably formulated as a high-dimensional space
search problem, due to the complexity of the human body pose parameterization. The problem has been
tackled by trying to reduce the complexity of the search while also relying on effective search schemes.

The search complexity can be reduced based on local predictions, e.g., using particle filters [41, 42], or by
partitioning the search space into smaller, more manageable subspaces [41, 43]. The use of machine learning
techniques to define specific motion models for particular actions from training data collected in advance
has also been considered [44, 45]. These approaches suffer from various setbacks. The particle-filtering
solutions critically rely on a high number of particles to adequately represent the posterior distribution,
which increases their computational complexity beyond practical use when considering a wide variety of
motion. As well, relying on pre-trained motion models causes the human body tracking approaches to lose
their generalization abilities, which points to methods that can reliably provide motion estimates without
depending on much prior knowledge [46].

In [39, 40], an effective search algorithm was proposed, which is capable of recovering the pose without
any prior knowledge of the nature of motion. The main drawback of the method is its huge computational
complexity, which makes the time required for execution of a standard sequential implementation hardly
acceptable. However, relying on the parallel nature of both the search algorithm and the multi-view pose
estimation problem by implementing the approach on a graphical processing unit (GPU), the authors showed
that they could reach execution times acceptable for practical purposes [6].

The input consists of N views of the body, taken from different angles. From each image, we extract the
silhouette of the body, i.e., a binary image in which all pixels belonging to the body are set to 1. The set
of silhouettes represents the target to be matched to the silhouettes generated by a transformation of the
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model, according to the following steps:

• a pose estimation is generated by the search algorithm;

• a 3D rendering of the body, in such a pose, is made;

• a set of N images, corresponding to the projections of the rendered body (silhouettes) on the image
planes of the input cameras, is computed.

The body model consists of two layers, the skeleton and the skin. The skeleton layer is defined as a set of
homogeneous 4×4 transformation matrices which encode the information about the position and orientation
of every joint with respect to its parent joint in the kinematic tree hierarchy. The skin layer, which represents
the second layer in the model, is connected to the skeleton through the joints’ local coordinate systems. Each
joint controls a certain area of the skin. Whenever a joint or limb moves, the corresponding part of the skin
moves and deforms with it. As the skin is a subdivision surface, only the base mesh has to be specified in
the corresponding joint coordinate system. After the joint configuration has been specified, the base mesh
is subdivided by repeatedly applying the Catmull-Clark subdivision operator [47] until the desired smooth
shape of the body is obtained.

Considering the body composed of head, torso, and a three-joint kinematic chain for each limb, the model
has 32 degrees of freedom, represented by real-valued parameters: three of them represent the global body
position in space, while the other 29 represent relative angles, in space, between consecutive segments of the
kinematic chains, i.e., joint orientations. These are subject to anatomical constraints which limit both their
number and possible value range. A more detailed description of the model can be found in [6].

The matching function compares the silhouettes extracted from the original images to the silhouettes
generated by the model in its candidate pose. Let the images containing the original silhouettes be denoted
as Ioi , i = 1...N . Similarly, let Imi , i = 1...N denote the images of the model silhouettes. The cost function
can then be written as follows:

E =
N
∑

i=1

1

Zi

row
∑

1

col
∑

1

(Ioi & Imi ), (1)

where row and col denote the number of image rows and columns, respectively, and & denotes the
bitwise AND operation. Coefficients Zi are the normalization constants obtained by counting the number
of silhouette pixels in every original image. Therefore, the fitness value that can be obtained for each view
ranges from 0 to 1, with 0 corresponding to the absence of overlapping between the two silhouettes, and 1
to a perfect overlap. Thus, the overall fitness value (E) ranges from 0 to N .

4.2. Hippocampus Localization in Histological Images

Among the large number of applications of automatic localization and segmentation methods in clinical
and experimental medicine, there is great interest in automated methods to accurately, robustly, and re-
producibly localize the hippocampus in brain images after discoveries which established its role as an early
biomarker for Alzheimer’s disease and epilepsy [48, 49].

We consider the problem of extracting the region where the hippocampus is located from the mouse brain
images in the Allen Brain Atlas (ABA) [50], a huge, publicly available image database, which has recently
provided scientists with a gene-expression map for future study and investigation. The ABA contains a
genome-scale collection of histological images (cellular resolution gene-expression profiles) obtained by in
situ hibridization (ISH) of serial sections of mouse brains.

Figure 2 shows some examples of images of the hippocampus extracted from the ABA. As can be seen,
the common feature shared by all hippocampi are the two main parts (called sg and sp), whose shape is
not too variable, which are usually characterized by lower intensity values and higher color saturation with
respect to the surrounding structures.

The template model used for detection has been built based on these considerations. The model comprises
two elements which can be considered template models themselves, one for sg and one for sp (see Figure 4).
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Figure 2: Examples of hippocampus images.

Figure 3: Inner and outer models superimposed to the hippocampus image, to clarify the definition of the
terms PE and CE.

Similarly to body pose estimation, the parameters of the models do not refer to the absolute positions of the
points, but describe the relative positions (or shifts) between consecutive points in polar coordinates, even
if, in this case, in two dimensions. For every segment that composes the model, a prototype and a range
of acceptable values of lengths and angles has been determined based on the empirical analysis of a set of
training images.

Every template model is, in turn, composed of two parts: an “inner set” of points that lies precisely on
the anatomical part we want to locate, and an “outer set” of points that lies just outside it, obtained by
shifting the points of the inner set. Accordingly, optimizing the matching function must attain the following
goals [5]:

• minimize the intensities of the pixels that belong to the inner set;

• maximize the intensities of the pixels that belong to the outer set;

• keep the model shape as similar as possible to the prototype (see Figure 3).

Here, as in classical deformable models, we consider the model to be subjected to external forces (corre-
sponding to the constraints on image intensity) and internal forces (corresponding to the constraints on the
model shape).

The matching function M to be maximized is composed by three terms:

M = E − (I + C)
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Figure 4: Examples of hippocampus models. The black solid line represents the prototype of the model, the
blue and red dotted lines represent the lower and upper limits for the possible deformations of the model.

Searching the best match for the first term, E, moves and deforms the model in order to minimize the
intensity of the pixels corresponding to the inner set, and maximize the intensity of the pixels corresponding
to the outer set. For both sets, we evaluate the intensity of the image within 3×3 neighborhoods, N3(Pi),
of all points Pi in the model (PE) and in p intermediate points that lie on the line segment between two
consecutive ones (CE). The intensities of the points in the inner and outer sets are subtracted, both in PE
and CE, originating the term E according to the following equations:

PE =

n
∑

i=1

[T (N3(Ii))− T (N3(Oi))]

CE =

n
∑

i=2

p
∑

j=1

T (Ii−1 +
j

p+ 1
(Ii − Ii−1))

−

n
∑

i=2

p
∑

j=1

T (Oi−1 +
j

p+ 1
(Oi −Oi−1))

E = γP · PE + γC · CE

where n is the number of points in the model, Ii and Oi represent the i
th points of the inner and of the outer

model, respectively, while T (P ) is the intensity of the image in P if P is a point, or the average intensity if
P is a neighborhood. The value p has been set to 20 and the weights γP and γC have been empirically set
to 5 and 1, respectively.

The term I tends to limit the deformation of the model and is computed as:

I = ξρ ·

√

√

√

√

n
∑

i=2

(ρi − ρmi)
2
+ ξϑ ·

√

√

√

√

n
∑

i=2

(ϑi − ϑmi)
2

where ξρ and ξϑ are two positive parameters that weight the deformation ability of the model, n is the
number of points of the model, ρmi and ϑmi the angle and length of the ith element of the prototype model,
respectively, and ρi and ϑi are the corresponding terms for the model under evaluation.

The last term, C, regulates the deformability of the model using the distance between the first and the
last point of the inner model:

C = ξc · ‖In − I1‖

If ξc < 0 the two extremes of the model repel each other, if ξc > 0 they attract each other.
For a more detailed description of this matching function, please refer to [5].
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Figure 5: CUDA kernels making up our PSO and DE implementations.

5. CUDA Implementation

Swarm intelligence techniques are intrinsically parallel, because every swarm member has few dependen-
cies on the others, so all operations aimed at adapting an individual’s values, like position update or fitness
evaluation, can be executed with few (or none at all) interactions with the other elements of the swarm.

From this point of view, in PSO, the only data to be shared among particles is the best position visited
so far by any member of the swarm or of a particle’s neighborhood. We implemented a standard PSO
with particles organized in a ring topology of radius equal to one, as described in [18]. Therefore, each
particle needs only to be aware of the fitness values of its two neighbors. This choice has been made because
this topology is known to work well with multimodal problems, besides further reducing the dependencies
between particles.

Our CUDA-based implementations of PSO and DE share the same structure, based on three CUDA
kernels, whose operations are described in Figure 5. The kernels that execute the operations on the particles
of PSO and DE have a similar structure, in which a thread block performs one particle’s updates, while each
single thread manages the update along one problem dimension. The structure of the kernels responsible
for fitness evaluation depends, obviously, on the function itself: the main advantage of the parallel version
of the hippocampus localization function is that all accesses to the image under consideration are made in
parallel for all points of all particles of the swarm and the values thus obtained are added up using parallel
reductions.

In the body pose estimation, the fitness function is defined as the number of overlapping pixel pairs in
the silhouettes derived from the input frames and in the corresponding projections of the deformed model.
Since we use a large number of views from as many cameras (ten in the experiments reported), each of which
has a different projection/calibration matrix, a sequential pixel-by-pixel comparison would be excessively
time consuming. Therefore, we take advantage of the GPU computing power to compare the pixels from
each input image to the corresponding pixels from the image encoded by each swarm member. The image
representing the hypothesized pose according to the model is divided into sections that are handled by CUDA
thread blocks, then further sub-divided into pixel rows, processed by one thread, to count the overlapping
pixels in parallel. Finally, the final fitness of a candidate solution is obtained by adding up the accumulated
count vectors using parallel reductions.

6. Experimental Results

In this section we show some results of the tests we performed on the two problems we took into
consideration. For both applications, we first show the results obtained on a simplified version of the
problem, for which a ground truth is available, and then the results of the tests on actual images.
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Tests were run on a computer equipped with a 64-bit Intel R© Core i7 CPU running at 2.80 GHz with 6
Gb of RAM using CUDA v. 4.1 on a nVIDIATM GeForce GTS450 graphics card with 1GB of DDR memory
and compute capability 2.1.

We compared the results obtained by our CUDA implementations of DE and PSO. The parameter values
used in the tests were set starting from the most commonly used values reported in literature, and refined
during the development of the system. The values we set for the most relevant parameters are shown in
Tables 1 and 5.

6.1. Human Body Pose Estimation

Our algorithms were tested on a set of 4 test sequences, kindly made available by the CVSSP, University
of Surrey. They were acquired in a dedicated multi-camera acquisition studio and consist of 10 synchronized
videoclips with resolution 720× 576, and a frame rate of 25 fps.

DE PSO
Cr = 0.9 c1 = 2.0
F = 0.5 c2 = 2.0

Uniform Crossover w = 2.0/ex

Mutation: DE/rand/1
Population Size = 10 Population Size = 10

Table 1: Parameters used for human body pose estimation. Regarding the inertia factor w, we set xinitial =
2.0; x = x + 0.05 if, at the end of a generation, the global best has not improved. For the very first frame
xinitial was set to 1.0 to increase the algorithm’s exploration ability, when it is required to recover the initial
pose from scratch.

Since these sequences come with no ground truth, we decided to create a “synthetic” sequence to sta-
tistically estimate the error made by our system in recovering the pose of the body. To do so, we took
the sequence containing the most complex (and fastest) movements, which represents a man performing a
karate kick, and let our system optimize it multiple times for a very high number of generations. After
collecting the best results (highest fitness values) for each frame, we rendered the silhouette images of our
model in those very same positions. This way we obtained an artificially created sequence of which the
articulated model we employ exactly matches all the silhouettes available and for which we know, frame by
frame, the actual pose of each joint of the model. In other words, we created a synthetic sequence which
comes with “ground truth” values for all the parameters we need to optimize. After this, we compared the
three-dimensional position of every joint of the model in the reference sequence and the values obtained as
output by the test runs of our method.

It is important to remark that, in the final tests, instead of setting a fixed number of iterations/generations
as in most iterative algorithms, we used the value of the decreasing inertia parameter defined in Table 1 as
a stopping criterion for both DE and PSO, ending our process when w fell below 0.1.

The first two tables refer to the results obtained processing the reference sequence. In particular, in
Table 2 we show the results obtained by PSO and DE, expressed as distances, and in Table 3 as fitness
values (higher fitness values are associated with better solutions). In Table 4 we show the global results as
fitness values computed on the other four sequences.

The first column in all tables is the mean value of the measure under consideration over all runs and
frames. For example, in Table 3, the value in the first row and first column is the fitness obtained by DE
averaged over the 500 executions of the algorithm (50 frames and 10 runs). The second column reports
the mean of the average standard deviations obtained for every joint in the model. The third and fourth
columns report the mean of the worst and best values, respectively, averaged over all frames in each run.
The fifth column is the mean of the median values for each run. Finally, the last column in all tables reports
the p-value obtained with the Wilcoxon Signed-Rank test [51] with a significance level of 0.001.

The null hypothesis used in Table 2 was that the median of distances obtained by PSO is greater or
equal than the median of the distances obtained by DE. In Tables 3 and 4 the p-value refers to the following
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null hypothesis: the median fitness obtained by PSO is less or equal than the median fitness obtained by
DE.

In Figures 8 and 9, all the results obtained, per joint and per frame respectively, are plotted.

Average StdDev Worst Best Median Wilcoxon
DE 6.41 6.60 41.42 0.36 3.76 < 1.0E − 10
PSO 4.32 4.47 32.71 0.22 2.40 -

Table 2: Results of human body pose estimation: average distance values (in cm) to the joints obtained
processing the reference sequence in ten independent runs.

Average StdDev Worst Best Median Wilcoxon
DE 8.21 0.11 8.06 8.42 8.91 < 1.0E − 10
PSO 8.24 0.13 8.05 8.45 8.98 -

Table 3: Results of human body pose estimation: average fitness values obtained processing the reference
sequence in ten independent runs.

Average StdDev Worst Best Median Wilcoxon
DE 8.30 0.11 8.13 8.49 8.89 < 1.0E − 10
PSO 8.34 0.12 8.15 8.52 8.94 -

Table 4: Results of human body pose estimation: average fitness values obtained processing all the “real”
video sequences in ten independent runs.

In the first frame, the initialization of the swarm is completely random, while in the subsequent ones
the swarm is initialized in a vicinity of the best pose found in the previous frame, thereby implementing
some sort of tracking. As the pose changes only slightly between two consecutive frames, performing the
optimization over the whole search space is both unnecessary and time consuming. However, to investigate
the general localization ability of DE and PSO, the optimization was allowed to run for more iterations,
500 in this case, and the hierarchical optimization steps, described in [6], were also removed to increase the
complexity of the problem. Results are reported in Figure 7, showing how fitness values improve during the
optimization process. As explained before, only the results obtained processing the first frame are actually
representative of the global search ability of the method used.

As the tables show, the results obtained by PSO in this problem using the hierarchical optimization are
better than the ones obtained with DE, in terms of fitnesses and distances. However, if we increase the
complexity of the problem by removing the hierarchical strategy and the time constraints, optimizing all
the parameters at the same time, DE obtains better results than PSO (see Figure 7). This behavior can be
explained, in first place, taking into account that DE is one of the best-performing methods for large-scale
continuous optimization problems [22]; therefore, the more complex the environment the better the expected
performance with respect to other methods. A second explanation can be the evolutionary nature of DE;
since the scaled differences of randomly selected and distinct population members are combined to create
new solutions, the weighted combination of good partial solutions can produce very good global results.

It is also important to notice that the best results are obtained using the hierarchical approach, in which,
whenever a good position for one part of the body is found, all other joints are constrained to this newly
found best position (i.e. they cannot explore other orientations and positions that are inconsistent with it).
With respect to execution time, the hierarchical version of the human body pose estimation using DE takes
on average 4677.60 ms per frame, while the corresponding version based on PSO takes 4810.33 ms.
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Figure 6: Examples of pose estimation results. Each of the five human figures corresponds to one of the five
real video sequences analyzed.
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Figure 7: Average fitness values vs number of generations for PSO and DE in the body pose estimation
problem for the first frame of the 5 sequences. Full optimization of the whole body.
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(b) PSO

Figure 8: Body pose estimation: per-joint performance on the reference video sequence. Scatter plot of the
distances (in cm) of each joint from the ground truth estimated over all frames over 10 runs. Means are
represented by lighter bullets.
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(b) PSO

Figure 9: Body pose estimation: per-joint performance on the reference video sequence. Scatter plot of the
distances from the ground truth of all joint estimates over 10 runs for each of the 50 frames. Means are
represented by lighter bullets.

(a) Original Image (b) Segmented Image (c) Model over Segmented Image

Figure 10: Simplified version of the hippocampus: (a) the original image of an hippocampus, (b) the
simplified version obtained by manual segmentation by an expert, (c) the computed model superimposed to
the previous image.
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6.2. Hippocampus Localization in Histological Images

As for body pose estimation, we first tested our approach on a simplified version of the problem. We
created 15 “clean” images of hippocampi by manually segmenting the anatomical structures we wanted to
match and removing everything else in the image (see Figure 10); a ground truth was computed based on
the skeleton of these segmentations. In order to avoid erroneous or incomplete manual segmentations, this
step was supervised by an expert in molecular biology.

DE PSO
Cr = 0.9 c1 = 1.19
F = 0.7 c2 = 1.19

Uniform Crossover w = 0.72
Mutation: DE/rand/1
Population Size = 32 Population Size = 32

Iterations = 500 Iterations = 500

Table 5: Parameters used in hippocampus localization.

We evaluated the results in terms of average distance, in pixels, between the ground truth and the final
position of all points (7 for sg, 8 for sp) in the model, and in terms of fitness values. Table 6 shows the
comparison between PSO and DE on the 15 test images (500 independent runs for each image) for both
parts of the model (sp and sg). This table has the same format and reports the same data as Table 3. Table
7 shows the same results in terms of fitness values (as Table 4).

Figures 11 and 12 show the scattered plot of the results obtained by DE and PSO on sp and sg, respec-
tively. Each figure shows the results obtained by one of the two techniques on each test image as distances
between the ground truth points and the ones obtained by the localization algorithm. Figure 13 shows the
results of hippocampus localization on simulated histological images, as well as real ones taken from the
ABA.

According to Tables 6 and 7, DE performs better in the sp region, as the statistical tests confirm. Re-
garding sg, DE provides better average fitness values but, when distance is considered, there is no statistical
evidence of a difference between PSO and DE. The standard deviation of the results obtained on sp by DE
is greater than the one obtained by PSO, while the opposite happens with sg. So, each algorithm shows a
more stable behavior in different parts of the hippocampus. DE always achieves better average results in
sp but with higher standard deviation. In sg the results obtained by DE and PSO are very similar, but the
standard deviation of DE is smaller.

In Table 6, some data, like the average worst obtained by DE in sp, are probably affected by some outliers.
It is important to remind that we are reporting extreme values; in fact, the average median distance for each
image (over 500 runs), is 6.47 pixels from the ground truth. In fact, only in 7 runs, over the 7500 total, the
distance exceeded 50 pixels from the ground truth. For an absolute evaluation of these results, it is also to
be noticed that we are considering very high resolution images (about 1µm per pixel).

Average StdDev Worst Best Median Wilcoxon

sp
DE 6.83 3.80 62.57 2.21 6.47 -
PSO 7.42 3.28 28.24 2.09 6.83 < 1.0E − 10

sg
DE 7.42 1.74 12.73 3.95 7.23 0.03
PSO 7.39 2.15 14.2 3.37 7.18 -

Table 6: Results of hippocampus localization over manually segmented images: distances.

In the subsequent test phase, we randomly selected from the Allen Brain Atlas 320 images, mapping
the expression of 320 different genes. This selected subset is representative of the different hippocampus
shapes and contrasts which characterize images of different genes. For each optimization technique, we ran
100 tests for every image, for a total of 32000 experiments. Results are summarized in Table 8 using the
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Average StdDev Worst Best Median Wilcoxon

sp
DE 149.59 2.37 114.36 150.54 149.91 -
PSO 148.84 2.02 127.88 150.69 149.37 < 1.0E − 10

sg
DE 158.95 0.04 158.61 159.03 158.96 -
PSO 158.93 0.10 158.04 159.07 158.94 < 1.0E − 10

Table 7: Results of hippocampus localization over manually segmented images: fitness values.
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(b) PSO

Figure 11: Hippocampus localization: performance on the images segmented manually. Scatter plot of the
distances (in pixels) between each point of the ground truth and the sp model over the 15 images, performing
500 runs for every image. Some of the outliers are not represented in the plots for a better visualization.
Means are represented by lighter bullets.
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Figure 12: Hippocampus localization: performance on the images segmented manually. Scatter plot of the
distances (in pixels) between each point of the ground truth and the sg model over the 15 images, performing
500 runs for every image. Means are represented by lighter bullets.
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Figure 13: Examples of hippocampus localization on synthetic (left) and real images (right).

same format as for the other tables. Since there is no ground truth for these images, a comparison can only
be made between the fitness values. It can be observed how, in this more difficult task (real images with
cluttered background), DE significantly overcomes PSO, showing better robustness with respect to noise.
A possible reason for this is that, while every coordinate of PSO is updated independently of the others,
DE with a high crossover value (Cr in Table 5), is able to evolve its elements with better “coordination”
between the different dimensions. Figure 14 shows another interesting aspect: PSO reaches very good values
in few iterations, but DE overcomes it when the number of iterations becomes higher.

Average StdDev Worst Best Median Wilcoxon

sp
DE 127.02 15.42 81.10 139.37 132.13 -
PSO 119.09 13.30 72.92 136.83 121.93 < 1.0E − 10

sg
DE 148.88 1.83 138.75 150.81 149.21 -
PSO 145.04 3.44 132.06 150.27 145.56 < 1.0E − 10

Table 8: Results of hippocampus localization in real images: fitness values.

As shown in Table 8, DE achieved the best average fitness, the best average worst results, the best
average best results, in localizing both sp and sg.

To assess the significance of this result, we performed a statistical test with a confidence level of 0.001.
The paired Wilcoxon signed-rank test was performed, assuming as null hypothesis that the median of PSO
fitness is greater than or equal to the median of DE. The corresponding p-values (shown in the last column
of Table 8) reject, in all cases, the null hypothesis, showing that significant differences exist between the
performance of Differential Evolution and PSO. Moreover, the average worst values show that DE avoids
local minima and is able to obtain good transformation parameters more often than PSO.

Regarding execution time, the hippocampus localization using DE takes on average 28.59 µs, while PSO
takes 26.07 µs.

7. Discussion and Conclusions

We presented a general method for object detection in images based on deformable models and swarm
intelligence/evolutionary optimization algorithms. This approach can be theoretically applied to any kind of
objects, as long as some invariant features exist that can be described by a parametric model which embeds
suitable constraints, in order to create feasible transformations. To search the optimal transformation, DE
and PSO were used and implemented as parallel algorithms within the nVIDIATMCUDA environment for
faster execution.

We compared the results of the two metaheuristics over two different object detection problems: human
body pose estimation in video sequences and hippocampus localization in histological images. In one of

19



Figure 14: Fitness values vs number of generations for PSO and DE in the hippocampus localization problem
for the 320 real images.
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these two problems, DE obtained better results than PSO, in terms of accuracy, while, in the other one,
PSO was better according to the same criteria. As the No Free Lunch theorem [52] demonstrates at the
most general scale, we could not prove the general superiority of one method over the other even on a limited
set of two rather similar applications.

Despite this, some global conclusions can be drawn regarding the different behaviors of the two meta-
heuristics. PSO appears to suffer from stagnation, obtaining good results quickly but not reaching as good
results as DE in the long term. In fact, in more complex problems with more variables to optimize, and
allowing a greater number of iterations, DE has shown greater effectiveness in finding optimal solutions than
PSO, as happens in the body pose estimation without restrictions, where all parameters are optimized at
the same time. However, if good results are needed in few generations, PSO seems more appropriate given
its ability to quickly find good solutions. In order to improve quality and efficiency of DE, a plausible al-
ternative could be the inclusion of the concept of super-fit control adaptation in DE frameworks [53], where
DE is hybridized with three meta-heuristics, each having different roles and features (PSO, that supports
DE in the beginning of the optimization process by helping to generate a super-fit individual, and two local
search methods to refine the results).

Furthermore, as a possible justification of the results, it is important to notice that PSO performs a
directional search, i.e. it allows a high performance for unimodal or non-strongly multimodal landscapes,
as the one that is, supposedly, generated by the body pose estimation problem using the hierarchical opti-
mization. On the contrary, DE has more exploratory properties and is more efficient when multiple basins
of attraction with similar strength are present in the landscape, like in the hippocampus localization, that
is a highly multimodal problem, as shown in [54].

Regarding future developments related to hippocampus localization, we expect to develop and apply
proper segmentation techniques for this anatomical structure within the image regions located as described
in this paper. Eventually, this segmentation will allow the accurate detection of specific hippocampus regions
where gene expression can be analyzed and characterized based on visual features. Other approaches will
also be tested, such as multi-population approaches, to locate the two structures within the hippocampus
at the same time and not independently of each other as happens now.

In any case, the main aim of this work was to present a general object detection framework where
deformable models are optimized by means of two well-known metaheuristics, and not to find the best
configuration of parameters for these population-based optimization techniques. For this reason, more DE
mutation/crossover operators or PSO topologies, as well as more sophisticated DE/PSO implementations,
like the improved jDE [55] or the scale factor inheritance by Weber et al. [56], were not employed and will
be the subject of some of our future work.

Thanks to the GPU-based parallelization, we will be able to make massive tests on thousands of genes
in reasonable time. This will allow us to analyze quantitative information about the general levels and the
spatial distribution in the brain of all the mammalian genes, which is the final goal of the project within
which our application was developed.

Regarding body pose estimation, we are currently extending its implementation to make it possible to run
larger swarms and use fewer camera views, as well as testing more sophisticated fitness functions. Another
possible interesting improvement could be the use of increasingly popular 3D sensors, such as cheap depth
cameras, instead of the specialized multi-camera setup, for easier acquisition of image which can dramatically
extend the usability of our approach.
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