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Abstract. The objective of this research was to investigate the performance of 

LS-SVM combined with several variable selection methods to assess soluble 

solids content (SSC) of Nanfeng mandarin fruit. Visible/near infrared (Vis/NIR) 

diffuse reflectance spectra of samples were acquired by a QualitySpec 

spectrometer in the wavelength range of 350~1800 nm. Four variable selection 

methods were conducted to select informative variables for SSC, and least 

squares-support vector machine (LS-SVM) with radial basis function (RBF) 

kernel was used develop calibration models. The results indicate that four 

variable selection methods are useful and effective to select informative 

variables, and the results of LS-SVM with these variable selection methods are 

comparable to the results of full-spectrum partial least squares (PLS). Genetic 

algorithm (GA) combined with successive projections algorithm (SPA) is the 

best variable selection method among these four methods. The correlation 

coefficients and RMSEs in LS-SVM with GA-SPA model for calibration, 

validation and prediction sets are 0.935, 0.560%, 0.912, 0.631% and 0.933, 

0.594%, respectively. 

Keywords: Vis/NIR, LS-SVM, variable selection, soluble solids content, 
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1 Introduction 

Soluble solids content (SSC) is one of the most important properties of fruits that 

match human‟s taste. In recent years, Visible /near infrared (Vis/NIR) spectroscopy 

has become a well-accepted method for SSC assessment of fruit because it works fast 

and non-destructively, allows no sample preparation and brings no environmental 

chemistry pollution. And it has been used to measure SSC in a variety of fruits such 

as mandarin fruit [1-2], apple [3-4], pear [5-6], kiwifruit [7-8], melon [9-10] and so on. 

Due to high resolution in modern spectroscopic instrument, the spectral data usually 

has hundreds or thousands wavelength variables, so contains substantial information. 

However, some of the information is useless or irrelevant to component properties, 

which will worsen the predictive ability of the model for component properties and 

should be eliminated. Recently, many variable selection methods were developed to 



eliminate irrelevant information or variables, and reserve important information or 

variables. Ying et al. (2008) [11] used genetic algorithm (GA) method to select 

important variables for sugar content (SC) of apples, then developed calibration 

model by partial least squares (PLS). Compared to full-spectrum PLS, the root mean 

square error of prediction (RMSEP) in GA-PLS was decreased from 0.512% to 

0.395%. Liu et al. (2009) [12] applied successive projections algorithm (SPA) to 

choose variables for organic acids of plum vinegar. Least squares-support vector 

machine (LS-SVM) was used to develop calibration models. The models developed 

by SPA-LS-SVM for organic acids were better than that of full-spectrum PLS. Sorol 

et al. (2010) [13] investigated PLS combined with several variable selection methods 

to assess Brix degrees of sugar cane juice, and GA-PLS obtained the best results. Wu 

et al. (2011) [14] reported that uninformative variable elimination (UVE) was 

necessary to conduct before SPA on spectra of dried laver for predicting protein 

content. The average improvement percentage of RPD (standard deviation/RMSEP) 

was 38.66%. Huang et al. (2011) [15] selected two important wavelength variables 

(431 nm, 976 nm) by SPA for total soluble solid contents (TSS) of mulberry fruit, and 

acceptable results were obtained. Sun et al. (2012) [16] applied competitive adaptive 

reweighted sampling (CARS) to sort important variables for SSC of navel oranges. 

The CARS-PLS model for SSC was better than other methods (UVE-PLS, SPA-PLS, 

full-spectrum PLS). Besides, there were other research works concerning variable 

selection in Vis/NIR application [17-19]. From above research papers, it can be found 

that variable selection will simplify models, and reduce predicted errors.   

LS-SVM is an evolution of the standard support vector machine. It has the capability 

for both linear and nonlinear multivariate calibration, and can handle some latent 

nonlinear information existed in the spectral data [20](Suykens et al., 2002). 

Therefore, LS-SVM combined with several variable selection methods was proposed 

to assess SSC of Nanfeng mandarin fruit, with the purpose of developing a fast and 

accurate nonlinear model using important variables for quality assessment of Nanfeng 

mandarin fruit. 

The objective of this research was to investigate the performance of LS-SVM 

combined with several variable selection methods to assess SSC of Nanfeng mandarin 

fruit. Calibration models developed by LS-SVM with different variable selection 

methods were compared to identify an optimal method for SSC assessment of 

Nanfeng mandarin fruit. 

2 Experiments and Methods 

2.1 Samples 

A total of 280 Nanfeng mandarin fruits were purchased from a local fruit market and 

stored for 24 hours at about 20 ℃ and 60 % relative humidity (RH) to equilibrate 

before Vis/NIR spectra measurement. Samples were separated randomly into three 

sets: a calibration set (n=140), a validation set (n=70), and a prediction set (n=70), 

with the ratio of 2:1:1. In order to ensure the adaptability of the model, the calibration 

set contained the samples with the minimum and maximum values of SSC. Spectra 



collection and SSC determination of Nanfeng mandarin fruits were completed at the 

same day for same samples. 

For SSC measurement, the pulp of Nanfeng mandarin fruit was macerated using a 

manual fruit squeezer after removing pericarp. And the filtered juice were used for 

SSC measurement with a hand-held refractometer (Atago Co. Ltd.，Tokyo，Japan) 

2.2 Spectra Acquirement 

Diffuse reflectance spectra of Nanfeng mandarin fruits were acquired in the Vis/NIR 

system which consisted of a QualitySpec spectrometer (Analytical Spectral Devices, 

Inc., USA), light source, an optic fiber and a computer. The QualitySpec spectrometer 

was equipped with a Si detector (350~1000 nm) and an InGaAs detector (1000~1800 

nm). The light source was tungsten quartz halogen lamp (4W/5.5V), and the color 

temperature was about 2901 K. 

In this research, diffuse reflectance spectra of samples were acquired at two positions, 

and each position was acquired once. The average spectrum of each sample was used 

for further analysis. The positions of samples were put as the stalk-stem of fruit was 

perpendicular to horizontal plane, and one position was stalk up, another was stem up. 

A polytetrafluoethylene (PTFE) board was used to obtain reference spectrum prior to 

smaple spectra acquisition. The integration time and scan number for reference and 

samples were both 136 ms and 2, respectively. Spectrometer parameters setting, 

spectra data obtaining and storing were carried out via the Indic software v4.0 

(Analytical Spectral Devices, INC., USA). The measurement was expressed as log 

(1/R). R was percent reflectance of sample spectra. 

 
Fig. 1. Schematic diagram of Vis/NIR system 

2.3 Variable Selection 

2.3.1 UVE 

Uninformative variable elimination (UVE) is a novel variable selection method based 

on stability analysis of regression coefficient [21]. The objective of UVE is to 

eliminate the variables that have no more useful information for modeling than noise. 



After reducing the uninformative variables, it can avoid a model to be over-fitting and 

improve model predictive ability. In the UVE algorithm, a noise matrix is appended to 

instrumental response data for estimating the uninformative variables, and a PLS 

regression coefficient matrix 
1[ , , ]pb b b is calculated from new matrix through 

leave-one-out cross validation. Then the stability value S of each variable can be 

calculated using equation (1). The large S value indicates the variable is more reliable 

and important for modeling. The variable whose S value is less than cut-off threshold 

will be realized as uninformative variable and eliminated. In this study, the cut-off 

threshold was set as 99% of maximal absolute S value of noise variables, and 1231 

random variables (noise matrix) were added to spectral data.  

( )

( )

j

j

j

mean b
s

std b
                        (1) 

Where js is the reliability value of variable j , ( )jmean b and ( )jstd b are the mean 

and standard deviation values of PLS regression coefficients of variable j . 

2.3.2 GA 

Genetic algorithm (GA) is an optimization method based on the principles of genetics 

and natural selection, and it has been successfully applied in the Vis/NIR 

spectroscopy for variable selection. The basic steps of GA algorithm are described as 

follows: first, a population of chromosomes is generated; second, PLS analysis is 

conducted and the fitness of each chromosome is calculated; third, chromosomes are 

chosen according to the fitness value; fourth, the chosen chromosomes are paired and 

reproduced by cross-over and mutation; then, step 2 to step 4 are repeated until the 

fitness reaches an acceptable value. The detailed principle of GA can be found in the 

literature [22-23]. In this study, the parameters of GA were set as follows: population 

size (30 chromosomes), probability of mutation (1%), probability of cross-over (50%), 

and number of runs (100). 

2.3.3 SPA 

Successive projections algorithm (SPA) is a novel forward variable selection 

algorithm for solving collinearity problems. In the SPA analysis, it has two phases. 

The first phase is to conduct projections on instrumental response data to generate 

subsets of variables. The second phase is to evaluate candidate subsets of variables 

obtained in the first phase by MLR according to root mean squared error of cross 

validation (RMSECV). And the best subsets of variables are obtained with the 

smallest RMSECV. The detailed principle of SPA can be found in the literature [24-

25]. In this study, the parameters of minimum and maximum number of variables 

used in SPA were 1 and 30, respectively. 

2.3.4 CARS 

Competitive adaptive reweighted sampling (CARS) is a novel strategy for variable 

selection based on „survival of the fittest‟ of Darwin‟s Evolution Theory. The absolute 

values of regression coefficients in PLS regression are used to evaluating the 

importance of each variable. In the CARS analysis, exponentially decreasing function 

based enforced wavelength selection and adaptive reweighted sampling (ARS) based 



competitive wavelength selection are adopted to select the important variables. The 

detailed principle of CARS can be found in the literature [26]. In this study, the 

number of Monte Carlo sampling was set as 50, and 10-fold PLS cross validation was 

used to develop calibration model. 

In the variable selection, UVE or GA was used to select wavelength variables for SSC 

of Nanfeng mandarin fruit first, then SPA or CARS was conducted to select 

wavelength variables based on the results of UVE or GA. So four combined variable 

selection methods (UVE-SPA, UVE-CARS, GA-SPA, GA-CARS) were used in this 

study, and conducted in the Matlab 7.6.0 (The MathWorks, Inc. USA). 

2.4 LS-SVM 

After variable selection, LS-SVM was used to develop calibration models for SSC of 

Nanfeng mandarin fruit. In order to evaluate the performance of LS-SVM with four 

variable selection methods, the results of LS-SVM were compared with the results of 

full-spectrum PLS. 

In LS-SVM regression, radial basis function (RBF) kernel was used as the kernel 

function, simplex technique and leave one out cross-validation were used to find the 

optimal parameter values including regularization parameter gam (γ) and RBF kernel 

function parameter sig2 (σ2). LS-SVM was conducted in the Matlab 7.6.0 (The 

MathWorks, Inc. USA). 

3 Results and Discussion 

3.1 Quality Attribute Distribution 

The mean and standard deviation (S.D.) of SSC in all Nanfeng mandarin fruit were 

14.45% and 1.59, respectively. Details of SSC statistic results for calibration, 

validation and prediction sets were presented in Table 1. 

Table 1. Statistical results of soluble solids content of Nanfeng mandarin fruit in calibration, 

validation and prediction sets 

Paramete

r 

Data set Samples Maximum Minimum Mean S.D. 

SSC (%) Calibration 140 18.6 10.4 14.43 1.58 

Validation 70 18.0 10.6 14.26 1.53 

Prediction 70 18.6 10.6 14.51 1.64 

3.2 Spectral Analysis 

Fig. 2 shows the Vis/NIR diffuse reflectance spectra of all Nanfeng mandarin fruit. 

From Fig. 2, it can be seen that there are obvious peaks and valleys in the wavelength 

range of 1000 nm~1800 nm, and spectra seem flat in the wavelength range of 350 



nm~1000 nm. This is due to weak absorption in the wavelength range of 350 

nm~1000 nm, and this wavelength range also contains useful information such as a 

third overtone stretch of CH and second and third overtones of OH (Shao et al., 2011). 

In the wavelength range of 1000 nm~1800 nm, it develops peaks at about 1210 nm 

and 1465 nm, and develops valleys at 1100 nm, 1287 nm and 1676 nm. Besides, there 

are some noises at the two ends of spectra which lead to low signal/noise ratio, and 

the wavelength ranges of 350 nm~550 nm and 1780 nm~1800 nm are removed. So 

only wavelength range of 550 nm~1780 nm was used for further analysis, and there 

were 1231 wavelength variables in this wavelength range. 
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Fig. 2. Vis/NIR diffuse reflectance spectra of all Nanfeng mandarin fruit 

3.3 Variable Selection 

3.3.1 UVE-SPA 

For UVE-SPA variable selection method, UVE was applied to select wavelength 

variables first, then SPA was conducted on the selected wavelength variables by UVE. 

Fig. 3 shows the stability results of each variable in the PLS model for SSC by UVE. 

In Fig. 3, the solid vertical line is the split line of wavelength variables and random 

variables, wavelength variables are at the left while random variables are at the right. 

Two dashed horizontal lines mean the upper and lower cutoffs for selecting 

wavelength variables. The variables beyond the cutoffs are realized as informative 

variables and reserved, while the variables between the cutoffs are realized as 

uninformative variables and eliminated. After UVE analysis, 151 variables were 

selected from 1231 variables for SSC.  

Fig. 4 shows the root mean square error (RMSE) plot and selected variables by SPA 

for SSC of Nanfeng mandarin fruit based on the UVE analysis. From Fig. 4(a), it can 

be seen that the RMSE curve drops very quickly as the number of selected variables is 

increasing from seven to eight, ten to eleven and fifteen to eighteen. After that, the 

RMSE curve is level off with further increasing of the number of selected variables. 

Finally, twenty wavelength variables were chosen for SSC according to an F-test 



criterion with α=0.25. Fig. 4(b) shows the distribution of the selected wavelength 

variables. From Fig. 4(b), it can be seen that most of the selected wavelength 

variables are near the peaks and valleys of spectrum. 
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Fig. 3. Stability of each variable in the PLS model for SSC by UVE 
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Fig. 4. RMSE plot and selected variables by SPA based on UVE results: (a) RMSE plot; (b) 

Selected variables (shown in □ markers). 



3.3.2 GA-SPA 

Fig. 5 shows the results of GA variable selection for SSC of Nanfeng mandarin fruit. 

In Fig. 5, the solid horizontal line indicates the frequency cutoff for variable selection. 

The variables which frequency values are larger than frequency cutoff are realized as 

informative variables and reserved, and other variables are realized as uninformative 

variables and eliminated. After GA analysis, 137 variables were selected. 

Fig. 6 shows the RMSE plot and selected variables by SPA based on GA results. 

From Fig. 6(a), it can be seen that the RMSE curve drops quickly as the number of 

selected variables is increasing from three to five, seven to eight, and fifteen to 

sixteen. The RMSE curve drops slowly as the number of selected variables is 

increasing from nine to fifteen, seventeen to twenty one. After that, the RMSE curve 

is level off with further increasing of the number of selected variables. And twenty 

one variables were selected at last. Fig. 6(b) shows the distribution of the selected 

variables for SSC by GA-SPA. 
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Fig. 5. Results of GA variable selection for SSC of Nanfeng mandarin fruit 
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Fig. 6. RMSE plot and selected variables by SPA based on GA results: (a) RMSE plot; (b) 

Selected variables (shown in □ markers). 

3.3.3 UVE-CARS 

In the UVE-CARS analysis, the same results of UVE in UVE-SPA were used, and 

CARS was conducted on the results of UVE. Fig. 7 shows the results CARS variable 

selection for SSC of Nanfeng mandarin fruit. From Fig. 7(a), it can be seen that the 

number of sampled variables decreases as the number of sampling runs increases, and 

the declining trend is from quick to slow. Fig. 7(b) shows the change of RMSECV 

with increasing of sampling runs. The RMSECV decreases slowly as the number of 

sampling runs is increasing from one to fifteen. After that, the RMSECV increases 

quickly with further increasing of sampling runs, this may indicate that some useful 

variables are eliminated during this process. Fig. 7(c) shows the change of regression 

coefficients of variables with increasing of sampling runs. The position of mark “*” 

means the minimum RMSECV, and the number of sampling runs is fifteen. Finally, 

twenty nine variables were selected. Fig. 8 shows the distribution of the selected 

wavelength variables for SSC by UVE-CARS. 
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Fig. 7. Results of CARS variable selection based on UVE results: (a) Number of sampled 

variables; (b) RMSECV; (c) Regression coefficients path. 
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Fig. 8. Distribution of the selected wavelength variables for SSC by UVE-CARS 

3.3.4 GA-CARS 

In the GA-CARS analysis, the same GA results in GA-SPA were used, and CARS 

was conducted on the results of GA. Fig. 9 shows the results of CARS variable 

selection based on GA results. From Fig. 9, it can be seen that the position of mark 

“*” is at twenty five sampling runs, and this indicates that the minimum RMSECV is 

obtained when the number of sampling runs is twenty five. According to the results of 



Fig. 9(a), seventeen variables were selected for SSC. Fig. 10 shows the distribution of 

the selected wavelength variables for SSC by GA-CARS. 
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Fig. 9. Results of CARS variable selection based on GA results: (a) Number of sampled 

variables; (b) RMSECV; (c) Regression coefficients path. 
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Fig. 10. Distribution of the selected wavelength variables for SSC by GA-CARS 

3.4 LS-SVM 

After variable selection, LS-SVM with RBF kernel was used to develop calibration 

models for SSC of Nanfeng mandarin fruit. Table 2 shows the results of LS-SVM and 

PLS regression for SSC of Nanfeng mandarin fruit. From table 2, it can be seen that 



only about twenty variables are used in the LS-SVM (2% of the total number of 

variables), and 1231 variables are used in the PLS, while the results in LS-SVM 

models are comparable to the results of full-spectrum PLS model. This indicates that 

these four combined variable selection methods are useful and effective to eliminate 

uninformative variables and reserve informative variables.  

For four combined variable selection methods, LS-SVM with GA-SPA obtains the 

best results, the correlation coefficients and RMSEs in the calibration, validation and 

prediction sets are 0.935, 0.560%, 0.912, 0.631% and 0.933, 0.594%, respectively. 

The worst results are obtained by LS-SVM with GA-CARS, and the correlation 

coefficients and RMSEs in the calibration, validation and prediction sets are 0.914, 

0.641%, 0.836, 0.752% and 0.901, 0.716%, respectively. From above results, it can be 

concluded that GA-SPA is the best variable selection method among these four 

methods. This may due to that GA is suitable for eliminating uninformative variables 

and SPA is effective for selecting sensitive variables, so GA combined with SPA 

obtains the best results. For GA-CARS, the principles of GA and CARS are similar, 

this may be the reason why GA-CARS obtains the worst results. In order to evaluate 

the performance of LS-SVM models, the RPD (standard deviation/RMSEP) which 

has been defined as a measure of model performance [28] is introduced. The RPD 

values in the four LS-SVM models (UVE-SPA, GA-SPA, UVE-CARS, GA-CARS) 

are 2.67, 2.76, 2.44 and 2.29, respectively. 

Table 2. Results of LS-SVM and PLS regression for SSC of Nanfeng mandarin fruit 

Method Number 

of 

variable 

γ σ2 Calibration Validation Prediction 

r RMSEC r RMSE

V 

r RMSE

P 

UVE-SPA 20 4.0e

6 

1.0e

4 

0.91

9 

0.621 0.89

3 

0.653 0.92

9 

0.615 

GA-SPA 21 1.6e

10 

5.0e

7 

0.93

5 

0.560 0.91

2 

0.631 0.93

3 

0.594 

UVE-

CARS 

29 6.8e

10 

4.3e

7 

0.91

0 

0.651 0.86

2 

0.699 0.91

2 

0.671 

GA-CARS 17 4.0e

4 

9.0e

2 

0.91

4 

0.641 0.83

6 

0.752 0.90

2 

0.716 

PLS 1231 --- --- 0.91

9 

0.619 0.89

7 

0.649 0.90

1 

0.710 

5 Conclusions 

The results demonstrate that four combined variable selection methods are useful and 

effective to select informative variables, and the results of LS-SVM with these 



combined variable selection methods are comparable to the results of full-spectrum 

PLS. GA-SPA is the best variable selection method among these four combined 

variable selection methods. The correlation coefficients and RMSEs in LS-SVM with 

GA-SPA model for calibration, validation and prediction sets are 0.935, 0.560%, 

0.912, 0.631% and 0.933, 0.594%, respectively. 
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