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Abstract: Recently, the benefits of co-scheduling several applications have been demonstrated
in a fault-free context, both in terms of performance and energy savings. However, large-scale
computer systems are confronted to frequent failures, and resilience techniques must be employed to
ensure the completion of large applications. Indeed, failures may create severe imbalance between
applications, and significantly degrade performance. In this paper, we propose to redistribute
the resources assigned to each application upon the striking of failures, in order to minimize
the expected completion time of a set of co-scheduled applications. First we introduce a formal
model and establish complexity results. When no redistribution is allowed, we can minimize
the expected completion time in polynomial time, while the problem becomes NP-complete with
redistributions, even in a fault-free context. Therefore, we design polynomial-time heuristics that
perform redistributions and account for processor failures. A fault simulator is used to perform
extensive simulations that demonstrate the usefulness of redistribution and the performance of the
proposed heuristics.
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Ordonnancement d’applications concurrentes dans un
contexte résilient avec redistribution de processeurs

Résumé : Récemment, les bénéfices de l’ordonnancement concurrent de plusieurs appli-
cation ont été démontrés dans un contexte sans fautes, à la fois en terme de performance et
de consommation énergétique. Cependant, les plateformes distribuées à grande échelle sont
fréquemment confrontées à des pannes, et des techniques de résilience doivent être employées.
En effet, les pannes peuvent créer des déséquilibres importants entre applications et ainsi dé-
grader les performances. Dans ce papier, nous proposons de redistribuer les ressources allouées
à chaque application à chaque fois qu’une faute survient, dans le but de minimiser le temps de
complétion d’un ensemble de tâches concurrentes. Dans un premier temps, nous introduisons
le modèle formel et nous présentons des résultats de complexité. Quand aucune redistribution
n’est permise, nous pouvons minimiser l’espérance du temps de complétion en temps polynomial,
tandis que le problème devient NP-complet lorsque les redistributions sont permises, même dans
un contexte sans fautes. Par conséquent, nous proposons des heuristiques polynomiales effec-
tuant des redistributions, et prenant en compte les pannes des processeurs. Un simulateur de
fautes est utilisé pour réaliser un nombre important de simulations qui démontrent l’utilité de la
redistribution ainsi que les performances des heuristiques proposées.

Mots-clés : Resilience; ordonnancement concurrent; redistribution; résultats de complexité;
heuristiques; simulations.
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1 Introduction
With the advent of multicore platforms, HPC applications can be efficiently parallelized on
a flexible number of processors. Usually, a speedup profile determines the performance of the
application for a given number of processors. For instance, the applications in [1] were executed on
a platform with up to 256 cores, and the corresponding execution times were reported. A perfectly
parallel application has an execution time tseq/p, where tseq is the sequential execution time, and
p is the number of processors. In practice, because of the overhead due to communications and
to the inherently sequential fraction of the application, the parallel execution time is larger
than tseq/p. The speedup profile of the application is assumed to be known (or estimated)
before execution, through benchmarking campaigns.

A simple scheduling strategy on HPC platforms is to execute each application in dedicated
mode, assigning all resources to each application throughout its execution. However, it was
shown recently that rather than using the whole platform to run one single application, both the
platform and the users may benefit from co-scheduling several applications, hence minimizing the
loss due to the fact that applications are not perfectly parallel. Sharing the platform between
two applications leads to significant performance and energy savings [2], that are even more
important when co-scheduling more than two applications simultaneously [3].

To the best of our knowledge, co-scheduling has been investigated so far only in the context of
fault-free platforms. However, large-scale platforms are prone to failures. Indeed, for a platform
with p processors, even if each node has an individual MTBF (Mean Time Between Failures) of
120 years, we expect a failure to strike every 120/p years, for instance every hour for a platform
with p = 106 nodes. Failures are likely to destroy the load-balancing achieved by co-scheduling
algorithms: if all applications were assigned resources by the co-scheduler so as to complete their
execution approximately at the same time, the occurrence of a failure will significantly delay the
completion time of the corresponding application. In turn, several failures may well create severe
imbalance among the applications, thereby significantly degrading performance.

To cope with failures, the de-facto general-purpose error recovery technique in HPC is check-
point and rollback recovery [4]. The idea consists in periodically saving the state of the ap-
plication, so that when an error strikes, the application can be restored into one of its former
states. The most widely used protocol is coordinated checkpointing, where all processes peri-
odically stop computing and synchronize to write critical application data onto stable storage.
The frequency at which checkpoints are taken should be carefully tuned, so that the overhead
in a fault-free execution is not too important, but also so that the price to pay in case of failure
remains reasonable. Young and Daly provide good approximations of the optimal checkpointing
interval [5, 6].

This paper investigates co-scheduling on failure-prone platforms. Checkpointing helps to
mitigate the impact of a failure on a given application, but it must be complemented by redistri-
butions to re-balance the load among applications. Co-scheduling usually involves partitioning
the applications into packs, and then scheduling each pack in sequence, as efficiently as possible.
We focus on the second step, namely co-scheduling a given pack of applications that execute in
parallel, and leave the partitioning for further work. This is because scheduling a given pack
becomes a difficult endeavor with failures (and redistributions), while it was of linear complexity
without failures. Given a pack, i.e., a set of parallel tasks that start execution simultaneously,
there are two main opportunities for redistributing processors. First, when a task completes,
the applications that are still running can claim its processors. Second, when a failure strikes a
task, that task is slowed down. By adding more resources to it, we hope to reduce the overall
completion time. However, we have to be careful, because each redistribution has a cost, which
depends on the volume of data that is exchanged, and on the number of processors involved in
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4 Anne Benoit, Loïc Pottier, Yves Robert

redistribution. In addition, adding processors to a task increases its probability to fail, so there
is a trade-off to achieve in order to minimize the expected completion time of the pack.

The major contributions of this work are the following:
• the design of a detailed and comprehensive model for scheduling a pack of tasks on a

failure-prone platform;
• the NP-completeness proof for the problem with redistributions;
• the design and assessment of several polynomial-time heuristics to deal with the general

problem with failures and redistribution costs.
The rest of the paper is organized as follows. First, we discuss related work in Section 2. The

model and the optimization problem are formally defined in Section 3. In Section 4 we expose
the complexity results. We introduce some polynomial-time heuristics in Section 5, which are
assessed through simulations using a fault generator in Section 6. Finally, we conclude and
provide directions for future work in Section 7.

2 Related work
We first discuss related work on models for parallel tasks in Section 2.1, before surveying related
work on resilience (Section 2.2). Finally, we discuss previous work on co-scheduling algorithms
in Section 2.3.

2.1 Parallel task models
A parallel task is a task that may use several processors at the same time during its execution.
In the literature, many parallel task models have been developed and several types of tasks have
been defined.

In 1986, with the development of multiprocessor systems, Błażewicz et al. [7] have modeled
the problem of scheduling a set of independent parallel tasks on identical processors. The number
of processors assigned to each task was fixed during the execution. They showed that problem
is NP-complete when the number of processors is not fixed. A task that has a fixed number of
processors is called rigid.

In 1989, Du and Leung [8] have developed a model called the Parallel Task System, where
a task is executed by one or more processors at the same time, but the number of processors
assigned to one task cannot exceed a certain threshold. Contrarily to the Błażewicz’s model, the
number of processors is not fixed in advance, but once it is determined (between one and the
threshold), it remains fixed during the execution. Such tasks are called moldable.

Finally, a malleable task can see its number of processors allocated vary during the execution.
Błażewicz et al. [9] have designed approximation algorithms to solve the problem of scheduling
independent malleable tasks. Malleable tasks are more flexible than rigid and moldable tasks,
they can be implemented with data redistributions through processors (the technique used in
this paper) or work stealing. In practice, changing the number of processors at runtime requires
specific tools, frameworks and even dedicated programming languages like Cilk, which is using
work stealing techniques [10].

Martín et al. [11] have developed an MPI extension, called Flex-MPI, which introduces mal-
leability in MPI. Flex-MPI can achieve a load balancing among applications through a prediction
model. The prediction model in Flex-MPI does not take into account resilience aspects.

One contribution of this work is to develop a complete model taking into account resilience
aspects. We also provide heuristics able to re-assign processors to tasks that need them. We
also show that the problem of finding a schedule that minimizes the execution times without
redistribution costs and without failures is NP-complete (in the strong sense).

Inria



Resilient application co-scheduling with processor redistribution 5

2.2 Resilience
One of the most used technique to handle fail-stop errors in HPC is checkpoint and rollback re-
covery [4]. The idea is to periodically save the system state, or the application memory footprint
onto a stable storage. Then, after a downtime and a recovery time, the system can be restored
into a former valid state (rollback step). Another technique to dealing with fail-stop errors is
the process replication, which consists in replicating a process and even replicate communica-
tions. For instance, the project RedMPI [12] implements a process replication mechanism and
quadruplicates each communication.

In this paper, we use a light-weight checkpointing protocol called the double checkpointing
algorithm [13,14]. This is an in-memory checkpointing protocol, which avoids the high overhead
of disk checkpoints. Processors are paired: each processor has an associated processor called
its buddy processor. When a processor stores its checkpoint file in its own memory, it also
sends this file to its buddy, and the buddy does the same. Therefore, each processor stores two
checkpoints, its own and that of its buddy. When a failure occurs, the faulty processor looses
these two checkpoint files, and the buddy must re-send both checkpoints to the faulty node. If a
second failure hits the buddy during this recovery period, we have a fatal failure and the system
cannot be recovered.

2.3 Co-scheduling algorithms
This work provides an important extension to our previous work on co-schedules [2, 3], which
already demonstrated that sharing the platform between two or more applications can lead to
significant performance and energy savings. To the best of our knowledge, it is the first work to
consider co-schedules and failures, and hence to use malleable tasks to allow redistributions of
processors between applications.

However, we point out that co-scheduling with packs can be seen as the static counterpart
of batch scheduling techniques, where jobs are dynamically partitioned into batches as they are
submitted to the system (see [15] and the references therein). Batch scheduling is a complex
online problem, where jobs have release times and deadlines, and when only partial information
on the whole workload is known when taking scheduling decisions. On the contrary, co-scheduling
applies to a set of tasks that are all ready for execution. In this paper, as already mentioned,
we restrict to a single pack, because scheduling already becomes difficult for a single pack with
failures and redistributions.

3 Framework
We consider a pack of n independent malleable tasks {T1, . . . , Tn}, and an execution platform with
p identical processors subject to failures. The objective is to minimize the expected completion
time of the last task. First, we define the fault model in Section 3.1. Then, we show how to
compute the execution time of a task in Section 3.2, assuming that no redistribution has occurred.
The redistribution mechanism and its associated cost are discussed in Section 3.3.

For convenience, a summary of notations is provided in Table 1.

3.1 Fault model
We consider fail-stop errors, which are detected instantaneously. To model the rate at which
faults occur on one processor, we use an exponential probability law of parameter λ. The mean
(or MTBF) of this law is µ = 1

λ . The MTBF of a task depends upon the number of processors
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Parameters
n Number of tasks
p Total number of processors available
µ MTBF for one processor
λ Parameter for the exponential law: λ = 1/µ

Tasks
ti,j Fault-free time needed to complete task Ti with j processors
mi Size of problem of task Ti (i.e., number of data)
σ(i) Number of processors assigned to Ti
α The fraction of remaining work after a failure or an application termination
te The time when a task is over

Nff
i,j(α) The number of checkpoints during the remaining work α for the task Ti with j pro-

cessors in a fault-free case
Resilience

tRi,j(α) Expected time to complete a fraction of work α for task Ti with j processors
tUi Current expected finish time for the task Ti
τi,j The optimal checkpointing period for a task Ti on j processors

tlastRi
The time of last redistribution or last error of task Ti

Ni,j The number of checkpoints for task Ti with j processors between tlastRi
and the next

event (te or tf )
Tf The task stroke by the fault at time tf
Tlast The longest task in the schedule before the fault
tf Time when a fault occurs
pf The processor which is affected by a fault at time tf

Table 1: List of notations.

it is using, hence changes whenever a redistribution occurs. Specifically, if task Ti is (currently)
executed on j processors, its MTBF is µi,j = µ

j (see for instance [16] for a proof). To recover from
fail-stop errors, we use the double checkpointing scheme, or buddy algorithm [13,14]. Therefore,
the number of processors assigned to each task must be even.

We consider that tasks are divisible, and we do periodic checkpointing for each task. Formally,
if task Ti is executed on j processors, there is a checkpoint every period of length τi,j , with a
cost Ci,j . The checkpoint cost Ci,j depends on the number of processors assigned to the task:
Ci,j = Ci/j. Here, Ci represents the sequential time to communicate critical data for Ti, which
is equally partitioned across the j processors. As for the checkpointing period τi,j (which we can
choose arbitrarily because tasks are divisible), we use Young’s formula [17] and let

τi,j =
√

2µi,jCi,j + Ci,j . (1)

As τi,j is a first order approximation, the formula is valid only if Ci,j � µi,j . When a fault
strikes, there is first a downtime of duration D, and then a recovery period of duration Ri,j . We
assume that Ri,j = Ci,j , while the downtime value D is platform-dependent and not application-
dependent.

Inria



Resilient application co-scheduling with processor redistribution 7

3.2 Execution time without redistribution
To compute the expected execution time of a schedule, we must be able to compute the expected
execution time of a task Ti executed on j processors subject to failures. We first consider the case
without redistribution. Let ti,j be the execution time of task Ti on j processors in a fault-free
scenario. Let tRi,j(α) be the expected time required to compute a fraction α of the total work
for task Ti on j processors, with 0 ≤ α ≤ 1. We need to consider a partial execution of Ti on j
processors to prepare for the case with redistributions.

Recall that the execution of task Ti is periodic, and that the period τi,j depends only on
the number of processors, but not on the remaining execution time (see Equation (1)). After a
work of duration τi,j , there is a checkpoint of duration Ci,j . In a fault-free execution, the time
required to execute the fraction of work α is αti,j , hence a total number of checkpoints of

Nff
i,j(α) =

⌊
αti,j

τi,j − Ci,j

⌋
. (2)

Next, we have to estimate the expected execution time for each period of work between
checkpoints. The expected time to execute successfully during T units of time with j processors
(there are T − C units of work and C units of checkpoint, where T is the period) is equal to(

1
λj +D

)
(eλjT − 1) [16]. Therefore, in order to compute tRi,j(α), we compute the sum of the

expected time for each period, plus the expected time for the last non-complete period. The last
period is denoted τlast and it is defined as:

τlast = αti,j −Nff
i,j(α)(τi,j − Ci,j). (3)

The first Nff
i,j(α) periods are equal (of length τi,j), hence have the same expected time.

Finally, we obtain:

tRi,j(α) = eλjRi,j

(
1
λj

+D
)(
Nff
i,j(α)(eλjτi,j−1) + (eλjτlast−1)

)
. (4)

In a fault-free environment, it is natural to assume that the execution time is non-increasing
with the number of processors. Here, this assumption would translate into the condition:

tRi,j+1(α) ≤ tRi,j(α) for 1 ≤ i ≤ n, 1 ≤ j < p, 0 ≤ α ≤ 1. (5)

However, when we allocate more processors to a task, even though it further parallelize the
work, the probability of failures increases, and hence the waste increases. Therefore, adding
resources to an application is useful up to a threshold. After this threshold, we have tRi,j+1 ≥ tRi,j .
In order to satisfy Equation (5), we restrict, according to the threshold, the number of processors
assigned to each task:

tRi,j(α) = min { tRi,j−2(α) , tRi,j(α) }. (6)

Another common assumption is that the work is non-decreasing with j: we assume that for
1 ≤ i ≤ n, 1 ≤ j < p and 0 ≤ α ≤ 1, (j + 1)× tRi,j+1(α) ≥ j × tRi,j(α).

For convenience, we denote by tUi the current expected finish time of task Ti at any point of
the execution. Initially, if task Ti is allocated to j processors, we have tUi = tRi,j(1).

3.3 Redistributing processors
There are two major cases in which it may be useful to redistribute processors: (i) in a fault-free
scenario, when a task ends, it releases processors that can be used to accelerate other tasks, and

RR n° 8795



8 Anne Benoit, Loïc Pottier, Yves Robert

(ii) when an error strikes, we may want to force the release of processors, so that we can assign
them to the application that has been slowed down by the error.

We first consider a fault-free scenario in Section 3.3.1, and then we account for the checkpoint
costs and for redistribution after failures in Section 3.3.2.

3.3.1 Fault-free scenario

We first consider that there is no failure, and hence no checkpoint is taken.
The goal is to explain how redistribution works.
Consider for instance that there are q available processors when task T2 ends. We can allocate

q1 new processors to task T1, and q3 new processors to task T3, such that q1+q3 = q (see Figure 1).

time0

processors

T3

T3T2

T1

T1

q
q1

q3

Figure 1: Redistribution at the end of a task.

Consider that a redistribution is done at time te (the end time of a task), and that task Ti,
initially with j processors, now has k = j + q > j processors. What will be the new finish time
of Ti? The fraction of work already executed for Ti is te

ti,j
, because the task was supposed to

finish at time ti,j (see Figure 2). The remaining fraction of work is α = 1 − te
ti,j

, and the time
required to complete this work with k processors is t′, where t′

ti,k
= α, hence

t′ = αti,k =
(

1− te
ti,j

)
ti,k.

Furthermore, we need to add a redistribution cost: when moving from j to k processors, a
task must redistribute its data between processors. Indeed, we have to send a fraction 1

k×j of
data from the initial j processors to the q = k − j new processors. So we have a bipartite graph
G with j nodes in one subspace and k in another. Before the redistribution, each j node has
k
k×j data, after the redistribution the q = k − j new processors will have j

k×j . One processor
can send 1

k×j at the time, so we have j sending in the same time. One parallel dispatch is called
a round. How many rounds are required? We can transform this problem into an edge coloring
problem, with one color for one round (see Figure 3).

Wdone = te
ti,j Wtodo = α

j
k

t′

time0 te te + t′
ti,j

Figure 2: Work representation for task Ti at time te.

Inria



Resilient application co-scheduling with processor redistribution 9

j1

j2

j3

j4

q5

q6

j
q = k − j

Figure 3: Bipartite graph G representing a redistribution from j = 4 to k = 6, with each round
colored in one color. We have χ′(G) = ∆(G) = 4.

The number of rounds required is equal to the edge chromatic number χ′(G). Konig’s the-
orem [18] states that the edge chromatic number is equal to the maximum degree in G so
χ′(G) = ∆(G) when G is bipartite. We can determine the ∆(G) value: each j and q node are
connected, hence the maximum degree is equal to max(j, k− j). Therefore the number of rounds
is equal to max(j, k − j). Finally, the redistribution cost is

RCj→ki = max(j, k − j)× 1
k
× mi

j
, (7)

where mi is the total data belonging to task Ti. Note that we perform a redistribution only
if the cost of redistribution is lower than the benefit to allocate new processors to a task, i.e., if
ti,j − (te + t′) > RCj→ki .

3.3.2 Accounting for failures

If a fault strikes a task, that task needs to recover from the failure and to re-execute some work.
Even if the tasks were initially well-balanced to minimize the total execution time, this task is
now likely to exceed the expected execution time. If it becomes the longest task of the schedule,
we try to give more processors to this task in order to reduce its finish time, hence redistributing
processors.

Because we use the double checkpointing algorithm as resilience model, we consider processors
by pairs. We aim at redistributing pairs of processors either when a task is finished, at time te
(as in the fault-free scenario discussed in Section 3.3.1), or when a failure occurs, at time tf .

In each case, we need to compute the remaining work and the new expected finish time of
the tasks that have been affected by the event. Given a task Ti, we keep track of the time when
the last redistribution or failure occurred for this task, denoted tlastRi

. At time t (corresponding
to the end of a task or to a failure), we know exactly how many checkpoints have been taken by
task Ti executed on j processors since tlastRi

, denoted by Ni,j :

RR n° 8795



10 Anne Benoit, Loïc Pottier, Yves Robert

Ni,j =
⌊
t− tlastRi

τi,j

⌋
. (8)

We begin with the application ending case: consider that an application finishes its execution
at time te, hence releasing some processors. We consider giving some of these processors to a
task Ti currently running on j processors. The fraction of work executed by Ti since the last
redistribution is te−tlastRi

−Ni,jCi,j

ti,j
, because we have to remove the cost of the checkpoints, during

which the application did not execute useful work.
We apply the same reasoning when a fault occurs. Consider that task Ti, running on j

processors, is subject to a failure at time tf . Therefore, Ti needs to recover from its last valid
checkpoint, and the fraction of work executed by Ti corresponds to the number of entire periods
completed since the last failure or redistribution tlastRi

, each followed by a checkpoint. We can
express it as Ni,j×(τi,j−Ci,j)

ti,j
.

At time tf , if we want to give extra processors to the faulty task, we may need to remove
some processors from a running application. In this case, we perform a redistribution on an
application Ti moving from j to k processors, with k < j. During the downtime and the recovery
period of task Ti, the other tasks are stopped. Hence, the fraction of work executed by Ti can
be computed as in the application ending case scenario: it is tf−tlastRi

−Ni,jCi,j

ti,j
.

Similarly to the fault-free scenario, RCj→ki denotes the redistribution cost for task Ti. Re-
distribution can now add or remove processors to task Ti, and the cost is expressed as:

RCj→ki = max(min(j, k), |k − j|)× 1
k
× mi

j
. (9)

When a redistribution is done for task Ti at time t (t = te or t = tf ), we start with a
checkpoint before computing with a period τi,k. Therefore, if a fault occurs, we do not have to
redistribute again. Let α be the remaining fraction of work to be executed by Ti, that is 1 minus
the sum of the fraction of work executed before tlastRi and the fraction of work expressed above
(computed between tlastRi and t).

The new value of tlastRi
becomes tlastRi

= t+D+Ri,j +RCj→ki +Ci,k for a task on which a
fault stroke (we need to account for the downtime and recovery), and tlastRi

= t+RCj→ki +Ci,k
for a task with no failure but on which we performed some redistribution. Finally, the expected
finish time of Ti after the failure becomes tUi = tlastRi + tRi,k(α).

Similarly to the fault-free scenario, we give extra processors to an application only if the new
expected finish time tUi is lower than the one with no redistribution, namely t+ tRi,j(α).

4 Complexity results
We first consider the problem without redistribution in Section 4.1 and provide an optimal
polynomial-time algorithm. Then, we prove that the problem becomes NP-complete with redis-
tribution, even in a fault-free scenario (Section 4.2).

4.1 Without redistribution
Aupy et al. [3] designed a greedy algorithm to solve the problem with no redistribution (called
Optimal-1-pack-schedule) in a fault-free scenario. This algorithm therefore works with ti,j
values instead of tRi,j , and minimizes the execution time of the tasks. As a technical detail, it
does not take into account the fact that the number of processors assigned to a task must always

Inria



Resilient application co-scheduling with processor redistribution 11

be even in our setting because we use the double checkpointing algorithm. However, it is easy
to extend this algorithm to solve the problem with failures. We prove below that the problem
of minimizing the expected execution time without redistribution can be solved in polynomial
time.

Theorem 1. Given n tasks to be scheduled on p processors in a single pack, the problem of
finding a schedule without redistribution that minimizes the expected execution time can be solved
in polynomial time.

Proof. We define a function σ such that
n∑
i=1

σ(i) ≤ p, where σ(i) is the number of processors

assigned to Ti. A schedule with no redistribution corresponds to a function σ, because the
number of processors remains identical throughout the whole execution.

The fraction of work that each task must compute is α = 1, and we use the notation Ti 4Rσ Tj
if tRi,σ(i)(1) ≤ tRj,σ(j)(1). Then, Algorithm 1 returns in polynomial time a schedule that minimizes
the expected execution time. It greedily allocates processors to the longest task while its expected
execution time can be decreased. If we cannot decrease the expected execution time of the longest
task, then we cannot decrease the overall expected execution time, which is the maximum of the
expected execution times of all tasks.

Algorithm 1: Optimal schedule with no redistribution.
1 procedure Optimal-Schedule(n, p) begin
2 for i = 1 to n do σ(i) := 2 ;
3 Let L be the list of tasks sorted in non-increasing values of 4Rσ ;
4 pavailable := p− 2n;
5 while pavailable ≥ 2 do
6 Ti? := head(L);
7 L := tail(L);
8 pmax := σ(i?) + pavailable;
9 if tRi?,σ(i?)(1) > tRi?,pmax

(1) then
10 σ(i?) := σ(i?) + 2;
11 L := Insert Ti? in L according to its 4Rσ value;
12 pavailable := pavailable − 2;
13 else pavailable := 0;
14 end
15 return σ;
16 end

The proof that this algorithm returns an optimal cost schedule is similar to the proof in [3].
We replace ti,j by tRi,j(1), and instead of adding processors one-by-one, we add them two-by-
two. Consequently, there are at most (p − 2n)/2 iterations. The complexity of Algorithm 1
is O(p× log(n)).

Note that we added a test in Line 9 to check whether there is a hope to decrease the expected
execution time of the longest time. If the expected execution time with σ(i?) is equal to the
expected execution time using all available processors, then we will not be able to decrease
the expected execution time. Therefore, we prefer to keep these processors available so that
we may use them if we want to perform some redistribution. We discuss heuristics performing
redistribution in Section 5.
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4.2 NP-completeness of the redistribution problem

To establish the problem complexity with redistribution, we consider the simple case with no
failures. Therefore, redistributions occur only at the end of an application, and any application
changes at most n times its number of processors, where n is the total number of applications.
We further consider that the redistribution cost is null. Even in this simplified scenario, we prove
that the problem is NP-complete:

Theorem 2. Without redistribution costs and without failures, the problem of finding a schedule
that minimizes the execution time is NP-complete (in the strong sense).

Proof. We consider the associated decision problem: given a bound on the execution time D, is
there a schedule with an execution time less than D? The problem is obviously in NP: given a
schedule and a mapping, it is easy to check in polynomial time that it is valid by computing its
execution time.

To establish the completeness, we use a reduction from 3-partition [19]. We consider an
instance I1 of 3-partition: given an integer B and 3m positive integers a1, a2, . . . , a3m such
that for all i ∈ {1, . . . , 3m}, B/4 < ai < B/2 and with

∑m
i=1 ai = mB, does there exist a

partition I1, . . . , Im of {1, . . . , 3m} such that for all j ∈ {1, . . . ,m}, |Ij | = 3 and
∑
i∈Ij

ai = B?
We let D = max1≤i≤m{ai}+ 1 be the bound on the execution time. Note that 4D −B > D.

We build an instance I2 of our problem, with n = 4m applications and n processors. For
1 ≤ i ≤ 3m, we have the following execution times: ti,1 = ai, and ti,j = 3ai

4 for j > 1 (these
are small tasks, and the work is strictly larger when using more than one processor). The last
m tasks are identical, with the following execution times: for 3m + 1 ≤ i ≤ 4m, ti,j = 4D−B

j

for 1 ≤ j ≤ 4, and ti,j = 2
9 (4D − B) for j > 4 (these are large tasks with a total work equal to

4D − B for 1 ≤ j ≤ 4, and a strictly larger work when using more than four processors). It is
easy to check that the execution times are non-increasing with j, and that the work j × ti,j is
non-decreasing with j for all tasks.

Clearly, the size of I2 is polynomial in the size of I1. We now show that instance I1 has a
solution if and only if instance I2 does.

Suppose first that I1 has a solution. Let Ik = {a′1,k, a′2,k, a′3,k}, for k ∈ {1, . . . ,m}. We build
the following schedule for I2: initially, each task has a single processor. When a task Ti finishes
its execution (at time ai), with 1 ≤ i ≤ 3m, its processor is given to task 3m + k, given that
ai ∈ Ik. Task 3m+ k is therefore assigned at most 4 processors, hence with an optimal work of
4D − B, and it completes in time D. Indeed, these 4 processors have to complete a total work
of a′1,k + a′2,k + a′3,k + 4D−B = 4D, where the three tasks with 1 ≤ i ≤ 3m finish before D, and
the last task can be parallelized with up to 4 processors without loosing any work (see Figure 4).

Suppose now that I2 has a solution. Initially, we have necessarily one processor per task,
because there are exactly n processors and n tasks. Each task Ti, with 1 ≤ i ≤ 3m, will complete
before the remaining m tasks, because 4D − B > D > max1≤i≤3m{ai}. If the first 3m tasks
use more than one processor or if the last m tasks use more than four processors, then the
total work becomes strictly larger than

∑3n
i=1 ai + m × (4D − B) = mB + 4mD −mB = nD,

and hence the deadline of D with n processors cannot be achieved. Therefore, each small task
uses only one processor, and finishes before D. For 1 ≤ k ≤ m, the large task 3m + k can use
the remaining time of at most three small tasks, say a′1,k, a

′
2,k, a

′
3,k. Therefore, we must have

4D−B+a′1,k+a′2,k+a′3,k < 4D in order to complete within D, and hence a′1,k+a′2,k+a′3,k < B.
This is true for all triplets of small tasks, and because the work is tight, we must have an equality
for each triplet, hence the solution to I1.
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· · ·

3m small tasks

m large tasks

D

Figure 4: Illustration for the proof of Theorem 2.

5 Heuristics
Because the redistribution problem is NP-hard, we propose some polynomial-time heuristics to
perform redistribution when a failure strikes or when an application ends. Before performing
any redistribution, we need to choose an initial allocation of the p processors to the n tasks. We
use the optimal algorithm with no redistribution discussed in Section 4.1 (Algorithm 1).

We first discuss the general structure of the heuristics in Section 5.1. Then, we explain how
to redistribute available processors in Section 5.2, and the two strategies to redistribute when
failures occur in Section 5.3.

5.1 General structure
All heuristics share the same skeleton (see Algorithm 2): we iterate over events (either a failure
or an application termination) until the sum of work (the total work) is equal to zero.

If some tasks are still working for a previous redistribution, (i.e., the current time t is smaller
than tlastRi for these tasks), then we exclude them for the next redistribution (Line 15), and add
them back into the list of tasks after the redistribution. If an application ends, we redistribute
available processors as will be discussed in Section 5.2. Then, if there is a failure, we calculate
the new expected execution time of the faulty task (Line 26). Also, we remove from the list the
tasks that end before tlastRf

, and we release their processors (Line 28).
Afterwards, we have to choose between trying to redistribute or do nothing. If the faulty task

is not the longest task, the total execution time has not changed since the last redistribution.
Therefore, because it is the best execution time that we could reach, there is no need to try to
improve it. However, if the faulty task is the longest task (Line 30), we apply a heuristic to
redistribute processors (see Section 5.3).

5.2 Redistributing available processors
When a task ends, the idea is to redistribute the available processors in order to decrease the
expected execution time. The easiest way to proceed consists in adding processors greedily to
the task with the longest execution time, as was done in Algorithm 1 to compute an optimal
schedule. This time, we further account for the redistribution cost, and update the values of αi,
tlastRi

and tUi for each task i that encountered a redistribution. Therefore, this heuristic, called
EndLocal (see Algorithm 3), returns a new distribution of processors.

Rather than using only local decisions to redistribute available processors at time t, it is
possible to recompute an entirely new schedule, using the greedy algorithm Algorithm 1 again,
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Algorithm 2: Algorithmic skeleton.
1 procedure Main(n, p)
2 begin
3 α and tlastR are considered as global variables;
4 /* Initial schedule */;
5 σ := Optimal-Schedule(n, p);
6 for i = 1 to n do
7 αi = 1; tlastRi = 0;
8 tUi = tRi,σ(i)(1);
9 end

10 Let L be the list of tasks sorted in non-increasing values of tUi ;
11 /* While it remains work */;
12 while

∑n

i=1 αi > 0 do
13 k := p−

∑n

i=1 σ(i) /* There are k unused processors */;
14 t := next incoming event;
15 for i = 1 to n do if t ≤ tlastRi then Remove temporarily Ti from L;
16 ;
17 if t is the end of task Te then
18 αe := 0 ;
19 Remove Te from the list of tasks L;
20 σ := Redistrib-Available-Procs(L, t, k + σ(e), σ);
21 else if t is a failure striking task Tf then
22 /* Updating information about the faulty task Tf */
23 j := σ(f); Nf,j =

⌊
(t− tlastRf )/τf,j

⌋
;

24 αf := αf −Nf,j(τf,j − Cf,j)/tf,j ;
25 tlastRf := t+D +Rf,j ;
26 tUf := tlastRf + tRf,j(αf );
27 Update the position of Tf in the list L according to its new tUf value;
28 for i = 1 to n do if Ti finishes before tlastRf then Remove Ti and release σ(i)

processors;
29 ;
30 if tUf = max1≤i≤n t

U
i then

31 σ := Apply-heuristic(L, t, f, σ);
32 end
33 end
34 ;
35 Put back the previous removed tasks in L;
36 end
37 end
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Algorithm 3: Algorithm to perform a redistribution with k processors on n tasks at time t
1 procedure Redistrib-Available-Procs(L, t, k, σ)
2 begin
3 σinit := σ;
4 while k ≥ 2 do
5 Ti := head(L); L := tail(L);
6 j := σinit(i);
7 Ni,j = b(t− tlastRi )/τi,jc;
8 αti := αi − (t− tlastRi −Ni,jCi,j)/ti,j ;
9 /* We first check whether Ti can be improved */

10 improvable := false; q := 2;
11 while q ≤ k do
12 tE := t+RC

j→σ(i)+q
i + Ci,σ(i)+q + tRi,σ(i)+q(αti);

13 if tE < tUi then improvable := true; q := k + 1;
14 else q := q + 2;
15 end
16 if improvable then
17 σ(i) := σ(i) + 2;
18 tUi := t+RC

j→σ(i)
i + Ci,σ(i) + tRi,σ(i)(αti);

19 L := Insert Ti in L according to its tUi value;
20 k := k − 2;
21 end
22 end
23 /* Updating αi and tlastRi if needed */
24 for i = 1 to n do
25 j := σinit(i);
26 if σ(i) 6= j then
27 Ni,j = b(t− tlastRi )/τi,jc;
28 αi := αi − (t− tlastRi −Ni,jCi,j)/ti,j ;
29 tlastRi := t+RC

j→σ(i)
i + Ci,σ(i);

30 end
31 end
32 return σ;
33 end
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but further accounting for the cost of redistributions. This heuristic is called EndGreedy.
Now, we need to compute the remaining fraction of work for each task, and we obtain an
estimation of the expected finish time when each task is mapped on two processors. Similarly to
Algorithm 1, we then add two processors to the longest task while we can improve it, accounting
for redistribution costs.

Note that we effectively update the values of αi and tlastRi for task Ti only if a redistribution
was done for this task. It may happen that the algorithm assigns the same number of processors
as was used before. Therefore, we keep the updated value of the fraction of work in a temporary
variable αti and update the value if needed at the end of the procedure.

This approach is very similar to IteratedGreedy (Algorithm 5) described in the next
section, except that there is no faulty task.

5.3 Redistributing when there is a failure
Similarly to the previous case of redistributing available processors, we propose two heuristics to
redistribute in case of failures. The first one, ShortestTasksFirst, takes only local decisions.
First, we allocate the k available processors (if any) to the faulty task if that task is improvable.
Then, if the faulty task is still improvable, we try to take processors from shortest tasks (de-
noted Ts) in the schedule, and give these processors to the faulty task, until the faulty task is no
longer improvable, or there are no more processors to take from other tasks. We take processors
from a task only if its new execution time is smaller than the execution time of the faulty task
(see Algorithm 4).

The second heuristic, IteratedGreedy, uses a modified version of the greedy algorithm
that initializes the schedule (Algorithm 1) each time there is a failure, while accounting for the
cost of redistributions. This is done similarly to the redistribution of EndGreedy explained in
Section 5.2, except that we need to handle the faulty task differently to update the values of αf
and tlastRf

(see Algorithm 5).

6 Simulations
To show the efficiency of the heuristics defined in Section 5, we have performed extensive sim-
ulations. The simulation settings are discussed in Section 6.1, and results are presented in
Section 6.2. Note that the code is publicly available at http://graal.ens-lyon.fr/~abenoit/
code/redistrib, so that interested readers can experiment with their own parameters.

6.1 Simulation settings
To evaluate the quality of the heuristics, we conduct several simulations, using realistic pa-
rameters. The first step is to generate a fault distribution: we use an existing fault simulator
developed in [20,21]. In our case, we use this simulator with an exponential law of parameter λ.
The second step is to generate a fault-free execution time for each task (the ti,j value). We use
a synthetic model to generate the execution time in order to represent a large set of scientific
applications. The task model that we use is a classical one, similar to the one used in [3]. For a
problem of size m, we define the sequential time: t(m, 1) = 2×m× log2(m). Then we can define
the parallel execution time on q processors:

t(m, q) = f × t(m, 1) + (1− f) t(m, 1)
q

+ m

q
log2(m). (10)

The parameter f is the sequential fraction of time, we fix it to f = 0.08. So 92% of time
is considered as parallel. The factor m

q log2(m) represents the overhead due to communications
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Algorithm 4: ShortestTasksFirst
1 procedure ShortestTasksFirst (L, t, f , σ) begin
2 σinit := σ;
3 /* Compute αti */
4 for i = 1 to n do
5 if i 6= f then αti := αi − (t− tlastRi −

⌊
(t− tlastRi )/τi,σ(i)

⌋
Ci,σ(i))/ti,σ(i) ;

6 else
7 αtf := αf ;
8 end
9 end

10 k := p−
∑n

i=1 σ(i) /* There are k available processors */;
11 improvable := false;
12 while k ≥ 2 do
13 improvable := false; q := 2;
14 qmax := q;
15 while q ≤ k do
16 tE := t+RC

σinit(f)→σinit(f)+q
f + Cf,σinit(f)+q + tRf,σinit(f)+q(αf );

17 if tE < tUf then improvable := true; qmax := q; q := k + 1;
18 else q := q + 2;
19 end
20 if improvable then
21 σ(f) := σ(f) + qmax;
22 tUf := t+RC

σinit(f)→σ(f)
f + Cf,σ(f) + tRf,σ(f)(αf );

23 k := k − qmax;
24 end
25 end
26 /* Taking processors from shortest application */;
27 while improvable do
28 Let Ts be the shortest task such that σ(s) ≥ 4; improvable := false; q := 2;
29 while q ≤ σ(s)− 2 do
30 tEf := t+RC

σinit(f)→σ(f)+q
f + Cf,σ(f)+q + tRf,σ(f)+q(αf );

31 tEs := t+RC
σinit(s)→σ(s)−q
s + Cs,σ(s)−q + tRs,σ(s)−q(αts);

32 if tEf < tUf and tEs < tUf then improvable := true; q := σ(s) + 1;
33 else q := q + 2;
34 end
35 if improvable then
36 σ(f) := σ(f) + 2; σ(s) := σ(s)− 2;
37 tUf := t+RC

σinit(f)→σ(f)
f + Cf,σ(f) + tRf,σ(f)(αf );

38 tUs := t+RC
σinit(s)→σ(s)
s + Cs,σ(s) + tRs,σ(s)(αts);

39 if tUs > tUf then improvable := false;
40 end
41 end
42 /* Updating αi and tlastRi if needed */
43 for i = 1 to n do
44 if σ(i) 6= σinit(i) then
45 αi := αti;
46 tlastRi := t+RC

σinit(i)→σ(i)
i + Ci,σ(i);

47 end
48 end
49 return σ;
50 end
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Algorithm 5: IteratedGreedy
1 procedure IteratedGreedy (L, t, f , σ) begin
2 σinit := σ;
3 for i = 1 to n do
4 if i 6= f then αti := αi − (t− tlastRi −

⌊
(t− tlastRi )/τi,σ(i)

⌋
Ci,σ(i))/ti,σ(i) ;

5 αtf := αf ;
6 σ(i)← 2;
7 if σ(i) 6= σinit(i) then tUi = t+RC

σinit→σ(i)
i + Ci,σ(i) + tRi,σ(i)(αti);

8 end
9 Let L be the list of tasks sorted in non-increasing values of tUi ;

10 pavailable := p− 2n;
11 while pavailable ≥ 2 do
12 Ti := head(L); L := tail(L);
13 pmax := σ(i) + pavailable;
14 improvable := false; q := 2;
15 while σ(i) + q ≤ pmax do
16 if σ(i) + q = σinit(i) then tE := tlastRi + tRi,σ(i)+q(αi);
17 else tE := t+ tRi,σ(i)+q(αti) +RC

σinit(i)→σ(i)+q
i + Ci,σ(i)+q;

18 if tE < tUi then improvable := true; q := pmax + 1;
19 else q := q + 2;
20 end
21 if improvable then
22 σ(i) := σ(i) + 2;
23 if σ(i) = σinit(i) then tUi := tlastRi + tRi,σ(i)(αi);
24 else
25 tUi := t+RC

σinit→σ(i)
i + Ci,σ(i) + tRi,σ(i)(αti);

26 end
27 L := Insert Ti in L according to its tUi value;
28 pavailable := pavailable − 2;
29 end
30 else pavailable := 0;
31 end
32 /* Updating tlastRi and αi if needed */
33 for i = 1 to n do
34 if σ(i) 6= σinit(i) then
35 αi := αti;
36 tlastRi := t+RC

σinit(i)→σ(i)
i + Ci,σ(i);

37 end
38 end
39 return σ;
40 end
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and synchronization of data. Finally, we have ti,j(mi) = t(mi, j) where ti,j(mi) is the execution
time for task Ti with a problem of size mi on j identical processors.

Finally, we assign to each task Ti a random value for the number of datami such that: minf ≤
mi ≤ msup. If minf � msup then the data distribution between tasks is very heterogeneous. On
the contrary, if minf is close to msup, the data distribution is homogeneous, in other words all
tasks have (almost) the same execution time. Unless stated otherwise, we set minf = 1500000
and msup = 2500000 to have execution times long enough so that several failures strike during
execution. With such a value for msup, the longest execution time in a fault-free execution is
around 100 days. The cost of checkpoints for a task Ti with j processors is Ci,j = Ci/j, where
Ci is proportional to the memory footprint of the task. We have Ci = mi×c, where c is the time
needed to checkpoint one data unit of mi. The default value is c = 1 , unless stated otherwise.
Finally, the MTBF of a single processor is fixed to 100 years, unless stated otherwise.

In the following section, we vary the number of processors, the number of tasks, the check-
pointing cost and the data distribution to study their impact on performance. Note that we
assume that a failure can strike during checkpoints but not during downtime, recovery and while
the processor is performing some redistribution.

6.2 Results

To evaluate the heuristics, we execute each heuristic x = 50 times and we compute the average
makespan, i.e., the longest execution time in the pack. We compare the makespan obtained by
the heuristics to the makespan (i) in a fault context without any redistribution (worst case),
and (ii) in a fault-free context with redistributions (best case). RC stands for redistribution
in the graphs. We normalize the results by the makespan obtained in a fault context without
any redistribution, which is expected to be the worst case. The execution in a fault-free setting
provides us an optimistic value of the execution of the application in the ideal case where no
failures occur.

We consider four heuristics: IteratedGreedy-EndGreedy where we greedily recompute a
new schedule at each task termination and each failure; IteratedGreedy-EndLocal where we
use Algorithm 3 at each task termination, but IteratedGreedy in case of failures; Shortest-
TasksFirst-EndGreedy where we greedily recompute a new schedule at each task termination,
but use ShortestTasksFirst in case of failures; and ShortestTasksFirst-EndLocal where
we only use the local variants.

Performance in a fault-free context. Figure 5 shows the impact of redistribution in a
fault-free context with 100 tasks, where we vary the number of processors from 200 to 2000. In
this case, we compare EndLocal with EndGreedy (see Section 5.2). The two heuristics have a
very similar behavior, leading to a gain of a least 20% with less than 500 processors, and a slightly
better gain for the EndGreedy global heuristic. When the number of processors increases, the
efficiency of both heuristics decrease to converge to the performance without redistribution.
Indeed, there are then enough processors so that each application does not make use of extra
processors released by ending applications. In the heterogeneous context (with minf = 1500),
the gain due to redistribution is even better.

Figure 6 shows the impact of redistribution in a fault-free context with 1000 tasks, we vary
the number of processors from 2000 to 5000. We compare EndLocal with EndGreedy, the
two heuristics have a similar behavior. As showed in Figure 5, the redistribution is more efficient
in the heterogeneous context (with minf = 1500).
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Figure 5: Performance of redistribution in a fault-free context with msup = 2500000.
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Figure 6: Performance of redistribution in a fault-free context with msup = 2500000.
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Figure 7: Impact of n with p = 5000 processors.

Impact of n. Figure 7 shows the impact of the number of tasks n when the number of
processors is fixed to 5000. The results show that having more tasks increases efficiency of both
heuristics. With n = 1000, we obtain a gain of more than 40% due to redistribution. The
reason is that when n increases, the number of processors assigned to each task decreases, then
heuristics have more flexibility to redistribute.

Note that, as expected, IteratedGreedy is better than ShortestTasksFirst, because it
recomputes a complete new schedule at each fault, instead of just allocating available processors
and processors from shortest tasks to the faulty task. Using EndGreedy with Iterated-
Greedy does not improve the performance, while EndGreedy is useful with ShortestTasks-
First, hence showing that complete redistributions are useful, even when only performed at the
end of a task.

Impact of p. Figure 8 shows the impact of the number of processors p when the number of
tasks is fixed. We vary p between 200 and 5000 processors. The results show that having more
processors decreases the efficiency of both heuristics, but there is always a gain of at least 10%
thanks to redistributions.

The same observations hold, i.e., the use of EndGreedy vs EndLocal impacts only Short-
estTasksFirst. In average, with IteratedGreedy, we obtain a gain of 25%, while Short-
estTasksFirst provides a gain around 15% when it is not combined with EndGreedy.

This figure also allows us to observe the impact of the MTBF on performance. Indeed, the
MTBF is set to 100 years for each processor, but the overall MTBF for a task (µi,j value)
decreases when the number of processors increases, so the gain obtained by heuristics decreases
due to the increasing number of failures.

Heuristic behaviors. Figure 9 compares IteratedGreedy and ShortestTasksFirst,
when combined with EndLocal, on a single execution. We depict both the evolution of the
makespan (see Figure 9a) and the standard deviation, in terms of number of processors (see Fig-
ure 9b). IteratedGreedy is clearly superior in terms of makespan, and this can be explained
by the fact that it allocates more processors to the longest task more quickly than Shortest-
TasksFirst, hence resulting in a larger standard deviation. Because ShortestTasksFirst
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Figure 8: Impact of p with n = 100 tasks.

takes only local decisions, it needs more time before enough processors are given to the longest
task.

Impact of MTBF. Figure 11 shows the impact of the MTBF on redistribution. We vary
the MTBF of a single processor between 5 years and 125 years. When the MTBF decreases,
the number of failures increases, consequently the performance of both heuristics decreases. The
performance of IteratedGreedy is very linked to the MTBF value. Indeed, it tends to favor
a heterogeneous distribution of processors (i.e., tasks with many processors and tasks with few
processors). If a task is executed on many processors, its MTBF becomes very small and this
task will be hit by more failures, hence it becomes even worse than without redistribution!

Impact of checkpointing cost. Figure 12 shows the impact of the checkpointing cost on a
platform with 100 tasks and 1000 processors. To do so, we multiply the checkpointing cost by c
in Figure 12 (recall that c is the time needed to checkpoint one data unit). When c decreases, the
performance of the heuristics increases and the gap between the execution time in a fault-free
context and a fault context becomes small. Indeed, if checkpoints are cheap, a lot of checkpoints
can be taken, and the average time lost due to failures decreases. We see the same effect on
Figure 13.

Impact of the sequential fraction of time. Figure 14 shows the impact of the sequential
fraction of time. We vary f from 0 (tasks are fully parallel) to 0.5 (50% of the time is sequential).
The results show that when tasks are more parallel, the redistribution is more efficient. This
result is expected, because if tasks are not parallel, there is no gain when trying to allocate more
processors to help them complete.

Summary. To conclude, we note that IteratedGreedy achieves better performance than
ShortestTasksFirst, mainly because it rebuilds a complete schedule at each fault, which is
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Figure 9: Heuristic behaviors with n = 100, p = 1000, MTBF of 50 years, for a single execution.
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Figure 10: Impact of MTBF with n = 100 and p = 1000.
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Figure 11: Impact of MTBF with n = 100 and p = 5000.
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Figure 12: Impact of checkpointing cost.

very efficient but also very costly. Nevertheless, when the MTBF is low (around 10 years or
less), ShortestTasksFirst becomes better than IteratedGreedy. In a fault context, we
gain flexibility from the failures and we can achieve a better load balance. We observe that the
ratio between the number of tasks and the number of processors is important, because too many
processors for few tasks leads to a deterioration of performance. We also show that the cost of
checkpointing and the fraction of sequential time have a significant impact on performance. Note
that all four heuristics run within a few seconds, while the total execution time of the application
takes several days, hence even the more costly combination IteratedGreedy-EndGreedy
incurs a negligible overhead.
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(a) Original checkpoint cost c = 1.

0.5

0.75

1

 10  20  30  40  50  60  70  80  90  10
0

 11
0

 12
0

N
or

m
al

iz
ed

 e
xe

cu
tio

n 
tim

e

MTBF in year

Fault context without RC
IteratedGreedy-EndGreedy

IteratedGreedy-EndLocal
ShortestTasksFirst-EndGreedy

ShortestTasksFirst-EndLocal
Fault-free context with RC (local)

(b) Checkpoint cost c = 0.1.
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Figure 13: Impact of checkpointing cost with n = 100 and p = 1000.

Inria



Resilient application co-scheduling with processor redistribution 27

0.5

0.75

1

 0  0.1  0.2  0.3  0.4  0.5

N
or

m
al

iz
ed

 e
xe

cu
tio

n 
tim

e

Fraction of sequential time

Fault context without RC
Iterated greedy+EndGreedy

Iterated greedy+EndLocal
Shortest Tasks First+EndGreedy

Shortest Tasks First+EndLocal
Fault-free context with RC (local)
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7 Conclusion
In this paper, we have designed a detailed and comprehensive model for scheduling a pack of
tasks on a failure-prone platform with processor redistributions. We have introduced a greedy
polynomial-time algorithm that returns the optimal solution when there are failures but no
processor redistribution is allowed. We have shown that the problem of finding a schedule that
minimizes the execution time when accounting for redistributions is NP-complete in the strong
sense, even when there are no redistribution costs and no failures. Finally, we have provided
several polynomial-time heuristics to redistribute efficiently processors at each failure or when
an application ends its execution and releases processors. The heuristics are tested through
a simulator that generates faults, and the results demonstrate their usefulness: a significant
improvement of the execution time can be achieved thanks to the redistributions.

Further work will consider partitioning the tasks into several consecutive packs (rather than
one) and conduct further simulations in this context. We also plan to investigate the complexity
of the online redistribution algorithms in terms of competitiveness. It would also be interesting
to deal not only with fail-stop errors, but also with silent errors. This would require to add
verification mechanisms to detect such errors.
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