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Abstract

In this paper, we propose a new local spatio-
temporal descriptor for videos and we propose
a new approach for action recognition in videos
based on the introduced descriptor. The new de-
scriptor is called the Video Covariance Matrix Log-
arithm (VCML). The VCML descriptor is based
on a covariance matrix representation, and it mod-
els relationships between different low-level fea-
tures, such as intensity and gradient. We apply the
VCML descriptor to encode appearance informa-
tion of local spatio-temporal video volumes, which
are extracted by the Dense Trajectories. Then,
we present an extensive evaluation of the proposed
VCML descriptor with the Fisher vector encod-
ing and the Support Vector Machines on four chal-
lenging action recognition datasets. We show that
the VCML descriptor achieves better results than
the state-of-the-art appearance descriptors. More-
over, we present that the VCML descriptor carries
complementary information to the HOG descrip-
tor and their fusion gives a significant improvement
in action recognition accuracy. Finally, we show
that the VCML descriptor improves action recogni-
tion accuracy in comparison to the state-of-the-art
Dense Trajectories, and that the proposed approach
achieves superior performance to the state-of-the-
art methods.

1 Introduction

Various evaluations of local spatio-temporal descriptors
[Wang er al., 2009; 2011] have shown that both motion and
appearance descriptors are necessary to achieve good results
for action recognition in videos. The existing evaluations
typically consider Histogram of Oriented Gradients (HOG)
descriptor to represent appearance information and Trajec-
tory shape, Histogram of Oriented Flow (HOF), and Motion
Boundary Histogram (MBH) descriptors to represent motion
information. The same evaluations have shown that motion
descriptors typically work better than appearance descriptors,
and there are two possible reasons for that: simply, the motion
information is more important for action recognition or the
existing appearance based descriptors are not discriminative

enough. As still image based human action recognition [Guo
and Lai, 2014] has shown to achieve good results and they do
not use temporal information, we believe that more discrimi-
native appearance descriptors could be proposed. Therefore,
in this paper we focus primary on modeling appearance in-
formation for action recognition.

The above descriptors, i.e. HOG, HOF, and MBH, are
based on a 1-dimensional histogram representation of indi-
vidual features, and they directly model values of given fea-
tures. However, the joint statistics between individual fea-
tures are ignored by these descriptors, whereas such informa-
tion may be informative. Therefore, these descriptors might
not be discriminative enough to recognize similar actions.

In image processing, a novel trend has emerged that ig-
nores explicit values of given features, focusing on their pair-
wise relations instead. A relation between features is well
explained in the covariance, which is a measure of how much
random variables change together. Covariance provides a
measure of the strength of the correlation between features.

2 Covariance and the Related Work

Covariance based features have been introduced to Computer
Vision for object detection and texture classification [Tuzel
et al., 2006]. They have also been successfully applied for
object tracking [Porikli ef al., 2006], shape modeling [Wang
et al., 2007] and face recognition [Pang et al., 2008]. More-
over, they have been applied for single hand gesture recogni-
tion [Harandi et al., 2012] and person re-identification [Bak
and Bremond, 2013]. The above techniques are very success-
ful in many topics but, as they use figure-centric representa-
tions based on grid representations, they cannot be applied
for action recognition in realistic and unconstrained scenar-
ios, where multiple people, pose and camera viewpoint varia-
tions, background clutter, occlusions, efc. occur. Covariance
based features have also been applied for action recognition.
[Guo er al., 2013] have modeled a whole video sequence us-
ing a covariance based representation and they have applied a
sparse linear representation framework to recognize actions.
One of the main drawbacks of the proposed approach is that
it requires precise segmentation, which is very difficult to ob-
tain in real world videos. [Sanin et al., 2013] have also mod-
eled a video using covariance representation, and they have
applied the weighted Riemannian locality preserving projec-
tion and boosting. One of the main limitations is that the co-



variance is calculated over the whole video volume cropped
by the people localization results. In real world videos, it is
very difficult to obtain the precise localization of people in
every video frame. Moreover, videos often contain multiple
people, therefore, the authors have used manual people anno-
tations for the action recognition experiment. Instead of mod-
eling a whole video sequence using a single covariance based
representation, [Yuan et al., 2009] have applied covariance
based features for local spatio-temporal interest points [Dol-
lar et al., 2005]. As input features for covariance calculation,
they have applied the position of interest points, a gradient,
and an optical flow. Then, each video sequence is represented
by an occurrence histogram of covariance based features, and
the Earth Mover’s Distance (with the L2 norm as the ground
distance) is applied to match pairs of video sequences. Fi-
nally, the Nearest Neighbor is used for classification. One of
the main limitations of this approach (as well as previously
mentioned descriptors) is the lack of structural information in
a descriptor; a given spatio-temporal video volume is mod-
eled using a single covariance based representation. More-
over, the authors have computed video representations with
different sizes of histograms, and as the result they have not
taken the advantage of powerful metrics developed to match
histograms (e.g. x? distance and histogram intersection dis-
tance).

The state-of-the-art covariance based methods have signifi-
cant limitations, they are applicable only for simple scenarios
(single person, static camera, lack of occlusions, etc.), and
they receive significantly lower accuracy than the remaining
state-of-the-art techniques, e.g. [Yuan et al., 2009] evaluate
their descriptor only on the simplest datasets, i.e. Weizmann
(2005) and KTH (2004) and receive 90% and 79.7% accu-
racy, respectively. All the recent action recognition tech-
niques obtain 100% or nearly 100% on these datasets for the
last few years, and therefore these datasets are no longer in
use. Although the idea of covariance was used for action
recognition in the past, there are many ways to apply covari-
ance, and the real challenge is to find efficient representation
which gets a high performance and can be applied for realistic
and unconstrained scenarios.

As opposed to the existing techniques, we introduce a
new covariance based local spatio-temporal descriptor for
videos and we propose a new approach for action recogni-
tion based on the introduced descriptor. Our descriptor ap-
plies the covariance measure in a new way, different than the
state-of-the-art techniques, and it can be applied to realistic
and unconstrained scenarios. Moreover, we show that our
descriptor is complementary to the histogram based features
of the (Improved) Dense Trajectories, which have shown to
achieve the best results on various action recognition chal-
lenges and complex datasets. Our technique outperforms the
(Improved) Dense Trajectories and the current state-of-the-
art. In comparison, none of the state-of-the-art covariance
based descriptors achieves accuracy close to the (Improved)
Dense Trajectories; moreover, they cannot be applied on re-
alistic and unconstrained videos. The key distinctions of our
method are: it does not require segmentation (any video ap-
plicable), it uses spatio-temporal structural information (5%
improvement), it is used to represent texture along the trajec-
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Figure 1: Overview of the video frame descriptor calculation.
Firstly, we extract pixel-level features and we represent them
using the covariance matrix. Then, we map the covariance
matrix from the Riemannian manifold to the Euclidean space.
We use the symmetric property of the covariance matrix and
we apply a filter mask extracting the upper triangular part of
the matrix. Finally, we represent the result in a vector called
the video frame descriptor.

tories (never before), and it outperforms existing covariance
based descriptors for action recognition in videos.

The remainder of the paper is organized as follows. In Sec-
tion 3, we propose the Video Covariance Matrix Logarithm
descriptor. Section 4 presents our action recognition frame-
work. In Section 5, we present experimental results, compar-
ison, and analysis. Finally, we conclude in Section 6.

3 Video Covariance Matrix Logarithm

In this section, we propose a new descriptor to encode a
local spatio-temporal video volume. The new descriptor
is called the Video Covariance Matrix Logarithm (VCML).
It is based on a covariance matrix representation and it mod-
els relationships between low-level features.

In Section 3.1, we propose a video frame descriptor, and
in Section 3.2, we present low-level, i.e. pixel-level, features
that we use to compute the video frame descriptor. Simi-
larly to the most popular and powerful action recognition lo-
cal spatio-temporal descriptors, i.e. HOG, HOF, and MBH
descriptors, we base our descriptor on the representation of
individual frames. Finally, in Section 3.3, we propose a video
volume descriptor, which is an extension of the video frame
descriptor to the spatio-temporal domain of videos.

3.1 Video Frame Descriptor

We are given a single video frame ¢ of spatial size n, X n,
pixels, and our goal is to create its discriminative and compact
representation. The overview of the calculation process is
presented in Figure 1.

Firstly, we calculate low-level (i.e. pixel-level) features,
e.g. intensities in red, green, and blue channels (see Sec-
tion 3.2). For each pixel of a given video frame, we ex-
tract d low-level features. Therefore, we represent a video
frame t by a set { f(z,y.4) }1<e<n,,1<y<n, Of d-dimensional
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Figure 2: Two sample covariance matrices C; and C; are pro-
jected from a two-dimensional manifold M to the tangent
space 7 via matrix logarithm operation log(+). Then, the dif-
ference between the two covariance matrices can be calcu-
lated as the subtraction of the projected matrices, followed by
the Frobenius norm ||-|| 7.

feature vectors (f(,y.1) € R%). Such a frame representation
is typically of high dimension (n, X n, x d), and thus it is
necessary to transform it into a more compact representation.
For simplicity, we denote the set { f(; y.+) }1<e<n,,1<y<n, as
{f(k,t) }k=1...n, Where n is the number of pixels in each video
frame (n = n, X ny).

We propose to represent each video frame t via covari-
ance matrix (also known as dispersion matrix or variance-
covariance matrix). The covariance matrix encodes the vari-
ance within each feature and the covariance between different
features. The covariance matrix is defined as:

1
— k:l(f(k,t) — 1) (Fery — )7 1)

n

Cy =

where p; is the mean of the feature vectors, ie. y; =
% ZZ:1 J(k,t)- Therefore, we transform a video frame rep-
resentation of size n, X n, x d into a tensor C; of size d x d.

Covariance matrices are symmetric and positive semidef-
inite (nonnegative definite) matrices, and they can be rep-
resented as a connected Riemannian manifold. The tensor
space of the covariance matrices is a manifold, that is not a
vector space with the usual additive structure. Since the Eu-
clidean norm does not correctly capture the distance between
two covariance matrices, we need to apply a Riemannian met-
ric in order to use the covariance matrix based descriptors
with a local feature encoding technique. There are two pop-
ular distance metrics for covariance matrices, which are de-
fined on the Riemannian manifold: Affine-Invariant Rieman-
nian Metric [Forstner and Moonen, 1999] and Log-Euclidean
Riemannian Metric [Arsigny et al., 2006], and they both pro-
vide results very similar to each other [Arsigny er al., 2006].
Our goal is to use the covariance matrix based features with
a local feature encoding technique. We need to create a code-
book and the codebook is typically created using a clustering
algorithm. Since covariance matrices do not form a Euclidean
vector space, standard clustering algorithms cannot be used
effectively. Clustering on the Riemannian manifold is time-
consuming and it is still an open research problem. Therefore,
we use the Log-Euclidean Riemannian metric, which defines
a distance between two covariance matrices C; and C} as:

dist(Cy, Cj) = ||log(Ci) — log(Cy)| 2

where log(+) is the matrix logarithm, and ||-||r is the Frobe-
nius norm of a matrix. According to this metric, we can map
covariance matrices from the Riemannian manifold to the Eu-
clidean space using the matrix logarithm operation (see Fig-
ure 2). We apply the Singular Value Decomposition, which
decomposes the covariance matrix into 3 matrices:

C, =UxUT, (3)
where U is the orthonormal matrix of size d x d, and X is
the square diagonal matrix with nonnegative real numbers,

eigenvalues (A1, A2, ..., Ag), on the diagonal. Then, the new
representation of the covariance matrix is:

cl9 =10g(Cy) = US'UT, )
where Y’ is the square diagonal matrix of size d x d
with logarithm values of the eigenvalues on the diagonal
(log(A1),log(A2), ..., log(Ag))-

The covariance matrix is a symmetric matrix, and thus it
is determined by % values, forming the upper or lower
triangular part of the covariance matrix. To represent a single
video frame and create its compact representation, we apply a
filter mask extracting all the entries on and above (below) the
diagonal of the covariance matrix. We represent these values
in a form of a vector V;:

V; = triu(Cy ), (5)
where triu(+) is the filter mask operation.
Therefore, we transform a video frame representation of

size ng X Ny X d into a compact vector V; of size @. The
obtained feature vector V; is called the video frame descriptor.

3.2 Low-Level Features

In this section, we present the extraction of low-level features
in a single video frame. As mentioned before, we focus on
the representation of the appearance information.

For every pixel in each frame of the given video volume,
we extract seven low-level, i.e. pixel-level, appearance fea-
tures. We extract normalized intensities in red, green, and
blue channels, and first and second order derivatives of gray
scale intensity image along “x” and “y” axes, as in [Tuzel et
al., 2006]. Thus, every pixel is represented in the form:
or oI 0°I 9%I 6
ax ) ay ) ax2 ) ayg ) ( )
where R, GG, and B are the red, green, and blue intensity chan-
nels, and I is the corresponding gray scale intensity image.
An example of the extracted seven low-level appearance fea-
tures is presented in Figure 3.

The covariance representation based on the above features
provides a rotation invariant representation of a video frame.
However, the relationships between these low-level features
and the spatial positions of these features may be informa-
tive and useful for action recognition. Therefore, we also use
the extended set of low-level features, where every pixel is
represented in the following form:

ar oI 0?1 9%1
f "= a0 9. 7 9.9 9 92 | (7)
ox’ Oy’ 0x2 Oy
where X and Y represent the spatial position of a pixel in a
video frame, and the remaining features are as before.

f: R7G7Ba
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Figure 3: Seven low-level appearance features extracted in a sample video frame from the URADL dataset.

3.3 Video Volume Descriptor

We are given a spatio-temporal video volume of size n, X
ny X Ny, of spatial size n, X n, pixels, and of temporal size
ny video frames, and our goal is to create its discriminative
and compact representation.

Firstly, we use the spatio-temporal grid to encode structural
information of the video volume. Thus, we treat an input
spatio-temporal video volume as a cuboid, and we divide it
into a spatio-temporal grid, where each cell of the grid is of
size g, X g, X gy, of spatial size g,, X g, pixels, and of temporal
size g; video frames.

For each video frame in each cell of the grid, we compute
a separate video frame descriptor V4, as explained in Section
3.1. Then, to create a compact cell representation, we de-
scribe each cell of the grid as a mean vector of all video frame
representations calculated inside this cell:

1 gt .
Ve = — y_ triu(C{7). (8)
9t 1

Finally, we define the Video Covariance Matrix Logarithm
(VCML) descriptor D as the concatenation of all the descrip-
tors from all cells of the grid:

D = [Veeurys Veeltys s Veettn, 17 ©)

where m is the number of cells of the spatio-temporal grid.

Note that we can significantly speed-up the covariance ma-
trix calculation process using Integral Images [Tuzel et al.,
2006] and extending the idea from images to the spatio-
temporal domain of videos.

4 Approach Overview

We present our action recognition framework based on the
introduced VCML descriptor. Firstly, we extract local spatio-
temporal video volumes from a given video sequence (Sec-
tion 4.1). Then, we represent each local video volume by
the proposed VCML and complementary descriptors (Sec-
tion 4.2). Then, we use the extracted descriptors to create
video sequence representations (Section 4.3). Finally, we
classify videos into action categories (Section 4.4).

4.1 Local Spatio-Temporal Video Volumes

In order to extract local spatio-temporal video volumes, we
compute the Dense Trajectories in a video sequence [Wang
et al., 2011, Wang and Schmid, 2013]; we apply a dense
sampling to extract interest points and we track these interest
points using a dense optical flow field. Then, we extract local
spatio-temporal video volumes around the detected trajecto-
ries. By extracting dense trajectories, we provide a good cov-
erage of a video sequence and we ensure extraction of mean-
ingful features. The Dense Trajectories were selected based

on their use in the recent literature. However, the VCML de-
scriptor can be used to represent local spatio-temporal video
volumes extracted by any other algorithm, e.g. by the Spatio-
Temporal Interest Points detector [Laptev, 2005].

4.2 Local Spatio-Temporal Video Features

Then, we use the proposed Video Covariance Matrix Loga-
rithm descriptor (Section 3) to represent the extracted spatio-
temporal video volumes. Moreover, we calculate the Tra-
jectory shape, Histogram of Oriented Gradients, Histogram
of Optical Flow, and Motion Boundary Histogram descrip-
tors for each local spatio-temporal video volume, as these de-
scriptors carry complementary information about the visual
appearance and visual motion.

4.3 Action Representation

Once the descriptors are extracted, we use them to create
video representations. We encode a video sequence using first
and second order statistics of a distribution of a feature set,
based on the idea of the Fisher vector encoding [Perronnin et
al., 2010], which has shown to achieve excellent results as a
global descriptor both for image classification and retrieval.
We model features with a generative model and compute the
gradient of their likelihood w.r.t. the parameters of the model.
We describe how the set of features deviates from an average
distribution of features, modeled by a parametric generative
model. Each video is represented by a 2D K-dimensional
Fisher vector for each descriptor type, where D is the de-
scriptor size and K is the number of Gaussians. Then, we ap-
ply the power normalization, which can be seen as explicitly
applying non-linear additive kernel (the Hellinger’s kernel),
and then the obtained vector is further normalized by the L2
norm, as in [Perronnin et al., 2010]. The above representation
is calculated for each descriptor type, and finally, to combine
different descriptor types, we concatenate their normalized
Fisher vectors.

4.4 Action Recognition

We use linear Support Vector Machines (SVMs) [Chang
and Lin, 2011] for action classification. Linear SVMs have
shown to provide very good and promising results with high-
dimensional data such as Fisher vectors. Typically, if the
number of features is large, there is no need to map data to
a higher dimensional space and the non-linear mapping does
not improve the accuracy [Hsu ef al., 2003]. Moreover, linear
SVMs have shown to be efficient both in training and predic-
tion steps. We implement the one-vs-all approach for multi-
class classification.



5 Experiments

We present an evaluation, comparison and analysis of the pro-
posed VCML descriptor and action recognition approach on
4 state-of-the-art action recognition datasets: URADL, MSR
Daily Activity 3D, UCF50 and HMDB51.

5.1 Datasets

This section briefly presents the four datasets used in our ex-
periments. In all the experiments we follow the recommended
evaluation protocols provided by the authors of the dataset.

The URADL dataset [Messing et al., 2009] contains 10
types of human activities of daily living, selected to be use-
ful for an assisted cognition task. Each action is performed
3 times by 5 different people and actions are difficult to sep-
arate on the basis of a single source of information (eating a
banana vs. eating snack chips, answering a phone vs. dialing
a phone). We use the leave-one-person-out cross-validation
evaluation scheme to report the performance.

The MSR Daily Activity 3D dataset [Wang et al., 2012]
consists of 16 daily living activities. Each action is performed
by 10 subjects and each subject performs each action in stand-
ing and sitting position, what adds an additional intra-class
variation. We use the leave-one-person-out cross-validation
evaluation scheme to report the performance.

The UCF50 dataset [Reddy and Shah, 2012] contains 50
action categories and 6618 video sequences. The dataset
contains real word videos collected from YouTube ranging
from general sports to daily life exercises. Videos are divided
into 25 folds and we follow the recommended 25-folds cross-
validation to report the performance.

The HMDBS51 dataset [Kuehne et al., 2011] contains 51
action categories and 6766 video sequences. The dataset is
collected from a variety of sources ranging from digitized
movies to YouTube videos. We use 3 train-test splits provided
by the authors of this dataset and we report average accuracy
over the 3 splits. Note that we use the original videos and not
the stabilized ones.

The datasets differ in the number of actions, number
of training samples per action, inter and intra class varia-
tions, motion blur, pose and camera view point variations,
background clutter, occlusions, illumination conditions, etc.
which affect the action recognition accuracy.

5.2 Implementation Details

To estimate the GMM parameters for the Fisher vector en-
coding, we randomly sample a subset of 100k features from
the training set. We consider 6 various codebook sizes K =
{28}9_, for the URADL and the MSR datasets and 4 code-
book sizes K = {2¢}7_, for the UCF50 and the HMDB51
datasets. We set the number of Gaussians (i.e. the code-
book size) using the leave-one-person-out cross-validation
for the URADL and the MSR datasets, leave-one-fold-out
cross-validation for the UCF50, and 5-folds cross-validation
for the HMDBS51. To increase precision, we initialize the
GMM ten times and we keep the codebook with the lowest
error. To report the results, we use the mean class accuracy
metric. When Fisher Vectors are applied with PCA together,
we reduce a descriptor dimensionality by a factor of two, as
in [Perronnin ef al., 2010].

Ix1x1 | I1x1x3 | 2x2x1 | 2x2x%x3
HOG 71.33 74.67 79.33 83.33
VCML7 76.67 79.33 80.67 81.33
VCML9 79.33 79.33 84.00 84.00

Table 1: Evaluation of the HOG and the VCML descriptors
using various spatio-temporal grids on the URADL dataset.

VCML7 | VCMLO
MSR Daily Activity 3D 56.88 59.38
HMDBS51 24.68 27.10

Table 2: Evaluation of the VCML descriptors on the MSR
Daily Activity 3D and the HMDBS51 datasets.

5.3 Importance of Spatio-Temporal Grid

Firstly, we evaluate the influence of the spatio-temporal grid
on the performance of the HOG and the VCML descriptors
(using 7 low-level features (VCML7 descriptor) and 9 low-
level features (VCMLY9 descriptor), see Section 3.2). The
results using the URADL dataset are presented in Table 1.
The obtained results present the superior performance of the
VCMLO descriptor over the HOG and the VCML7 descrip-
tors and they clearly show that the spatio-temporal grid sig-
nificantly improves action recognition accuracy. The spa-
tial grid increases the accuracy more than the temporal grid,
but the best results are achieved by the spatio-temporal grid
(2x2x3), which is used in the following evaluations. The
results confirm the importance of using the structural infor-
mation in a descriptor, which is missing in the existing state-
of-the-art action recognition covariance based descriptors.

5.4 Comparison of VCML7 and VCML9

We evaluate the performance of the VCML descriptor with 7
low-level features (VCML7 descriptor) and 9 low-level fea-
tures (VCML9 descriptor) on the URADL, MSR Daily Ac-
tivity 3D and HMDBS51 datasets. The results are presented in
Table 1 and Table 2. The VCML9 descriptor shows superior
performance to the VCML7 descriptor. This confirms that the
relationships between low-level features and the spatial posi-
tions of these features are informative and useful for action
recognition. Therefore, in the following evaluations we use
the VCML descriptor with the 9 low-level features.

5.5 Improving HOG with VCML

Then, we evaluate the performance of the HOG and the
VCML descriptors on the URADL, MSR Daily Activity 3D
and HMDB51 datasets. Moreover, we evaluate the fusion of
the HOG and the VCML descriptors. The experiments are
performed without and with the use of the Principal Com-
ponent Analysis (PCA). The results are available in Table 3.
We observe that the VCML descriptor achieves better results
than the HOG descriptor on the URADL and the HMDBS51
datasets, and similar results on the MSR Daily Activity 3D
dataset. Moreover, the fusion of the HOG and the VCML
descriptors significantly improves action accuracy. This con-
firms that the HOG and the VCML are complementary to



. Accuracy

Dataset Descriptor(s) Accuracy with PCA
HOG 83.33 86.67
URADL VCML 84.00 88.00
VCML + HOG 88.00 92.67
HOG 60.94 59.69
MSR VCML 59.38 54.38
VCML + HOG 63.44 63.13
HOG 25.64 33.14
HMDBS51 VCML 27.10 36.34
VCML + HOG 37.10 40.52

Table 3: Evaluation results of the HOG and VCML descrip-
tors with and without the PCA. Moreover, we present the fu-
sion of the descriptors.

Dataset Descriptor(s) Accuracy Qlctflug(l:cz
DT 94.00 92.67
URADL | yemL+pT | 94.00 94.00
DT 76.25 75.31
MSR VCML+DT | 7813 76.25
DT 47.02 50.65
HMDBS1 VCML + DT 50.92 52.85

Table 4: Evaluation results of the Dense Trajectories (DT)
descriptors (i.e. Trajectory shape, HOG, HOF, and MBH) and
the fusion of the DT and the VCML, with and without the
PCA.

each other, as the former directly models low-level features
and the latter models relations between low-level features.

5.6 Improving DT with VCML

Then, we evaluate the Dense Trajectories (DT) representa-
tion [Wang et al., 2011] (i.e. Trajectory shape, HOG, HOF
and MBH) on the URADL, MSR Daily Activity 3D and
HMDBSI1 datasets. As before, using all the time the same
evaluation framework, for each descriptor we compute a
separate video representation, which are then concatenated.
Moreover, we evaluate the fusion of the VCML and the Dense
Trajectories (DT) representations. The experiments are per-
formed without and with the use of the PCA. The results are

| Descriptor(s) [ URADL | MSR [ HMDBS3I |
HOG 83.33 60.94 25.64
HOG + PCA 86.67 59.69 33.14
HOG3D - - 33.3
VCML 88 59.38 36.34
VCML + HOG 92.67 63.44 40.52

Table 5: Comparison of local spatio-temporal appearance
descriptors on the URADL, MSR Daily Activity 3D and
HMDBS51 datasets.

available in Table 4 and they clearly show that the fusion of
the VCML and DT improves action recognition accuracy in
comparison to the DT representation alone. This is natural as
the VCML and the HOG capture complementary information
about the visual appearance, and the Trajectory shape, HOF
and MBH capture information about the visual motion.

5.7 Improving IDT with VCML

More recently, [Wang and Schmid, 2013] have proposed
the Improved Dense Trajectories (IDT), which improve the
Dense Trajectories (DT) [Wang er al., 2011] taking into ac-
count camera motion to correct them. In Table 6 and Ta-
ble 7 we present the accuracy of the DT and the IDT on the
UCF50 and the HMDBS51 datasets. Moreover, we compare
the proposed action recognition approach (the DT and the
IDT represented by the VCML representation) on all the four
datasets. The IDT show superior performance to the DT, and
the VCML with the IDT show superior performance to the
VCML with the DT. The IDT remove background trajecto-
ries, which is particular useful for the UCF50 and HMDBS51
datasets containing real world videos with significant camera
motion. The MSR dataset does not contain camera motion but
it contains people moving in the background. Their trajecto-
ries are removed by using the results of the human detector,
which is applied by the IDT. The smallest improvement is on
the URADL dataset (no camera motion, no moving people in
the background).

5.8 Comparison with the State-of-The-Art

We compare VCML and the fusion of VCML and HOG with
the state-of-the-art appearance descriptors (i.e. HOG [Wang
et al., 2011], HOG + PCA, HOG3D [Klaser et al., 2008; Shi
et al., 2013]). The results are presented in Table 5 and they
show the superior performance of the VCML with HOG over
other local spatio-temporal appearance descriptors.

Then, we compare the proposed action recognition ap-
proach with the state-of-the-art (see Table 6 and Table 7). Our
approach achieves the best score on the MSR, UCF50 and
HMDBS51 datasets, which are among the most challenging
datasets. Our approach achieves the second best score on the
URADL dataset, i.e. [Rostamzadeh ef al., 2013] achieve bet-
ter performance in this specific dataset, however, they use a
human body part detector and their method fails in real world
videos, e.g. UCF50 and HMDBS51 datasets.

For fair comparison, we have not included the following.
[Simonyan and Zisserman, 2014] who achieve better perfor-
mance on the HMDBS51, however, they do not follow the stan-
dard evaluation protocol and they use different and extended
data for training, which is not provided by the authors of the
HMDBS51. We are also aware of methods using additional
depth data with the MSR Daily Activity 3D, however, in this
paper we only use the RGB videos as the depth data is lim-
ited by the range of the Microsoft Kinect device and is not
available in typical real world videos.

5.9 Results Summary

We use 4 datasets for experiments and we receive the best
results outperforming the state-of-the-art. The VCML im-
proves HOG (15% on the HMDBS51) and improves 2 types of



| URADL \ MSR Daily Activity 3D \ UCF50 |
[Benabbas et al., 2010] 81.0 [Koperski et al., 2014] 72.0 | [Kantorov and Laptev, 2014]  82.2
[Raptis and Soatto, 2010] 82.7 JPF [Wang et al., 2012] 78.0 [Shi et al., 2013] 83.3
[Messing et al., 2009] 89.0 [Oreifej and Liu, 2013] 80.0 [Oneata et al., 2013] 90.0
[Bilinski and Bremond, 2012]  93.3 AE [Wang et al., 2012] 85.7 [Wang and Schmid, 2013] 91.2
Dense Trajectories 94.0 Dense Trajectories 76.2 Dense Trajectories 84.2
Our Approach (DT) 94.0 Our Approach (DT) 78.1 Our Approach (DT) 88.1
Our Approach (IDT) 94.7 Our Approach (IDT) 85.9 Our Approach (IDT) 92.1

Table 6: Comparison with the state-of-the-art on the URADL, MSR Daily Activity 3D and UCF50 datasets.

| AMDBSI |
[Kantorov and Laptev, 2014]  46.7
[Jain et al., 2013] 52.1
[Oneata et al., 2013] 54.8
[Wang and Schmid, 2013] 57.2
Dense Trajectories 47.0
Our Approach (DT) 52.9
Our Approach (IDT) 58.6

Table 7: Comparison with the state-of-the-art on the
HMDBS51 dataset.

trajectory description, i.e. DT (5.9%) and IDT (1.4%). The
combination of VCML and DT shows significant improve-
ment on UCF50 (~4%) and HMDB51 (~6%). UCF50 and
HMDBS5I1 are the most challenging and very competitive ac-
tion recognition datasets, therefore the obtained improvement
over the best state-of-the-art methods can be seen as signifi-
cant, especially if the result is above 92% like for UCF50
dataset.

6 Conclusions

We have proposed a new local descriptor for videos to encode
local spatio-temporal video volumes. The new descriptor is
called the Video Covariance Matrix Logarithm (VCML). The
VCML is based on a covariance matrix representation and it
models linear relationships between low-level features.

We have applied the VCML descriptor to encode appear-
ance information of local spatio-temporal video volumes. Us-
ing the Fisher vectors and the Support Vector Machines, we
have presented an extensive evaluation of the VCML descrip-
tor on four challenging action recognition datasets. In com-
parison with the most popular visual appearance descriptor,
i.e. the HOG descriptor, the VCML achieves superior results.
The experiments have shown that the additional accuracy in-
crease can be achieved by the fusion of these two descriptors.
This is not surprising as the HOG and the VCML descriptors
are complementary to each other. The former directly mod-
els low-level features and the latter models relations between
low-level features. Finally, we have presented that the VCML
descriptor improves action recognition accuracy in compari-
son to the state-of-the-art (Improved) Dense Trajectories and
achieves superior results over the state-of-the-art.

To the best of our knowledge, this is the first time when
the covariance based features are used to represent the dense

trajectories. Moreover, this is the first time when they encode
the structural information and they are applied with the Fisher
vectors for action recognition.
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