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What, Where & How Many?
Combining Object Detectors and CRFs

Lubor Ladicky, Paul Sturgess, Karteek Alahari, Chris Ralisgnd Philip H.S. Tort*

Oxford Brookes University
http://cms. brookes. ac. uk/ resear ch/ vi si ongr oup

Abstract. Computer vision algorithms for individual tasks such asobjecog-
nition, detection and segmentation have shown impressiselts in the recent
past. The next challenge is to integrate all these algosthnd address the prob-
lem of scene understanding. This paper is a step towardgdhis We present a
probabilistic framework for reasoning about regions, otgeand their attributes
such as object class, location, and spatial extent. Our hodeéConditional Ran-
dom Field defined on pixels, segments and objects. We definebalgenergy
function for the model, which combines results from slidimmdow detectors,
and low-level pixel-based unary and pairwise relationse @iour primary con-
tributions is to show that this energy function can be solg#ttiently. Exper-
imental results show that our model achieves significantrdvgment over the
baseline methods on CamVid ardscAL voc datasets.

1 Introduction

Scene understanding has been one of the central goals inutemyision for many
decades [1]. It involves various individual tasks, suchlgea recognition, image seg-
mentation, object detection, and 3D scene recovery. Sulfietprogress has been made
in each of these tasks in the past few years [2—6]. In lighhe$¢ successes, the chal-
lenging problem now is to put these individual elements tiogieto achieve the grand
goal — scene understandin@ problem which has received increasing attention re-
cently [6, 7]. The problem of scene understanding involwgdaning the whole im-
age by recognizing all the objects of interest within an imagd their spatial extent
or shape. This paper is a step towards this goal. We addregsrdiblems ofwhat,
where andhow manywe recognize objects, find their location and spatial extay-
ment them, and also provide the number of instances of ahjéttis work can be
viewed as an integration of object class segmentation ndstf&], which fail to dis-
tinguish between adjacent instances of objects of the s#ame, @nd object detection
approaches [4], which do not provide information about lgaoknd classes, such as
grass, sky and road.

The problem of scene understanding is particularly chgliemin scenes composed
of a large variety of classes, such as road scenes [8] ancesringhePASCAL vOC

* This work is supported by EPSRC research grants, HMGCC SheFrogramme of the Eu-
ropean Community, under the PASCAL2 Network of Excellen&d:2007-216886. P. H. S.
Torr is in receipt of Royal Society Wolfson Research Meritakal.
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Fig. 1. A conceptual view of our method. (a) An example input imdgeOpject class segmen-
tation result of a typicalcRF approach. (c) Object detection result with foregroundkground
estimate within each bounding box. (d) Result of our progasethod, which jointly infers about
objects and pixels. StandackRF methods applied to complex scenes as in (a) underperform on
the “things” classes, e.g. inaccurate segmentation of tiegddist and persons, and misses a pole
and a sign, as seen in (b). However, object detectors tenetimign well on such classes. By
incorporating these detection hypotheses (82.2), show(g)ininto our framework, we aim to
achieve an accurate overall segmentation result as in (8)3)8 Best viewed in colour)

dataset [9]. For instance, road scene datasets contageslasth specific shapes such
as person, car, bicycle, as well as background classes sudtad, sky, grass, which
lack a distinctive shape (Figure 1). The distinction betw#ese two sets of classes
— referred to ashingsandstuffrespectively — is well known [10-12]. Adelson [10]
emphasized the importance of studying the propertiestaf in early vision tasks.
Recently, these ideas are being revisited in the contekieafii¢éw vision challenges, and
have been implemented in many forms [12-15]. In our work, @i the definition
by Forsythet al. [11], wherestuffis a homogeneous or reoccurring pattern of fine-
scale properties, but has no specific spatial extent or slaaygkathing has a distinct
size and shape. The distinction between these classessmbelnterpreted in terms
of localization.Things such as cars, pedestrians, bicycles, can be easily ledatiy
bounding boxes unliketuff such as road, sky

Complete scene understanding requires not only the piisgd-segmentation of an
image, but also an identification of object instances of éi@dar class. Consider an
image of a road scene taken from one side of the street. tdlipicontains many cars
parked in a row. Object class segmentation methods such 8s1f& would label all
the cars adjacent to each other as belonging to a large caesg¢gr blob, as illustrated
in Figure 2. Thus, we would not have information about the benof instances of
a particular object—car in this case. On the other hand ocbldietection methods can
identify the number of objects [4, 17], but cannot be usedmkgroundgtufi classes.

In this paper, we propose a method to jointly estimate thesatategory, location,
and segmentation of objects/regions in a visual scene. Vifeede global energy func-
tion for the Conditional Random Fielec&F) model, which combines results from de-
tectors (Figure 1(c)), pairwise relationships betweenlmigl cues such as superpixels,
and low-level pixel-based unary and pairwise relationgFe 1(b)). We also show that,
unlike [6, 18], our formulation can be solved efficiently ngigraph cut based move

! Naturally what is classified as things or stuff might depeneither the application or viewing
scale,e.g flowers or trees might be things or stuff.
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Fig.2. (a) Object class segmentation results (without detecti¢in) The detection result, (c)
Combined segmentation and detection. Object class segtienalgorithms, such as [3], label
all the cars adjacent to each other as belonging to one lafgd.bDetection methods localize
objects and provide information about the number of objdrisdo not give a segmentation. Our
method jointly infers the number of object instances andtject class segmentation. See §2.3
for details. Best viewed in colour)

making algorithms. We evaluate our approach extensivetyworwidely used datasets,
namely Cambridge-driving Labeled Video Database (Cam{8#land PASCAL vVOC
2009 [9], and show a significant improvement over the basetirthods.

Outline of the paper. Section 1.1 discusses the most related work. Standrrdap-
proaches for the object segmentation task are reviewedatioBe2.1. Section 2.2 de-
scribes the details of the detector-based potential, @nishéorporation into therF
framework. We also show that this noveRrF model can be efficiently solved using
graph cut based algorithms in Section 2.3. Implementatiails and the experimental
evaluation are presented in Section 3. Section 4 discussetuding remarks.

1.1 Related Work

Our method is inspired by the works on object class segmientf&, 6, 8, 16], fore-
ground ¢hing) object detection [4,17], and relatirtgings and stuff [12]. Whilst the
segmentation methods provide impressive results on nertasses, they typically un-
derperform orthings due to not explicitly capturing the global shape inforroatof
object class instances. On the other hand, detection me#dredyeared towards captur-
ing this information, but tend to fail ostuff which is amorphous.

A few object detection methods have attempted to combinecotlojetection and
segmentation sub-tasks, however they suffer from certeawlolacks. Larlus and Ju-
rie [19] obtained an initial object detection result in tleerh of a bounding box, and
then refined this rectangular region usingrF. A similar approach has been followed
by entries based on object detection algorithms [4] infRReCAL voc 2009 [9] seg-
mentation challenge. This approach is not formulated aseoeegy cost function and
cannot be applied to either cluttered scenestaff classes. Furthermore, there is no
principled way of handling multiple overlapping boundingxes. Tuet al [15] also
presented an effective approach for identifying text araé$a but leave much of the
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image unlabelled. Get al. [20] used regions for object detection instead of bound-
ing boxes, but were restricted to using a single over-setgtien of the image. Thus,
their approach cannot recover from any errors in this ihsg@mentation step. In com-
parison, our method does not make sacpriori decisions, and jointly reasons about
segments and objects.

The work of layoutcRF [21] also provides a principled way to integrate things
and stuff. However, their approach requires that thingstroosform to a predefined
structured layout of parts, and does not allow for the irsaégn of arbitrary detector
responses. To our knowledge, the only other existing agpesathat attempt to jointly
estimate segmentation and detection in one optimizataméwork are the works of [6,
18]. However, the minimization of their cost functions isréctable and their inference
methods can get easily stuck in local optima. Thus, thewrparation of detector po-
tentials does not result in a significant improvement of @aniance. Also, [6] focussed
only on two classes (cars and pedestrians), while we hanaltg types of objectse(g
20 classes in theascAL voc dataset). A direct comparison with this method was not
possible as neither their code nor their dataset becausadtoith annotations are not
publicly available at the time of publication.

2 CRFsand Detectors

We define the problem of jointly estimating segmentationdetection in terms of min-
imizing a global energy function on@rF model. Our approach combines the results
from detectors, pairwise relationships between supelqiead other low-level cues.
Note that our framework allows us to incorporate any objetedtion approach into
any pixel or segment basexkF.

2.1 CRFsfor labelling problems

In the standarccRF formulation for image labelling problems [3] we represeatle
pixel as random variable. Each of these random variablesstaklabel from the set
L = {ly,la,...,lx}, which may represent objects such car, airplane, bicyos. L
X ={X;,Xs, ..., Xn} denote the set of random variables corresponding to thedmag
pixelsi € V = {1,2,...,N}. Acliquec is a set of random variablé§. which are
conditionally dependent on each other. A labellingefers to any possible assignment
of labels to the random variables and takes values from the se£" .

The posterior distributioPr(x|D) over the labellings of therF can be written
as:Pr(x|D) =  exp(— Y .c Ye(x.)), WhereZ is a normalizing constant called the
partition function C is the set of all cliques, anB the given data. The term.(x.)
is known as the potential function of the cliqueC V, wherex, = {z; : i € c}.
The corresponding Gibbs energy is given byi(x) = —logPr(x|D) — logZ =
> ccc Ye(%c). The most probable or Maximum a PosterioniaP) labellingx* of the
random field is defined ag* = arg maxxcr, Pr(x|D) = arg minger, E(x).

In computer vision labelling problems such as segmentatiarbject recognition,
the energyE(x) is typically modelled as a sum of unary, pairwise [3, 22], aigher
order [23] potentials. The unary potentials are based oal lfsature responses and
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Fig. 3. (a) Segmentation without object detectors, (b) Objectdietes for car and pedestrian
shown as bounding boxes, (c) Segmentation using our methede detector potentials act as a
soft constraint. Some false positive detections (suchetathe green box representing person)
do not affect the final segmentation result in (c), as it da#sagree with other strong hypotheses
based on pixels and segments. On the other hand, a strongtaietesponse (such as the purple
bounding box around the car) correctly relabels the road gdlestrian region as car in (c)
resulting in a more accurate object class segmentatiBest(viewed in colour)

capture the likelihood of a pixel taking a certain label.riR&e potentials encourage
neighbouring pixels in the image to take the same label.l&ityiacRF can be defined
over segments [24, 25] obtained by unsupervised segmemi@6, 27] of the image.
Recently, these models have been generalized to includksgind segments in a single
CcRFframework by introducing higher order potentials [16]. Alese models success-
fully reason about pixels and/or segments. However, thiéyoféncorporate the notion
of object instances, their location, and spatial exteni¢tvare important cues used by
humans to understand a scene) into the recognition frankeWwbus, these models are
insufficient to address the problem of scene understan@iecaim to overcome these
issues by introducing novel object detector based potsritito thecRF framework.

2.2 Detectorsin CRF framework

MAP estimation can be understood as a soft competition amofeyetit hypotheses
(defined over pixel or segment random variables), in whietfitial solution maximizes
the weighted agreement between them. These weighted regastitan be interpreted
as potentials in therF model. In object class recognition, these hypotheses encou
age: (i) variables to take particular labels (unary potds}j and (ii) agreement between
variables (pairwise). Existing methods [16, 24, 25] ardtkh to such hypotheses pro-
vided by pixels and/or segments only. We introduce an aufti set of hypotheses
representing object detections for the recognition fraorétv

Some object detection approaches [4, 19] have used theitgés perform a seg-
mentation within the detected aréa¥hese approaches include both the true and false

2 Note that our model chooses from a set of given detectionthgses, and does not propose
any new detections.
3 As evident in some of theascAL voc 2009 segmentation challenge entries.
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positive detections, and segment them assuming they afaicothe objects of inter-
est. There is no way of recovering from these erroneous se@itiens. Our approach
overcomes this issue by using the detection results as hgpes that can be rejected
in the globalcrF energy. In other words, all detections act as soft conggamour
framework, and must agree with other cues from pixels antheegs before affecting
the object class segmentation result. We illustrate thik wne of our results shown
in Figure 3. Here, the false positive detection for “persolass (shown as the large
green box on the right) does not affect the segmentatioitiaega). Although, the true
positive detection for “car” class (shown as the purple befines the segmentation
because it agrees with other hypotheses. This is achievedibyg the object detector
responsésto define a clique potential over the pixels, as describeoliel

Let D denote the set of object detections, which are represegtbdunding boxes
enclosing objects, and corresponding scores that indikcatstrength of the detections.
We define a novel clique potentidl; over the set of pixels, belonging to thei-th
detection €.g pixels within the bounding box), with a scofg; and detected labé};.
Figure 4 shows the inclusion of this potential graphicaltyapixel-basedRF. The
new energy function is given by:

E(x) = Epia(x) + Y _ tha(Xa, Ha, la), (1)
deD

whereE,,;, (x) is any standard pixel-based energy. The minimization mleceshould
be able to reject false detection hypotheses on the basik@fpotentials (pixels and/or
segments). We introduce an auxiliary variable € {0,1}, which takes valud to
indicate the acceptance@th detection hypothesis. Let; be a function of this variable
and the detector response. Thus the detector poteniia) is the minimum of the
energy values provided by includingy = 1) and excluding4; = 0) the detector
hypothesis, as given below:

VYa(Xa, Ha,la) = min  ¢q(ya, Xa, Ha, la)- (2)
ya€{0,1}

We now discuss the form of this functign(-). If the detector hypothesis is included
(yva = 1), it should: (a) Encourage consistency by ensuring thailiaigs where all the
pixels inxq take the label; should be more probablig. the associated energy of such
labellings should be lower; (b) Be robust to partial incetesiciesj.e. pixels taking a
label other thari, in the detection window. Such inconsistencies should bigead
a cost rather than completely disregarding the detectigrothesis. The absence of
the partial inconsistency cost will lead to a hard constrainere either all or none of
the pixels in the window take the labigl This allows objects partially occluded to be
correctly detected and labelled.

To enable a compact representation, we choose the poteptgich that the as-
sociated cost for partial inconsistency depends only omtimaber of pixelsN,; =
Y iexy 0(xi # lq) disagreeing with the detection hypothesis. fetq, ) define the
strength of the hypothesis apdN,, H,;) the cost taken for partial inconsistency. The
detector potential then takes the form:

4 This includes sliding window detectors as a special case.
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Pixels (x;)

Detections (x4)
.

Fig. 4. Inclusion of object detector potentials intoca&F model. We show a pixel-basewkF as
an example here. The set of pixels in a detectipifcorresponding to the bicyclist in the scene)
is denoted by, . A higher order clique is defined over this detection windgvednnecting the
object pixelsxy, to an auxiliary variableyq, € {0,1}. This variable allows the inclusion of
detector responses as soft constrainBes viewed in colour)

VYa(Xd, Ha,la) = min (= f (x4, Ha)ya + 9(Na, Ha)ya)- (3)
ya€{0,1}

A stronger classifier respong€; indicates an increased likelihood of the presence
of an object at a location. This is reflected in the functfgn, which should be mono-
tonically increasing with respect to the classifier respalig. As we also wish to pe-
nalize inconsistency, the functiait-) should be monotonically increasing with respect
to N4. The number of detections used in ther framework is determined by a thresh-
old H,. The hypothesis functioffi(-) is chosen to be a linear truncated function using
H,; as:

f(Xd,Hd) :wd|xd|max(O,deHt), (4)

wherewy is the detector potential weight. This ensures ffhaf = 0 for all detections
with a responsél,; < H;. We choose the inconsistency penalizing funcér) to be
a linear function of the number of inconsistent pixaig of the form:

f(xdv Hd)
Palxadl

where the slopé,; was chosen such that the inconsistency cost egi(@svhen the
percentage of inconsistent pixelgig

Detectors may be applied directly, especially if they eatanforeground pixels
themselves. However, in this work, we use sliding windowedgirs, which provide
a bounding box around objects. To obtain a more accuratd pétels x,; that belong
to the object, we use a local colour model [28] to estimatedovund and background
within the box. This is similar to the approach used by submiss in thePASCAL
voc 2009 segmentation challenge. Any other foreground estmaechniques may
be used. See 83 for more details on the detectors used. Nateghation (1) could be
defined in a similar fashion over superpixels.

9(Na, Ha) = kaNg, kq= (5)
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2.3 Inferencefor detector potentials

One of the main advantages of our framework is that the assatenergy function
can be solved efficiently using graph cut [29] based move nga&lgorithms (which
outperform message passing algorithms [30, 31] for manpwiproblems). We now
show that our detector potential in equation (3) can be atdegento a form solvable
using a3-swap anda-expansion algorithms [2]. In contrast, the related worK6h
suffers from a difficult to optimize energy. Using equatidB3, (4), (5), andN,; =
Y iexy 0(zi # la), the detector potential(-) can be rewritten as follows:

Va(Xa, Ha, la) = min(0, — f (x4, Ha) + ka »_ 8(xi # 14))

1€EXyg

= — f(xa, Ha) + min(f (xa, Ha), ka Y 6(x; #1a).  (6)

1€EXq

This potential takes the form of a Robuat’ potential [23], which is defined as:

wh(x) = min(’}/mawv mlm(% + kl Z 6(551 7é l)))a (7)
1EX
wherev,ax = f(-), 1 = f(+),Vl # d, andy, = 0. Thus it can be solved efficiently
using a-swap andy-expansion algorithms as shown in [23]. The detection icsta
variablegy; can be recovered from the final labelling by computip@gs:

yq = arg min (—f(xq, Ha)yy + 9(Na, Ha)yy). (8)
yée{ovl}

3 Experimental Evaluation
We evaluated our framework on the CamVid [8] amdscAL voc 2009 [9] datasets.

CamVid. The Cambridge-driving Labeled Video Database (CamVid)s&ia of over
10 minutes of high quality 30 Hz footage. The videos are aagtat 960x 720 res-
olution with a camera mounted inside a car. Three of the feguences were shot in
daylight, and the fourth sequence was captured at dusk. I8dnames from the day
and dusk sequences are shown in Figures 1 and 3. Only a sale€frames from the
video sequences are manually annotated. Each pixel in tfaases was labelled as one
of the 32 candidate classes. We used the same subset of $lcatagories as [8, 32]
for experimental analysis. We have detector responsefiéobthing classes, namely
Car, Sign-Symbol, Pedestrian, Column-Pole, and Bicyclissmall number of pixels
were labelled agoid, which do not belong to one of these classes and are ignohed. T
dataset is split into 367 training and 233 test images. Toenmak experimental setup
the same as [8, 32], we scaled all the images by a factor of 3.

PASCAL voOcC 2009. This dataset was used for thescAL Visual Object Category seg-
mentation contest 2009. It contains 14,743 images in ath @0 foregroundthings
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classes and 1 backgrourst\fff) class. We have detector responses for all foreground
classes. Each image has an associated annotation file witiotmding boxes and the
object class label for each object in the image. A subsetaxfdlimages are also anno-
tated with pixel-wise segmentation of each object pred#itused only these images
for training our framework. It contains 749 training, 750igation, and 750 testimages.

3.1 CRF Framework

We now describe the baselim&F formulation used in our experiments. Note that any
cRF formulation based on pixels or segments could have been Weedse the Asso-
ciative Hierarchicat RF model [16], which combines features at different quaniirat
levels of the image, such as pixels, segments, and is a dieaéom of commonly
used pixel and segment-basedrs. We have a base layer of variables corresponding
to pixels, and a hierarchy of auxiliary variables, which @& mid-level cues from and
between segments. Furthermore, it assumes that pixelg isame segment obtained
using unsupervised segmentation methods, are highlylatede but are not required to
take the same label. This allows us to incorporate multipdgreentations in a principled
approach.

In our experiments we used a two level hierarchy based orispam segments.
Three segmentations are used for the CamVid dataset amat $hefPAsCAL voc 2009
dataset; these were obtained by varying parameters of tte$teft algorithm [26],
similar to [16, 32].

Pixel-based potentials. The pixel-based unary potential is identical to that usgd &
32], and is derived frorextonBoost3]. It estimates the probability of a pixel taking a
certain label by boosting weak classifiers based on a setpiksfilter responses. Shape
filters are defined by triplets of feature type, feature @ysind rectangular region and
their response for a given pixel is the number of featuresrigghg to the given clus-
ter in the region placed relative to the given pixel. The ndistriminative filters are
found using the Joint Boosting algorithm [14]. Details oé tlearning procedure are
given in [3,16]. To enforce local consistency between niegghing pixels we use the
standard contrast sensitive Potts model [22] as the pamosential on the pixel level.

Segment-based potentials. We also learn unary potentials for variables in higher lay-
ers (.e. layers other than the base layer), which represent segrmestiper-segments
(groups of segments). The segment unary potential is adsotlasing the Joint Boost-
ing algorithm [14]. The pairwise potentials in higher layde.g pairwise potentials
between segments) are defined using a contrast sensitisedloa distance between
colour histogram features) Potts model. We refer the retad@di6] for more details on
these potentials and the learning procedure.

3.2 Detection-based potentials

The object detections are included in the form of a higheeppbtential over pixels
based on detector responses, as detailed in §2.2. The iraptation details of this
potential are described below. In order to jointly estinthte class category, location,
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Fig. 5. (&) Segmentation without object detectors, (b) Objectalite results on this image show-
ing pedestrian and sign/symbol detections, (c) Segmentasing all the detection results. Note
that one of the persons (on the left side of the image) is mailfyi labelled as bicyclist (shown
in cyan) in (a). This false labelling is corrected in (c) ugithe detection result. We also show
that unary potentials on segments (traffic light on the rjgahd object detector potentials (traf-
fic light on the left) provide complementary informationjgHeading to both the objects being
correctly labelled in (c). Some of the regions are labellecoirrectly (the person furthest on the
left) perhaps due to a weak detection responBest(viewed in colour)

and segmentation of objects, we augment the starck#dsing responses of two of the
most successful detectérsgi) histogram-based detector proposed in [17]; and (ifjpa
based detector proposed in [4]. Other detector methods siilarly be incorporated
into our framework.

In [17], histograms of multiple features (such as bag of&isvords, self-similarity
descriptorssIFT descriptors, oriented edges) were used to train a cascaalesifier
composed of Support Vector Machines/(). The first stage of the cascade is a linear
svM, which proposes candidate object windows and discards@lwindows that do
not contain an object. The second and third stages are marerfub classifiers using
quasi-linear and non-lineavms respectively. All thesvms are trained with ground
truth object instances [9]. The negative samples (whiclpeshibitively large in num-
ber) are obtained by bootstrapping each classifier, asiwsll®otential object regions
are detected in the training images using the classifiersd petential object regions
are compared with the ground truth, and a few of the incodetctions are added to
the training data as negative samples. Sh@! is then retrained using these negative
and the positive ground truth samples.

In [4] each object is composed of a set of deformable partsaagidbal template.
Both the global template and the parts are representedidsy descriptors [33], but
computed at a coarse and fine level respectively. The taskaohihg the parts and
the global template is posed as a latswt1 problem, which is solved by an iterative
method. The negative samples are obtained by bootstrafimrdassifier, as described
above.

Both these methods produce results as bounding boxes atloeidétected objects
along with a score, which represents the likelihood of a baxtaining an object. A
more accurate set of pixels belonging to the detected olgeabtained using local

5 We thank the authors of [4, 17] for providing their detecti@m thePASCAL vOC 2009 dataset.
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Table 1. We show quantitative results on the CamVid test set on batilrand intersection
Vs union measures. ‘Global’ refers to the overall perceetad pixels correctly classified, and
‘Average’ is the average of the per class measures. Numhédysld show the best performance
for the respective class under each measure. Our methoddesldetectors trained on the 5
“thing” classes, namely Car, Sign-Symbol, Pedestrian, @uh-Pole, Bicyclist. We clearly see
how the inclusion of our detector potentials (‘Our methadiproves over a baselineRFmethod
(‘Without detectors’), which is based on [16]. For the reloaleasure, we perform better on 8 out
of 11 classes, and for the intersection vs measure, we ahietter results on 9 classes. Note
that our method was optimized for intersection vs union meadkesults, where available, of
previous methods [8, 32] are also shown for reference.

Building
Sign-Symbol
Road
Pedestrian
Fence
Column-Pole
Sidewalk
Bicyclist
Global
Average

<
%

Tree
Car

Recalf

[8] | 46.2 619 89.7 68.6 429 895536 46.6 0.7 605 22.569.1 530

[32] | 845 72.6 975 727 34.1 953 342 457 81 776 285838 59.2

Without detectory 79.3 76.0 96.2 74.6 432 94.0 40.4 470 146 812 31.1| 83.1 61.6
Our method| 81.5 766 96.2 787 40.2 939 43.0 476 143 815 339|838 625

Intersectionvs Union’

[32] | 71.6 60.4 895 583 19.4 86.6 261 350 7.2 638 226 - 49.2
Without detectorg 70.0 637 895 589 17.1 86.3 20.0358 9.2 646 231| - 48.9
Our method| 71.5 637 89.4 648 198 868 23.7 356 93 646 265 - 50.5

foreground and background colour models [28]. In our experits we observed that
the model is robust to change in detector potential parasebe parameter, (from
equation (5)) can be set anywhere in the rah@#® — 40%. The parameteH; (which
defines the detector threshold, equation (4)) can be sefdomost of thesvm-based
classifiers. To compensate the bias towards foregroundedabe unary potentials of
background class(es) were weighted by faetgr This bias weight and the detector
potential weightv,; were learnt along with the other potential weights on thétedion
set using the greedy approach presented in [16].dkrewas solved efficiently using
the graph cut baseg-expansion algorithm [2, 23].

3.3 Reaults

Figures 2, 3 and 5 show qualitative results on the CamVidsgat®bject segmentation
approaches do not identify the number of instances of ohjécit this information is
recovered using our combined segmentation and detectiaeinfivom y, variables,
as discussed in §2.3), and is shown in Figure 2. Figure 3 skimsvadvantage of our
soft constraint approach to include detection results. false positive detection here
(shown as the large green box) does not affect the final setgiiem as the other hy-
potheses based on pixels and segments are stronger. Hpavstreing detector hypoth-
esis (shown as the purple box) refines the segmentationateturFigure 5 highlights
the complementary information provided by the object detscand segment-based

6 5 < True Positive
Defined ASTi Positive + _IEaIse Negative

7 : < rue Positive . H
Defined 8Strye Positive + False Negative + False Posi!i\@lso used irPASCAL vOC Cha”enges'
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Table 2. Quantitative analysis ofvoc 2009 test dataset results [9] using the intersection vs
union performance measure. Our method is rank@dd when compared the 6 best submis-
sions in the 2009 challenge. The methedcTTI_LSVM-MDPM is based on an object detec-
tion algorithm [4] and refines the bounding boxes with a Grab&tyle approach. The method
BROOKESMSRC AHCRF is the CRF model used as an example in our work. We perform better
than both these baseline methods3y% and 7.3% respectively. Underlined numbers in bold
denote the best performance for each class.

g 5 H 2 £ §
[} 6] [} o (2] (= <
BONN_SVM-SEGM 718 21.7320 402 573 494 388 52 285 220 106 330 455 336 27.304 18.1 336 46.4 363
CVC_HOCRF 671 266 30.3 31.6 300 445 416 252 59 27.8 11.0 234D5 532 32.0 22.2 37.4236 40.3 30.% 345
UOCTTI_LSVM-MDPM | 789 353 225 19.1 235 362 412 50.1 11.7 8985 1.4 59 240 353 33.4351 27.7 142 34.1 41/829.0

NECUIUC_CLS-DTCT 818 419 231 224 220 27.8 438L8 259 45 185 18.0235 26.9 36.6 348 88 283 140 355 34729.7

Bicycle

Bird

Boat

Bottle

Cat

Chair

Dining table

Horse

Motor bike

Person

Potted plant

Sheep

TV/monitor
verage

g Background
©|

_Q‘ Q| Aeroplane
= W

©
I
N

LEAR_SEGDET 79.1 446 155 205 133 288 29.3 358 254 44 203 13 1@4 B0.0 245 122 315 183 288 J1957
BROOKESMSRC AHCRF | 79.6 48.3 6.7 19.1 10.0 16.6 32.7 38.1 253 55 94 251 13.3 B55 20.7 134 17.1 184 375 36.24.8
Our method 81.2 46.1 154 246 20.9 36.9 50.0 43.9 28145 182 254 147 251 37.7 341 27.7 29.6 18438 404 321

(a) (b)

Fig.6. (a) Original test image fronPASCAL vOC 2009 dataset [9], (b) The labelling obtained
by [16] without object detectors, (c) The labelling providey our method which includes detec-
tor based potentials. Note that no groundtruth is publichaigable for test images in this dataset.
Examples shown in the first five rows illustrate how detectbemtials not only correctly identify
the object, but also provide very precise object boundages bird (second row), car (third row).
Some failure cases are shown in the last row. This was causadrissed detection or incorrect
detections that are very strong and dominate all other piixiés (Best viewed in colour)

potentials. An object falsely missed by the detector (dffiht on the right) is rec-
ognized based on the segment potentials, while anothectdljeffic light on the left)

overlooked by the segment potentials is captured by thetbetdore details are pro-
vided in the figure captions. Quantitative results on the Zidndataset are shown in
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Table 1. For the recall measure, our method performs thedmeStof the classes, and
shows near-besk( 1% difference in accuracy) results on 3 other classes. Acgurac
of “things” classes improved by% on average. This measure does not consider false
positives, and creates a bias towards smaller classesfdoherwe also provide results
with the intersectiorvs union measure in Table 1. We observe that our method shows
improved results on almost all the classes in this case.

Qualitative results oPASCAL voc 2009 test set are shown in Figure 6. Our ap-
proach provides very precise object boundaries and resdk@n many failure cases.
For example, bird (second row), car (third row), potted pl@ourth row) are not only
correctly identified, but also segmented with accurateatjeundaries. Quantitative
results on this dataset are provided in Table 2. We compareesults with the 6 best
submissions from the 2009 challenge, and achieve the testdverage accuracy. Our
method shows the best performance in 3 categories, and @ 2tai3rd in 10 others.
Note that using the detector based wodo€CTTI_LSVM-MDPM: 29.0%) and pixel-
based methodBROOKESMSRC AHCRF: 24.8%) as examples in our framework, we
improve the accuracy t82.1%. Both theBoNN [34] and cvc [35] methods can be
directly placed in our work, and should lead to an increageeiformance.

4 Summary

We have presented a novel framework for a principled integreof detectors with
CRFs. Unlike many existing methods, our approach supportsabiest handling of oc-
cluded objects and false detections in an efficient andabéetmanner. We believe the
techniques described in this paper are of interest to mamkimgin the problem of ob-
ject class segmentation, as they allow the efficient integraf any detector response
with anyCRF. The benefits of this approach can be seen in the resultsppuach con-
sistently demonstrated improvement over the baselineadsttunder the intersection
vsunion measure.

This work increases the expressibility oRrs and shows how they can be used
to identify object instances, and answer the questiongidt object instance is thi§?
“Where is it?, and “How many of theni?bringing us one step closer to complete scene
understanding.
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