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Abstract

In this paper, we describe the circuit polytope on series-parallel graphs. We first show the existence of a compact ex-
tended formulation. Though not being explicit, its construction process helps us to inductively provide the description
in the original space. As a consequence, using the link between bonds and circuits in planar graphs, we also describe
the bond polytope on series-parallel graphs.

Keywords: Circuit polytope, series-parallel graph, extended formulation, bond polytope.

In an undirected graph, a circuit is a subset of edges inducing a connected subgraph in which every vertex has
degree two. In the literature, a circuit is sometimes called simple cycle. Given a graph and costs on its edges, the
circuit problem consists in finding a circuit of maximum cost. This problem is already NP-hard in planar graphs [16],
yet some polynomial cases are known, for instance when the costs are non-positive.

Although characterizing a polytope corresponding to an NP-hard problem is unlikely, a partial description may
be sufficient to develop an efficient polyhedral approach. Concerning the circuit polytope, which is the convex hull
of the (edge-)incidence vectors of the circuits of the graph, facets have been exhibited by Bauer [4] and Coulard and
Pulleyblank [10], and the cone has been characterized by Seymour [23]. Several variants of cardinality constrained
versions have been studied, such as [5, 17, 20, 21].

For a better understanding of the circuit polytope on planar graphs, a natural first step is to study it in smaller
classes of graphs. For instance, in [10], the authors provide a complete description in Halin graphs.

Another interesting subclass of planar graphs are the series-parallel graphs. Due to their nice decomposition
properties, many problems NP-hard in general are polynomial for these graphs, in which case it is quite standard
to (try to) characterize the corresponding polytopes. Results of this flavor were obtained for various combinatorial
optimization problems, such as the stable set problem [19], graph partitioning problem [7], 2-connected and 2-edge-
connected subgraph problems [1, 9], k-edge-connected problems [11], Steiner-TSP problem [1].

Since a linear time combinatorial algorithm solves the circuit problem in series-parallel graphs, an obvious ques-
tion arising is the description of the corresponding polytope. Surprisingly, it does not appear in the literature, and we
fill in this gap with Theorem 11.

The main ingredient for the proof of our main theorem is the existence of a compact extended formulation for the
circuit polytope on series-parallel graphs. An extended formulation of a given polyhedron P = {x ∈ Rn : Ax ≤ b}
is a polyhedron Q = {(x, y) ∈ Rn × Rm : Ax + By ≤ b} whose projection onto the x variables pro jx(Q) = {x ∈
Rn : there exists y ∈ Rm such that (x, y) ∈ Q} is P. The size of a polyhedron is the number of inequalities needed to
describe it. An extended formulation is called compact when its size is polynomial. We refer to [8] for further insights
on this topic.

IPartially founded by GRO RO project
∗Corresponding author
Email addresses: Sylvie.Borne@lipn.univ-paris13.fr (Sylvie Borne), Pierre.Fouilhoux@lip6.fr (Pierre Fouilhoux),

Roland.Grappe@lipn.univ-paris13.fr (Roland Grappe), Mathieu.Lacroix@lipn.univ-paris13.fr (Mathieu Lacroix),
Pierre.Pesneau@math.u-bordeaux1.fr (Pierre Pesneau)

Preprint submitted to Discrete Optimization October 10, 2014



The past few years, extended formulations proved to be a powerful tool for polyhedral optimization, and thus
received a growing interest in the community. Indeed, describing a polytope directly in its original space is often
pretty challenging, and by looking for an extended formulation one has more tools at disposal. As an example, for
most combinatorial optimization polytopes in series-parallel graphs, Martin et al. [18] proposed a general technique
to derive extended formulations from dynamic programming algorithms, but the corresponding descriptions in the
original space remain unknown.

Recently, it has been shown that the perfect matching polytope admits no compact extended formulation [22].
It means, even if an optimization problem is polynomial, there may not exist such a formulation. Here, though we
are not able to explicitly construct a compact extended formulation for the circuit polytope on series-parallel graphs,
we show that there exists one, see Section 2.1.1. The construction process of this extended formulation relies on a
straightforward inductive description of the circuits of series-parallel graphs, combined with a theorem of Balas [2, 3].
It allows us to prove by induction that the circuit polytope on series-parallel graphs is completely described by three
families of inequalities. We provide examples where exponentially many of these inequalities define facets, see
Corollary 19. Thus, the circuit polytope on series-parallel graphs is another example of polytope having exponentially
many facet-defining inequalities that admits a compact extended formulation.

A graph is series-parallel if and only if, given any planar drawing of the graph, its dual is series-parallel. The dual
of a circuit is a bond, that is a cut containing no other non empty cut. These bonds play an important role e.g. in
multiflow problems [6]. By planar duality and the description of the circuit polytope on series-parallel graphs, we get
the description of the bond polytope on series-parallel graphs, see Theorem 13.

The paper is organized as follows. In Section 1, we fix graph related notation and definitions, and review some
known and new auxiliary results about circuits in series-parallel graphs. Section 2 deals with the circuit polytope on
series-parallel graphs. First, we get a polyhedral description of the latter for non trivial 2-connected series-parallel
graphs, by providing the existence of a compact extended formulation, and then inductively projecting it. By applying
standard techniques, the polyhedral description for general series-parallel graphs follows, which has exponential size
in general. In Section 3, using the planar duality, we describe the bond polytope on series-parallel graphs, and then
we study facet-defining inequalities, which have counterparts for the circuit polytope as well.

1. Circuits in series-parallel graphs

Throughout, G = (V, E) will denote a connected undirected graph with n = |V | vertices and m = |E| edges. The
graph induced by a subset W of V is the graph G[W] obtained by removing the vertices of V \ W, and δG(W) is the
set of edges having exactly one extremity in W. Given disjoint U,W ⊂ V , δG(U,W) is the set of edges having one
extremity in each of U and W. When it is clear from the context, we will omit the subscript G. Given a set of edges
F ⊆ E, V(F) denotes the set of vertices incident to any edge of F. We denote by A∆B = (A ∪ B) \ (A ∩ B) the
symmetric difference of A and B.

A subset F of E is called a cut if F = δG(W) for some W ⊆ V . If u ∈ W and v ∈ V \ W, the cut separates u
and v. A cut defined by a singleton is a star. A bond is a cut containing no other nonempty cut. One can check that
a nonempty cut δG(W) is a bond if and only if both G[W] and G[V \ W] are connected. In the literature, a bond is
sometimes called a central cut. A bridge is an edge whose removal disconnects the graph, that is a bond of size one.
Note that the symmetric difference of bonds is a cut.

A subset of edges is called a cycle if it induces a subgraph where every vertex has even degree. A connected cycle
with every vertex of degree two is a circuit. If e is a circuit, it is called a loop. Let C(G) denote the set of circuits of
G. Note that the symmetric difference of circuits is a cycle.

By definition, the emptyset is both a bond and a circuit.

When no removal of a single vertex disconnects a graph, the latter is said 2-connected. Loops and bridges are
called trivial 2-connected graphs. The non trivial 2-connected components of a graph are the maximal 2-connected
subgraphs of the graph, i.e., the components obtained after removing the loops and bridges.

A graph is series-parallel if all its non trivial 2-connected components can be built, starting from the circuit of
length two C2, by repeatedly applying the following operations: add a parallel edge to an existing edge; or subdivide
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an existing edge, that is replace the edge by a path of length two. This construction gives an inductive description of
the circuits of such graphs.

Observation 1. Let G = (V, E) be a non trivial 2-connected series-parallel graph.

(i) If G is obtained from a graph H by subdividing an edge e ∈ E(H) into e, f , then the circuits of G are obtained
from those of H as follows:
• C, for C ∈ C(H) not containing e,
• C ∪ f , for C ∈ C(H) containing e.

(ii) If G is obtained from a graph H by adding a parallel edge f to an edge e ∈ E(H), then the circuits of G are
obtained from those of H as follows:
• C, for C ∈ C(H) not containing e,
• C and C \ e ∪ f , for C ∈ C(H) containing e,
• {e, f }.

A well-known characterization of cuts is that they are the sets of edges intersecting every circuit an even number
of times. In series-parallel graphs, we have the following property [6].

Observation 2 ([6]). In a series-parallel graph, a bond and a circuit intersect in zero or two edges.

If the graph is also 2-connected, then this property becomes a characterization of circuits, see below. Note that the
following does not hold if the series-parallel graph is not 2-connected.

Lemma 3. In a non trivial 2-connected series-parallel graph, a set of edges is a circuit if and only if it intersects
every bond in zero or two edges.

Proof. We prove the non trivial direction. By contradiction, let G be a minimal counter-example, and let F be a set
of edges intersecting every bond in zero or two edges that is not a circuit. First, suppose that G is build from H
by adding a parallel edge f to an edge e ∈ E(H). Necessarily, we have f ∈ F as otherwise H would be a smaller
counter-example. Similarly, e ∈ F. Suppose there exists g ∈ F \ {e, f }. Since G is planar and 2-connected, so is
its dual. Any pair of edges in a 2-connected graph being contained in a circuit, the planar duality between circuits
and bonds implies that there exists a bond B of G containing both g and e. Hence, B also contains f , which provides
the contradiction |F ∩ B| ≥ 3. Now, assume that G is build from H by subdividing e ∈ E(H) into { f , g}. Since G
is 2-connected, { f , g} is a bond, hence F contains either both f and g or none of them. In both cases, H is clearly a
smaller counter-example, a contradiction.

For an ordering v1, . . . , vn of V such that δ({v1, . . . , vi}) is a bond for all i = 1, . . . , n − 1, the partition S =

{S 1, . . . , S n−1} of E defined by S ` = δ(v`, {v`+1, . . . , vn}), for ` = 1, . . . , n − 1, is a star decomposition. We will denote
the initial star δ(v1, {v2, . . . , vn}) by IS. Equivalently, a star decomposition is obtained by partitioning the edgeset by
iteratively removing stars of the graph such that, at each step, the vertex to be removed is adjacent to some removed
vertex, and the set of remaining vertices induces a connected graph. IS is the unique element of the star decomposition
which is a star of the original graph.

Using induction and the construction of non trivial 2-connected series-parallel graphs, one can see that in these
graphs any vertex is the initial vertex of some star decomposition. In particular, such decompositions exist.

Lemma 4. Given a star decomposition S of a series-parallel graph G, the following holds:

(a) a circuit intersects each member of S at most twice,
(b) a circuit does not intersect two members of S twice.

Proof. Let C be a circuit of G and v1, . . . , vn an ordering of V such thatS = {S 1, . . . , S n−1}with S ` = δ(v`, {v`+1, . . . , vn}),
for ` = 1, . . . , n − 1.

Since every member of S is contained in a star of G and a circuit goes through each vertex at most once,
Lemma 4(a) holds. Let us show Lemma 4(b) by contradiction, and let i < j be such that |S i ∩ C| = |S j ∩ C| = 2 and
|S k ∩ C| ≤ 1 for all k < j, k , i. By construction of star decompositions, we have C ∩ S ` = ∅, for all ` < i, and
C \ (

⋃ j−1
`=1 S `) is a path of which S j contains two edges, hence |δ({v1, . . . , v j}) ∩C| = 4. Since δ({v1, . . . , v j}) is a bond,

this contradicts Observation 2.
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Two sequences of edge subsetsM = (M0, . . . ,Mk) andN = (N1, . . . ,Nk) form a star-cut collection if {M0, . . . ,Mk} ⊆

S and M0 = IS, for some star decomposition S of G, and Mi∆Ni is a cut of G, for i = 1, . . . , k. Note that the elements
of N are not required to be disjoint.

2. Circuit polytope on series-parallel graphs

Given a graph G = (V, E) and F ⊆ E, χF ∈ RE denotes the incidence vector of F, that is χF
e equals 1 if e ∈ F

and 0 otherwise. Since there is a bijection between edge sets and their incidence vectors, we will often use the same
terminology for both. Let C(G) be the convex hull of the incidence vectors of the circuits of G, that is C(G) =

conv{χC : C ∈ C(G)}. In this section, we give the external description of the circuit polytope on series-parallel graphs.

Note that the circuit polytope of the graph is the union of the circuit polytopes of its loops, bridges, and non trivial
2-connected components. Therefore, we start by studying the circuit polytope for this latter case, and then derive the
description for general series-parallel graphs.

Throughout, we will use the following theorem of Balas [2, 3]. His result holds for any finite union of polyhedra,
yet we only state what we need in this paper, the union of two polytopes.

Theorem 5 (Balas [2, 3]). Given two polytopes P1 = {x ∈ Rn : A1x ≤ b1} and P2 = {x ∈ Rn : A2x ≤ b2}, we have
conv{P1 ∪ P2} = pro jx(Q), where Q = {x = x1 + x2, A1x1 ≤ (1 − λ)b1, A2x2 ≤ λb2, 0 ≤ λ ≤ 1}.

An immediate consequence of Theorem 5 is the following.

Corollary 6. Given two polytopes P1 and P2, there exists an extended formulation of conv{P1 ∪ P2} whose size is two
plus the sizes of P1 and P2.

Later on, we shall use it when P2 is a vertex, in which case we get an extended formulation of conv{P1 ∪ P2} with
two more inequalities than the one of P1.

2.1. 2-connected series-parallel graphs

In this section, we describe the circuit polytope for non trivial 2-connected series-parallel graphs. The main in-
gredient of our proof is the existence of a compact extended formulation for this polytope, based on Observation 1.
Though this extended formulation is not explicit, we use its construction process to prove inductively that the cir-
cuit polytope is described by the inequalities given in Theorem 10. Let us mention that there are examples where
exponentially many of these inequalities are facet-defining, see Corollary 19.

In this section, G = (V, E) is a non trivial 2-connected series-parallel graph.

2.1.1. Existence of a compact extended formulation
We show the existence of a compact extended formulation by induction on the construction of G. First, note that

C(C2) = conv{(0, 0), (1, 1)} = {x ∈ R2
+ : xe = x f , xe + x f ≤ 2}, where e and f denote the edges of C2. Next, let us

describe how to get an extended formulation for C(G) when G is obtained from a 2-connected series-parallel graph H
by either subdividing an edge or adding a parallel edge.

When G is obtained from H by subdividing an edge e ∈ E(H) into e, f , the following immediately derives from
Observation 1(i).

Observation 7. Suppose G is obtained from H by subdividing an edge e ∈ E(H) into e, f . Then, adding a variable
x f to any extended formulation of C(H) and imposing xe = x f provides an extended formulation for C(G).

When G is obtained from H by adding a parallel edge f to e ∈ E(H), an extended formulation for C(G) can be
obtained as follows.

Lemma 8. Suppose G is obtained from H by adding a parallel edge f to an edge e ∈ E(H) and let Q(H) be an
extended formulation of C(H). Then,
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(a) The polytope S (G) obtained by replacing xe by xe + x f in Q(H) and setting 0 ≤ xe and 0 ≤ x f is an extended
formulation of the convex hull of the incidence vectors of all the circuits of G different from χe, f .

(b) The convex hull of S (G) union χe, f is an extended formulation of C(G).

Proof. (a) Let R(G) denote the convex hull of incidence vectors of all the circuits of G except {e, f }. By Observa-
tion 1(ii), since pro jxQ(H) = C(H), we have pro jxS (G) ∩ Zm = R(G) ∩ Zm. To prove (a), it remains to show that
pro jxS (G) is integral.

Remark that pro jxS (G) is also the polytope obtained from pro jxQ(H) by replacing xe by xe +x f and setting 0 ≤ xe

and 0 ≤ x f . Let x̂ be an extreme point of pro jxS (G). By construction, x̂ induces a point x̃ of pro jxQ(H) defined
by x̃g = x̂g for all g , e, f and x̃e = x̂e + x̂ f . If x̃ is fractional, then x̃ = λx̃1 + (1 − λ)x̃2, for some 0 < λ < 1 and
x̃1, x̃2 ∈ pro jxQ(H). Hence x̂ = λx̂1 + (1 − λ)x̂2, where, for i = 1, 2,

x̂i
g =

 x̂g

x̂e+x̂ f
x̃i

e if g = e, f ,
x̃i

g otherwise,

where x̂i
e = x̂i

f = 0 when x̃i
e = 0. By construction, x̂1 , x̂2 and both belong to pro jxS (G). This contradicts the fact

that x̂ is extreme. Therefore, x̃ is integral. If x̂ is fractional, then x̂ satisfies x̂e + x̂ f = 1, x̂e, x̂ f , 0, and x̂g is integral,
for all g , e, f . Define x′ (resp. x′′) by x′e = 1, x′f = 0, x′g = x̂g (resp. x′′e = 0, x′′f = 1, x′′g = x̂g), for all g , e, f . Then,
x̂ = x̂ex′ + x̂ f x′′, contradicting the fact that x̂ is extreme. Thus, pro jxS (G) is integral, and we are done.

(b) By (a), pro jxS (G) is integral, hence so is conv
{
pro jxS (G) ∪ χe, f }. Since the projection of the convex hull of a

set of points is the convex hull of its projected points, pro jx
(
conv{S (G) ∪ χe, f }

)
is integral, and we are done.

Note that the extended formulation given by Lemma 8(a) involves two new inequalities, and that applying Corol-
lary 6 in Lemma 8(b) provides an extended formulation with two more inequalities. Thus, if G is obtained from H by
adding a parallel edge, then an extended formulation for C(G) has 4 more inequalities than an extended formulation
for C(H). Moreover, if G is obtained from H by subdividing an edge, then an extended formulation for C(G) has the
size of an extended formulation for C(H).

By construction of non trivial 2-connected series-parallel graphs, and since C(C2) is described by 3 inequalities,
repeatedly applying the above observations gives the following result.

Corollary 9. There exists an extended formulation for C(G) of size O(|E(G)|).

We mention here that a polytope closely related to the circuit polytope is, given a vertex r, the r-circuit polytope,
that is the convex hull of the circuits containing r. Indeed, the circuit polytope of a graph can be seen as the union of all
its r-circuit polytopes. In series-parallel graphs, the latter have been thoroughly studied by Baı̈ou and Mahjoub in [1]
who provide, in particular, their description into the original space. Therefore, an explicit extended formulation for the
circuit polytope on series-parallel graphs can be obtained by applying Balas’ Theorem [2, 3] for the union of polyhedra
together with their description. However, since the description of the r-circuit polytope has exponentially many
inequalities, this approach yields an exponential-size extended formulation. Moreover, projecting such a formulation
to get a description into the original space usually requires tremendous efforts. In contrast, our approach allows to
project step by step, which is done in the next section.

2.1.2. Description in the original space
In this section, we show that the inequalities (1), (2) and (3) given below describe the circuit polytope on non

trivial 2-connected series-parallel graphs, see Theorem 10. Throughout, for a sequence M = (M0, . . . ,Mk) of edge
sets, x(M) will stand for

∑k
i=1 x(Mi).

xe ≥ 0 for all e ∈ E. (1)
xe ≤ x(B \ e) for all bonds B of G, for all e ∈ B, (2)
x(M) − x(N) ≤ 2 for allM,N star-cut collections of G, (3)

Inequalities (1) are called non-negativity constraints, (2) are bond constraints, and (3) are star-cut constraints.
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Theorem 10. C(G) = {x ∈ Rm
+ satisfying (2) and (3)}.

Proof. Let us first show that (1), (2) and (3) are valid for C(G). Clearly, every incidence vector of a circuit satisfies the
non-negativity constraints (1). The validity of bond constraints (2) comes from Observation 2. To show the validity
of star-cut constraints (3), let M,N be a star-cut collection and C a circuit of G. Since M0 and Mi∆Ni are cuts for
i ∈ {1, . . . , k}, each of them intersects C an even number of times. Therefore, if C intersects Mi ∈ M at most once,
then χC(Mi) − χC(Ni) ≤ 0 if i ≥ 1 and χC(Mi) = 0 if i = 0. The validity of x(M) − x(N) ≤ 2 follows since, by
Lemma 4, at most one member ofM intersects C twice, the other ones intersecting C at most once.

Let us prove the theorem by induction. The first step of the induction comes from C(C2) = {x ∈ R2
+ : satisfying (2)

and xe + x f ≤ 2} and the fact that {{e, f }}, ∅ form a star-cut collection, where C2 = {e, f }. Suppose now that C(H) is
given by inequalities (1)-(3) for a non trivial 2-connected series-parallel graph H, and let us show that C(G) is also
described by (1)-(3) when G is obtained from H by subdividing an edge or by adding a parallel edge in H.

First, remark that if G is obtained from H by subdividing e into e, f , then C(G) is given by the inequalities of C(H)
and xe = x f . The inequalities of C(H) of type (1)-(3) remain of the same type in G, and xe = x f is implied by the two
inequalities of type (2) associated with the bond {e, f }.

Now, let G be obtained from H by adding a parallel edge f to e ∈ E(H). By the induction hypothesis, we have
C(H) = {xH ∈ Rm−1 : AH xH ≤ bH} where AH is given by the non-negativity (1), bond (2), and star-cut (3) constraints
for H. Denote by ĀH and x̄H the matrix and vector obtained from AH and xH by, respectively, removing the column AH

e
corresponding to e and the component xH

e . The application of Lemma 8(a) introduces a new variable y and provides
the following description of S (G):

{(xH , y) ∈ Rm−1 × R : ĀH x̄H + AH
e (xH

e + y) ≤ bH , 0 ≤ xH
e , 0 ≤ y}.

Lemma 8(b) implies that C(G) is the convex hull of the union of S (G) and χ{e, f }. Let us apply Theorem 5 to P1 = S (G)
and P2 = {χ{e, f }}. The latter being a vertex, we can get rid of x1 and x2 to get the following extended formulation of
C(G), where x̄ denotes the vector x after the removal of xe and x f .

{(x̄, xe, x f , λ) ∈ Rm−2 × R × R × R : ĀH x̄ + AH
e (xe + x f − 2λ) ≤ (1 − λ)bH , λ ≤ xe, λ ≤ x f , 0 ≤ λ ≤ 1}

To project it by Fourier-Motzkin’s method [15], we only need to consider the inequalities where λ appears, and
since AH is given by (1), (2) and (3) for H, we may write them down explicitly, implicitly using the fact that if e
belongs to a cut of G, then so does f , and conversely:

0 ≤ λ (4)
− 1 ≤ −λ (5)
− xh ≤ −λ for h = e, f (6)

x` − x(B \ `) ≤ −2λ for all bonds B of G containing e, f and ` ∈ B \ {e, f } (7)
xe + x f − x(D \ {e, f }) ≤ 2λ for all bonds D of G containing e, f (8)

x(M) − x(N) ≤ 2 − 2(αe(M,N) + 1)λ
for all star-cut collectionsM,N of G,
with αe(M,N) ≥ 0, (9)

where αe(M,N) = |{N ∈ N : e ∈ N}| − |{M ∈ M : e ∈ M}|.

We now prove that the inequalities obtained by projecting out λ are either contained or implied by the non-
negativity constraints (1) and bond constraints (2) and star-cut constraints (3) for G, which implies our theorem.
Recall that, to get rid of λ, one has to combine every inequality where λ’s coefficient is negative with every inequality
where it is positive [15]. Combinations with 0 ≤ λ immediately give rise to inequalities of type (1), (2) or (3) for G.
Thus, it remains to combine (8) with every other inequality.

First, remark that adding twice inequality (5) to any inequality (8) leads to an inequality obtained by adding non-
negativity constraints and the star-cut constraint x(M0) ≤ 2 where M0 is a star of G containing e, f . Moreover, adding
(8) to twice (6) gives xh − x(D \ h) ≤ 0 for all bonds D containing e, f , and h ∈ {e, f }, which are inequalities of
type (2).
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Adding (8) to (7) gives x` ≤ x(B \ {e, f , `}) + x(D \ {e, f }). If D contains `, the latter is a sum of non-negativity
constraints (1). Otherwise, B∆D is a cut contained in B ∪ D \ {e, f } and thus contains a bond J containing ` but not
e, f , since a cut is a disjoint union of bonds. Hence, the inequality is the sum of x` ≤ x(J \ `) and non-negativity
constraints (1).

For a bond D containing e, f and a star-cut collectionM = (M0, . . . ,Mk), N = (N1, . . . ,Nk) with αe(M,N) ≥ 0,
combining (8) and (9) gives x(M)− x(N) + (αe(M,N) + 1)(xe + x f − x(D \ {e, f }) ≤ 2. If e and f belong to a member
ofM, then αe(M,N) + 1 = |{N ∈ N : e ∈ N}|. Moreover, considering separately the elements of N containing e and
f from the other ones, the inequality can be rewritten as:

x(M) −
∑

N∈N :e, f∈N

(
x(N \ {e, f }) + x(D \ {e, f })

)
−

∑
N∈N :e, f<N

x(N) ≤ 2.

Since x(N∆D) ≤ x(N \ {e, f }) + x(D \ {e, f }) for all N ∈ N containing e and f , the above inequality is implied by
x(M) − x(N ′) ≤ 2, where N ′ = (N′1, . . . ,N

′
k) with N′i equals Ni∆D if e ∈ Ni and Ni otherwise, for i = 1, . . . , k.

Moreover, since D and Mi∆Ni are cuts, so is Mi∆N′i , for i = 1, . . . , k, as the symmetric difference of two cuts is a cut.
Therefore,M,N ′ is a star-cut collection.

Suppose now that no member of M contains e and f . Applying the previous argument leads to the inequality
x(M)− x(N ′)+ xe + x f − x(D\{e, f }) ≤ 2, whereM,N ′ is the star-cut collection defined above. Moreover, there exists
Mk+1 containing e, f such that {M0, . . . ,Mk,Mk+1} is contained in a star decomposition. Let M̃ = (M0, . . . ,Mk+1) and
Ñ = (N′1, . . . ,N

′
k+1), where N′k+1 = D∆Mk+1. The symmetric difference being associative, Mk+1∆Nk+1 equals D,

and hence M̃, Ñ is a star-cut collection of G. Moreover, the associated star-cut constraint (3) implies the inequality
obtained by combination of (8) and (9).

Let us mention a few simple constraints implied by the ones of Theorem 10. First, whenever {k, `} is a bond,
we have xk = x`, which is implied by the inequalities (2) for {k, `}. These will turn out to be the only hyperplanes
containing C(G). We postpone the proof of this fact to Section 3.3, see Observation 18. For every edge uv ∈ E, δG(u) is
a bond since G is 2-connected. Then, we obtain the inequality xuv ≤ 1 by adding xuv to each side of xuv ≤ x(δG(u)\uv)
and by applying x(δG(u)) ≤ 2, which is a special case of (3). We also mention that, given a bond B, the inequality
x(B) ≤ 2 is implied by a suitable star-cut constraint.

We will see at the end of Section 3 a family of examples where exponentially many of the inequalities of Theo-
rem 10 define facets.

2.2. General series-parallel graphs

In this section, we provide a polyhedral description of the circuit polytope on general series-parallel graphs, see
Theorem 11. The result is obtained by applying a standard union technique and the fact that the circuit polytope of a
graph is the convex hull of the union of the circuit polytopes of its 2-connected components.

Theorem 11. Let G be a series-parallel graph, G1, . . . ,Gk its non trivial 2-connected components, L its set of loops,
and B its set of bridges. Then

C(G) =


x ∈ Rm

+ satisfying (2), x(B) = 0 and∑k
i=1(x(Mi) − x(Ni)) + 2x(L) ≤ 2,

for all i = 1, . . . , k,
for all star-cut collectionsMi,Ni of Gi

 .
Proof. We prove the result by induction on the number of 2-connected components.

Let us see the first step. Since no bridge b belongs to a circuit, its circuit polytope is described by {xb = 0}.
Moreover, the circuit polytope of a loop ` is described by {0 ≤ 2x` ≤ 2}. Finally, the circuit polytope of a non trivial
2-connected series-parallel component is given by Theorem 10.

Suppose that the result holds for two series-parallel graphs I and H =
⋃k−1

i=1 Hi, where I is 2-connected and
Hi, i = 1, . . . , k−1 are the 2-connected components of H, and let G = I

⋃
(∪k−1

i=1 Hi) be the graph obtained by identifying
a vertex of I and a vertex of H. Then, C(G) = conv{C(H) ∪C(I)}. Remark that C(H) = {x ∈ RE(H)

+ : AH xH ≤ bH} and
C(I) = {x ∈ RE(I)

+ : AI xI ≤ bI} live in different spaces. Extend them to polytopes of RE(H) × RE(I) by setting the new
coordinates to zero, and apply Theorem 5 to get C(G) = pro jx{x = (xH , xI), AH xH ≤ λbH , AI xI ≤ (1−λ)bI , 0 ≤ λ ≤ 1}.
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Let us get rid of λ in the above extended formulation. Combinations with 0 ≤ λ or λ ≤ 1 immediately give desired
inequalities. It remains to combine aH xH ≤ λbH and aI xI ≤ (1 − λ)bI when bH , 0 and bI , 0. Since in this case the
induction hypothesis says that both inequality are of the new type, we get bH = bI = 2, thus the resulting inequality is
aH xH + aI xI ≤ bH , and the theorem follows.

Since every 2-connected components of a series-parallel graph have a compact extended formulation, using the
Theorem of Balas [2, 3] for the union of several polytopes, one can extend Corollary 9 as follows.

Corollary 12. If G is series-parallel, there exists a compact extended formulation of C(G) in size O(|E|).

3. The bond polytope on series-parallel graphs

In this section, as a consequence of Theorem 11 and the planar duality, we describe the bond polytope on series-
parallel graphs. We also provide examples where the latter contains exponentially many facets. Before stating these
results, we introduce a few definitions.

3.1. Definitions

Given a series-parallel graph G, we denote its set of bonds by B(G), and the convex hull of their incidence vectors
by B(G).

If G is a non trivial 2-connected series-parallel graph, an open nested ear decomposition [13] E of G is a partition
of E(G) into a sequence E0, . . . , Ek such that E0 is a circuit of G and the ears Ei, i ∈ {1, . . . , k}, are paths with the
following properties:

• the two endpoints of each ear are distinct and appear in an E j with j < i,

• no interior point of an ear Ei belongs to E j for all j < i,

• if two ears Ei and Ei′ have both their endpoints in the same E j, then any two paths contained in E j, one between
the endpoints of Ei and the other between the endpoints of Ei′ , are either disjoint or contained one in another.

We will denote by CE the unique circuit of an open nested ear decomposition E. Two sequences of edge subsets
F = (F0, F1, . . . , Fk) and P = (P1, . . . , Pk) form an ear-cycle collection if {F0, F1, . . . , Fk} is contained in an open
nested ear decomposition E of G, F0 = CE, and Fi∆Pi is a cycle for i = 1, . . . , k. Note that the elements of P are not
required to be disjoint.

A graph H is a minor of G if H arises from G by contractions and deletions of edges and deletions of vertices,
where contracting an edge uv of E corresponds to deleting e and identifying u and v. A graph is series-parallel if and
only if it does not contain a K4-minor [12], where K4 denotes the complete graph on four vertices.

3.2. The bond polytope on series-parallel graphs

K4 being its own dual, a graph is series-parallel if and only if, given any planar drawing of the graph, its dual
is series-parallel. It is immediate that the circuits of such a graph are precisely the bonds of its dual, thus the bond
polytope of the graph is the circuit polytope of its dual. Then, applying Theorem 11 provides a description of the bond
polytope on series-parallel graphs.

Given a circuit C and e ∈ C, xe ≤ x(C \e) is a circuit constraint, and given an ear-cycle collection, x(F )− x(P) ≤ 2
is an ear-cycle constraint.

Theorem 13. Let G be a series-parallel graph, G1, . . . ,Gk its non trivial 2-connected components, L its set of loops
and B its set of bridges.

B(G) =


x ∈ Rm

+ satisfying xe ≤ x(C \ e) for all circuits C and e ∈ C, x(L) = 0 and∑k
i=1(x(Fi) − x(Pi)) + 2x(B) ≤ 2,

for all i = 1, . . . , k,
for all ear-cycle collections Fi,Pi of Gi

 .
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Proof. Fix a planar drawing of G, and let G̃ be the dual graph of G. The edgesets of G and G̃ are in bijection, and ẽ will
denote the edge of E(G̃) corresponding to e ∈ E(G). As noted above, the bond polytope of G is precisely the circuit
polytope of G̃. First, recall that bridges of G are in bijection with loops of G̃, and conversely. Then, by Theorem 11,
to get the desired result, we just need to show that the bond polytope on non trivial 2-connected series-parallel graphs
is given by non-negativity, circuit and ear-cycle constraints.

Let G be a non trivial 2-connected series-parallel graph. Then, G̃ is also a non trivial 2-connected series-parallel
graph. Since, by Theorem 10, C(G̃) is described by (1)-(3), and by the bijection between circuits in G and bonds in G̃,
we only have to show that the ear-cycle constraints are valid for B(G) and that a star-cut collection of G̃ is an ear-cycle
collection of G.

To see the validity of the constraints, let us show that, given an open nested ear decomposition E = {E0, . . . , Ek}

and a bond B of G,
(∗) if |B ∩ E| = 2 for some E ∈ E, then |B ∩ F| ≤ 1 for all F ∈ E \ E.

First, note that, by Observation 2 and the fact that an ear is always contained in a circuit, we have |B ∩ E| ≤ 2, for all
E ∈ E. Now, suppose that Ei, E j ∈ E both intersect B twice, with i < j. Denote by u and v the extremities of E j and
let e be an edge of Ei∩B. The graph induced by the edges of E0∪ · · · ∪Ei∪{uv} is 2-connected so it contains a circuit
containing e and uv. Replacing uv by the ear E j, we get that G contains a circuit C containing e and E j. Therefore,
|C ∩ B| ≥ 3, yet B is a bond, a contradiction to Observation 2. Therefore (∗) holds.

Then, with arguments similar to those proving the validity of star-cut constraints for the circuit polytope (see
Theorem 10), we get the validity of the ear-cycle constraints by (∗) and the fact that a circuit and a cut intersect each
other an even number of times.

We now prove by induction on the number of edges of G that a star decomposition of G̃ corresponds to an open
nested ear decomposition of G. We will use edge subdivision and parallel addition operations, thus note that these
two operations are dual one of each other. As the dual of C2 is C2, one can easily check that a star decomposition of
C2 corresponds to an open nested ear decomposition in its dual.

If G is obtained from H by subdividing an edge e ∈ E(H) into e, f , then G̃ is obtained from H̃ by adding a parallel
edge f̃ to ẽ. By induction, any star decomposition S of H̃ corresponds to an ear decomposition ES of H. Adding e to
the suitable set of S (which is the first extremity of e appearing in the star decomposition) gives a star decomposition
of G̃, which straightforwardly corresponds to the ear decomposition of G obtained from ES by replacing e by {e, f } in
the member of ES containing e.

If G is obtained from H by adding a parallel edge f to e ∈ E(H), then G̃ is obtained from H̃ by subdividing ẽ into
ẽ, f̃ . Let u be the vertex that is common to ẽ and f̃ , and v,w the other ends of ẽ and f̃ . LetS = {δG̃+

1
(v1), . . . , δG̃+

n−1
(vn−1)}

be a star decomposition of G̃. We may suppose, without loss of generality, that u and v or u and w are consecutive
in the star decomposition. Indeed, otherwise, u = vi for some i ∈ {2, . . . , n − 1}, and since G+

i and G−i are connected,
exactly one of v,w is in G−i that is, equals some v j for j < i. In this case, the star decomposition S′ obtained from S
by removing u, and then inserting u right after v j, without changing the rest, gives the same partition of E as S. Thus
S and S′ are in bijection with the same partition of the edgesets of G.

Since u and one of v,w appear consecutively in the star decomposition, contracting them gives a star decomposition
of H̃. By induction, the latter corresponds to an ear decomposition E of H. Now, possibly having exchanged the role
of e and f because of the contraction, E ∪ { f } is an ear decomposition of G, and we are done.

To finish the proof, if suffices to apply Theorem 11 and the fact that the dual of a cut is a cycle.

It turns out that there are more ear-cycle collections of G than star-cut collections of G̃, and it is unclear which
restrictions are to be made in order to get a bijection. As a consequence, if B(G) can be deduced from C(G̃) in a rather
simple manner, the converse seems more challenging.

3.3. Facet-defining inequalities

Determining directly which inequalities are facet-defining for the circuit polytope is not that easy. Surprisingly,
the bond polytope is much simpler to study polyhedrally. The main reason is that we can safely remove parallel edges,
see Observation 14. Thus Theorem 13 is not only a standard planar duality result, but also a tool to prove polyhedral
results for the original polytope.
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First, we provide the dimension of the bond polytope, see Lemma 15. Then, we characterize which of the non-
negativity and circuit constraints are facet-defining, see Lemma 16. Unfortunately, it seems challenging to exhibit the
structures for which ear-cycle inequalities define facets. We provide an example where exponentially many of them
are facet-defining, see Claim 17.

Seen the structure of the inequalities given by Theorem 13, it is enough to study the facet-defining ones for non
trivial 2-connected series-parallel graphs. In this section, let G = (V, E) be such graph.

Observation 14. The set of bonds of G is unchanged if we remove parallel edges.

Proof. Whenever two edges of the graph are parallel, every bond contains either both or none.

By the above observation and the construction of non trivial 2-connected series-parallel graphs, we may assume
there are no parallel edges. This is emphasized by the following lemma.

Lemma 15. The dimension of B(G) is the number of edges of the graph obtained from G by removing every parallel
edges.

Proof. By Observation 14, we may assume that G has no parallel edges. Then, since the emptyset is a bond, that is
0 ∈ B(G), the result is equivalent to the existence of |E(G)| linearly independent bonds of G. Clearly, dim B(G) ≤
|E(G)|. We prove the result by induction on |E(G)|, noting that dim B(C3) = 3.

Since G has no parallel edges, G is obtained from a non trivial 2-connected series-parallel graph H by subdividing
an edge e into f , g.

If H contains no parallel edges, then the induction hypothesis gives a family of dim B(H) = |E(H)| = |E(G)| − 1
linearly independent bonds of H. Replacing e by f , for each member of F containing e, and then adding { f , g}, gives
a linearly independent family of |E(G)| bonds of G, and we are done.

Since G did not contain parallel edges, if H does, then these parallel edges are {e, h} for some h ∈ E(G) \ { f , g}. In
this case, we have B(H) ⊆ {xe = xh}. By the induction hypothesis, there exists a family L of dim B(H) = |E(H)| − 1 =

|E(G)| − 2 linearly independent bonds of H. We may assume that e ∈ B for some B ∈ L. Define D = B \ e ∪ f ,
we get the family L ∪ D ∪ { f , g} of bonds of G. Let us prove that they are linearly independent, by showing that the
corresponding matrix A has full column rank. Since D = B \ e ∪ f , by basic column operations we get that A has
the same rank as the matrix whose columns are composed of χe, χ f and the elements of L. Thus A has full column
rank if and only if the matrix obtained from L by deleting the coordinate corresponding to e has. It is indeed the case
because L is a family of linearly independent circuits of H, and they all satisfy xe = xh.

The following lemma characterizes which of the non-negativity and circuit inequalities are facet-defining.

Lemma 16. The inequality

1. x` ≥ 0 defines a facet of B(G) if and only if ` is not contain in a triangle.
2. x` ≤ x(C \ `) defines a facet of B(G) if and only if C has no chord and |C| ≥ 3.

Proof. By Observation 14, we may assume that G has no parallel edges. We prove both results by a maximality
argument.

(1) First, suppose that ` is contained in a triangle, say {`, e, f }. The two circuit inequalities xe − x f − x` ≤ 0 and
−xe + x f − x` ≤ 0 give x` ≥ 0 so the latter is not facet-defining.

Suppose now that ` is not contained in a triangle. Consider the face, say F defined by x` ≥ 0 and suppose that it
is not a facet, that is, there exists a face F′ defined by an inequality ax ≤ b of B(G) such that F ⊆ F′. Since ∅ ∈ F,
we have b = 0. For every edge uv non incident to `, the bonds δ(u), δ(v) and δ({u, v}) belong to F, implying that
a(δ(u)) = a(δ(v)) = a(δ({u, v}) = 0, leading to auv = 0. Finally, for any edge f = uv incident to ` at node u, δ(v) ∈ F.
By hypothesis, f is the only edge of δ(v) incident to `, implying that a f = 0. Thus, a = ρχ`, for some ρ < 0 and F
defines a facet.

(2) If |C| = 2, then C is two parallel edges e and f , and B(G) ⊆ {xe = x f }. If C has a chord c, let C′ and C′′ be the
two circuits defined by C′∪C′′ \c = C, and assume c ∈ C′. Then, the inequality x` ≤ x(C \ `) is obtained applying the
circuit inequalities for ` and C′ and then for c and C′′, x` ≤ x(C′ \ `) = x(C′ \ {`, c}) + xc ≤ x(C′ \ {`, c}) + x(C′′ \ c) =

x(C) \ `).
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Suppose that C has no chord, |C| ≥ 3, and F′ = {x` ≤ x(C \ `)} ⊆ {ax ≤ b} = F, where F is facet-defining. Since
0 ∈ F′, we have b = 0. Let uv ∈ E with u, v < V(C). Since {uv} = (δG(u)∪δG(v))\δG({u, v}), and δG(u), δG(v), δG({u, v})
are bonds, and are contained in F′, we have

(#) auv = 0, for all uv ∈ E such that u, v < V(C).

Denote the vertices of C by {v1, . . . , vk} where ` = vkv1 and vivi+1 ∈ C for i = 1, . . . , k. Let u ∈ V \ V(C). Note that
there are at most two edges between u and {v1, . . . , vk}. If there is exactly one, say uvi, then, by (#) and δG(u) ∈ F′,
we have auvi = 0. If there are two, say uvi and uv j, since G is series-parallel, every uvi-path not containing v j does
not intersect V(C). Therefore, since G is 2-connected, there exists a bond B = δG(W) containing uvi and ` such that
B′ = δG(W ∪ {u}) is also a bond. Since the edges of B∆B′ are uvi, uv j, and edges not in δG(C), and then by B, B′ ∈ F′

and (#), we get auvi = auv j . By δG(u) ∈ F′, we have auvi + auv j = 0. Therefore, auvi = auv j = 0. Since C had no chord,
we proved auv = 0 whenever uv < C.

To finish the proof, since G is 2-connected, there exists a bond Bi containing ` and vivi+1 for all i = 1, . . . , k − 2.
By Observation 2, Bi ∩ C = {`, vivi+1}, thus Bi ∈ F′. Therefore, we have a` = −a f for all f ∈ C \ `. Since ax ≤ 0 is
valid for the bond δG(v2), we have 0 ≥ av1v2 + av2v3 = 2av1v2 , thus we may assume a` = 1, and then we get F′ = F.

We now provide a family of series-parallel graphs where an exponential number of ear-cycle constraints are facet-
defining.

Example

The graph Gk we consider is built from the circuit on k edges Ck where a parallel edges is added to every edge and
then all edges are subdivided. Figure 1 shows the construction of such a graph from C6. Denote by ei and e′i (resp.
fi and f ′i ) the edges obtained by subdividing one parallel edge (resp. the other one). Let ui (resp. wi) be the vertex
incident to ei and e′i (resp. fi and f ′i ) for all i = 1, . . . , k.

f5

v3

f ′1
e1

e′2

f2

e′3

e′5

f1

e′1

e2

f ′2

f ′3

e3

f3e4

e′4

f ′4

f4

f ′5

e5

f ′6

e6

f6
e′6

v2v6

v1

v4

u5 u2

u3u4

u6 u1

w1

w2

w3

w6

w5

v5

w4

Figure 1: An example of graph obtained from C6 by parallel addition and subdivision of all the edges

Claim 17. x(C) ≤ 2 is facet-defining for B(Gk) if C is a circuit of 2k edges.
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Proof. Without loss of generality, suppose that C = {ei, e′i : i = 1, . . . , k}. Let F′ be the face induced by the inequality
and suppose that F′ ⊆ F where F is a facet induced by the constraint ax ≤ b. Since {ei, e′i} ∈ F′, we have aei + ae′i = b
for i = 1, . . . , n. Moreover, {ei, fi, f j, e j} and {e′i , fi, f j, e j} belong to F′, for all j , i, from which we get aei = ae′i .
Combining these two remarks give aei = ae′i = b/2, for i = 1, . . . , n. Now, since both {ei, fi, f j, e j} and {ei, f ′i , f j, e j}

belong to F′, we have a fi = a f ′i = 0, for i = 1, . . . , n. The emptyset being a bond, we have b ≥ 0. In fact, b > 0
because otherwise (a, b) = 0. Therefore, without loss of generality, we may assume that b = 2. Then, we get F = F′,
and we are done.

If we set Ei = {ei, e′i} and Fi = { fi, f ′i } for all i = 1, . . . , k, one can also prove that the inequalities x(E j ∪ F j) +∑
i, j(x(Mi) − x(Ei ∪ Fi \ Mi)) ≤ 2 for all j ∈ {1, . . . , k}, where Mi ∈ {Ei, Fi} for all i = 1, . . . , k are facet-defining.

In fact, together with the inequalities of Claim 17 and Lemma 16, this gives all the facet-defining inequalities for the
example. However, other examples show that ear-cycle constraints are not always that nicely structured.

Let us mention some dual consequences of the results of Section 3.3 for the circuit polytope on series-parallel
graphs.

First, we get its dimension by planar duality and Lemma 15.

Corollary 18. Let F be a minimal set of edges intersecting every size two bond of G = (V, E). Then, the dimension of
C(G) is |E \ F|.

Moreover, Claim 17 implies the following.

Corollary 19. There are examples for which exponentially many of the star-cut constraints (3) define facets of the
circuit polytope on series-parallel graphs.

Thus, the circuit polytope on series-parallel graphs is another example of polytope having exponentially many
facet-defining inequalities that admits a compact extended formulation.
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Paris (1826) 317-319.

12



[16] M.R. Garey, D.S. Johnson, R.E. Tarjan, The Planar Hamiltonian Circuit Problem is NP-Complete, SIAM Journal on Computing 5(4) (1976)
704-714.

[17] V. Kaibel, R. Stephan, On cardinality constrained cycle and path polytopes, Mathematical Programming 123(2) (2010) 371-394.
[18] R. Kipp Martin, R.L. Rardin, B.A. Campbell, Polyhedral Characterization of Discrete Dynamic Programming, Operations Research 38

(1990) 127-138.
[19] A.R. Mahjoub, On the stable set polytope of a series-parallel graph, Mathematical Programming 40 (1988) 53-57.
[20] V.H. Nguyen, J.-F. Maurras, On the linear description of the 3-cycle polytope, European Journal of Operational Research 13(2) (2002)

310-325.
[21] V.H. Nguyen, J.-F. Maurras, On the linear description of the k-cycle polytope, PCk

n, International Transactions in Operational Research 8
(2001) 673-692.

[22] T. Rothvoß, The matching polytope has exponential extension complexity, Computing Research Repository (2013).
[23] P.D. Seymour, Sums of circuits, in Graph Theory and Related Topics, in: J. A. Bondy and U. S. R. Murty (Eds.), Academic, New York (1979)

341-355.

13


