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Abstract. This paper compares several black-box optimization algo-
rithms on a unit commitment problem. Compared to existing testbeds,
this one provides several scales, is real-world, and none of the compared
algorithms were created by the author of the testbed. Differential Evo-
lution basically performs best overall, though not for all test cases.

1 Introduction

Several testbeds were provided by [24, 1, 10, 8] for non-linear optimization. In the
evolutionary computation community the most widely used might be [24]. We
here propose an alternative set of experiments, on which we compare a set of
optimisers.

2 Algorithms

Over the years, a number of evolutionary algorithms were developed, each in-
tended to address a specific issue, none being able to give a good solution to
every single problem.

Among this set of algorithm, there are some “stars”, widely used in the
continuous optimisation community. Some of those algorithms are:

– Self-Adaptive Evolution Strategies (SA-ES[2]), which come in three main
flavours: isotropic, where there is only one mutation parameter; anisotropic
with one mutation factor for each parameter; anisotropic with covariance
matrix[21].

– Covariance Matrix Adaptation Evolution Strategy (CMA-ES[11]) where the
mutation step sizes are guided by cumulative step-size adaptation and also
features full covariance matrix adaptation.

– The “simple” (1 + 1)-ES, where the step size is updated according to the
success or failure to improve.

– Nelder-Mead[17], a simplex method where one point is moved at each gen-
eration.

– Particle Swarm Optimisation[13, 22], where the position of each point - or
particle - is influenced by those of its neighbours.
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– Differential Evolution[23], an algorithm where mutations are done by
crossovers with one or more individuals.

Thanks to their notoriety, many different implementations of those algorithm
exist. In this paper, we will use those offered by the Evolving Object[12] library
when possible, and extend it for those algorithms not yet there.

In many comparisons, an extensive work is done to tune each individual
meta-parameters of those optimisers. Here, we elected to compare them by only
using their defaults or recommended parameters: their ease of use “out of the
box” is after all an important criteria in many real world situations. With N
being the dimension of the problem, those parameters are:

– SA-ES: population size λ = 12 and parent population size µ = 3. For
anisotropic variant we used τ = 1

√
2N , with β = 0.0873 for the covariance

version.
– CMA-ES: population size λ = 4+b3 log(N)c, parent population size µ = λ/2
– (1+1)-ES step size was multiplied by r = 1.5 in case of a successful mutation,

and divided by r = 1.51/4 on a failure.
– Nelder-Mead: Population is of course µ = N + 1, and mutation parameters

are α = 1, γ = 2, ρ = −0.5 and σ = 0.5.
– For PSO, the standard parameters are widely discussed ([18, 25, 5, 26, 6, 3]):

We used a population µ = 30, with 10 neighbours and update parameters
ω = 1

2×log(2) , Φp = 0.5 + log(2), Φg = 0.5 + log(2), velocityinit = 1.0 and

velocitymax = 1.5
– DE: The DE/curr-to-best/1 variant was used (mutate the selected individual

with the best one of the generation) with mutation parameters f1 = 0.8,
f2 = 0.8 and cr = 0.5.

3 Testbed

Our testbed has the following characteristics:

– It is a real problem, originally not designed for academic purpose. As a
consequence, it has the same degree of partial separability as (at least some)
real world problems.

– It includes several cases, with dimension ranging from 3 to several thousands.
We should indeed include, later, bigger testcases.

– It is restricted to direct policy search for power systems. This category of
problems is definitely an important one; we do not claim that our results
have some validity beyond this scope.

– We compared algorithms and implementations in a neutral manner. We have
no special interest for one algorithm or another, we just try to find which
algorithm we should recommend as default in our optimization platform.

– This family of problems has a huge economical (billions of dollars per year)
and environmental impact.

Our testbed has the following parameters:
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– Number of time steps.
– Number of stocks (number of state variables).
– Parameters for the inflows and demand and their variabilities, which are held

constant over our experiments.

It is available at https://www.lri.fr/~teytaud/uctest/uctest.html.
The number of decisions per time step is equal to the number of stocks (we

decide how much water we use for each stock). The number of inputs for making
each decision is one observation per stock (the level), plus the 4 calendar factors.
Hence, the number of action variables is nbActions = nbStocks and the number
of input variables is nbInputs = nbStocks+ 4. The number of parameters for a
given problem can be computed as follows (and the detailed policies can be seen
at https://www.lri.fr/~teytaud/uctest/uctest.html):

– Handcrafted policy: the number of parameters is always N = 3.
– Conformant planning (a sequence of decisions, applied independently of ob-

servations): N = T ×NbActions = T ×NbStocks (one parameter per time
step and per stock).

– Neural network (feedforward, one hidden layer): the number of parameters
is N = NbNeurons× (NbInputs+NbActions+ 1) +NbActions:
• NbActions parameters for the biases for the output,
• NbInputs+ 1 for the input weights of each neuron,
• and NbActions connections between each hidden neuron and the output

neurons).
– Fuzzy control: the number of parameters is N = NbRules × (2nbInputs +
nbActions + 1) because each rule has 2NbInputs + 1 parameters for the
antecedent (one scale and one average value for each coordinate, plus one
default rule weight) and NbActions parameters for the succedent.

For example, with 25 stocks and 100 timesteps, the number of parameters
are 3 for the handcrafted policy; 2500 for conformant planning; 2681 = 32(58 +
25) + 25 for fuzzy systems with 25 rules; 1785 = 32(29 + 25 + 1) + 25 for neural
networks with 25 neurons.

The fuzzy rule used in the experiments uses a membership function product of
coordinate-wise inverse distances. This was selected among various membership
functions after preliminary experiments.

4 Summary of results

We summarize our results in tables below for 512 seconds of budget. Overall,
DE performed best.

4.1 Overview and results per problem size

In Table 1 we give results averaged over all problems, and then for different sizes
(< 10 parameters, 10 to 99, 100 to 999, and 1000+. Due to size constraints only
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the average performances of the algorithms are shown, but the underlying study
was performed based on average, worst, quartile and decile performances. We
can see that in high dimension, CMA suffers due to its internal cost, as shown
by the small number (relative to the other algorithms).

All problems
average perf

DE 0.79 +- 0.023
CMA 0.75 +- 0.035
SAiso 0.73 +- 0.023
PSO 0.66 +- 0.033
SA 0.66 +- 0.026

SAcov 0.66 +- 0.025
1+1 0.6 +- 0.027
NM 0.54 +- 0.036

Nb params ≤ 10
average perf

PSO (1560k) 0.83 +- 0.092
DE (1545k) 0.82 +- 0.06

SAcov (1668k) 0.78 +- 0.064
CMA (1580k) 0.78 +- 0.054
SAiso (1580k) 0.78 +- 0.059
SA (1649k) 0.76 +- 0.077
NM (1548k) 0.67 +- 0.073
1+1 (1772k) 0.62 +- 0.071

10 ≤nb params < 100
average perf

DE (1622k) 0.87 +- 0.028
CMA (1660k) 0.82 +- 0.047
SAiso (1642k) 0.69 +- 0.04
PSO (1670k) 0.61 +- 0.04
1+1 (1629k) 0.59 +- 0.05

SAcov (1619k) 0.56 +- 0.056
SA (1618k) 0.55 +- 0.058
NM (1666k) 0.51 +- 0.046

100 ≤nbParams< 1000
average perf

DE (936k) 0.76 +- 0.035
CMA (641k) 0.75 +- 0.051
SAiso (932k) 0.74 +- 0.034
SA (926k) 0.68 +- 0.031

SAcov (875k) 0.68 +- 0.029
PSO (948k) 0.64 +- 0.053
1+1 (930k) 0.61 +- 0.041
NM (942k) 0.54 +- 0.056

1000 ≤nbParams< 10000
average perf

PSO (167k) 0.8 +- 0.088
SAiso (159k) 0.78 +- 0.064
SA (156k) 0.73 +- 0.056
DE (162k) 0.73 +- 0.075

SAcov (104k) 0.7 +- 0.054
CMA (5k) 0.59 +- 0.14
1+1 (159k) 0.58 +- 0.083
NM (152k) 0.54 +- 0.14

Table 1: Each result is linearly normalized so that 1 is the maximum (best) result,
and 0 is the minimum (worst) result over all runs for this controller and this unit
commitment problem (so higher is better). The numbers between parenthesis are
the number of fitness evaluations performed in the given budget of 512s.

4.2 Per family of controllers and per problem size

For each testbed, we specify with which frequency an algorithm (in row) out-
performs another one (in column). These results in Tables 2 and 3 are the same
as the results above, but broken down on the different test cases. Due to size
constraints results on the large testbed are not shown, but they are essentialy
the same as the medium case, the only major difference is that PSO becomes
the best algorithm on the Conformant Planning function.

5 Conclusions and further work

A short conclusion is that DE performs best overall, with also an excellent stabil-
ity. This is consistent with the success of DE on several competitions - variants
or combinations of DE have won the CEC 2006, CEC 2010 and CEC 2013 com-
petitions[7, 14].

Still, there is no clear-cut conclusion; DE is a bit weaker with neural network
controllers, and even algorithms which are usually not that stable (eg. Nelder-
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Mead or (1 + 1)-ES) sometimes perform very well. In particular, the important
special case of conformant planning is very well tackled by the simple (1+1)-ES.

PSO performed well in high dimensional problems. Nelder-Mead was sur-
prisingly good in spite of long initialization (with a population linear in the
dimension).

CMA performed very well in some cases, but was in general clearly outper-
formed by DE.Variants of CMA with limited covariance (eg. diagonal) might be
considered to alleviate the dimensional problem.

For sure, this work is not intended to be some kind of “final” comparison.
This is one test case, with the advantage that it is a real world and (ecologically
and economically) important test case. Besides the fact that our test cases can
lead to different conclusions, we do not take into account the limit in terms of
parallelization, whereas parallelization is one of the main body of work around
PSO [16, 15, 20, 4, 9].

The main further works are (i) including more algorithms (eg. Newuoa[19],
variants of DE and memetic algorithms) (ii) including noisy optimization (iii)
parallel setting, eg. constraining the population size to 1000 (iv) bigger test cases
(we can without effort extend the test case to 100 stocks and 2000 time steps,
which is consistent with some real world cases - unit commitment problems exist
at various scales).
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(a) DE outperforms everything for the specific policy

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 100.00 28.57 57.14 64.29 100.00 21.43 42.86

(1 + 1) − ES 0.00 0.00 0.00 7.14 14.29 7.14 0.00
SA − ES 71.43 100.00 57.14 71.43 92.86 14.29 50.00

SA − ESCov 42.86 100.00 42.86 78.57 92.86 21.43 50.00
CMA − ES 35.71 92.86 28.57 21.43 85.71 14.29 50.00

NM 0.00 85.71 7.14 7.14 14.29 0.00 0.00
DE 78.57 92.86 85.71 78.57 85.71 100.00 85.71
PSO 57.14 100.00 50.00 50.00 50.00 100.00 14.29

(b) With the neural network, PSO is clearly the best algorithm

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 92.86 92.86 89.29 42.86 21.43 50.00 0.00

(1 + 1) − ES 7.14 46.43 50.00 35.71 10.71 3.57 0.00
SA − ES 7.14 53.57 75.00 28.57 10.71 10.71 0.00

SA − ESCov 10.71 50.00 25.00 28.57 10.71 10.71 0.00
CMA − ES 57.14 64.29 71.43 71.43 28.57 25.00 17.86

NM 78.57 89.29 89.29 89.29 71.43 78.57 3.57
DE 50.00 96.43 89.29 89.29 75.00 21.43 0.00
PSO 100.00 100.00 100.00 100.00 82.14 96.43 100.00

(c) CMA is the best performing algorithm for Conformant Planning

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 100.00 71.43 71.43 0.00 42.86 7.14 100.00

(1 + 1) − ES 0.00 0.00 14.29 0.00 28.57 0.00 100.00
SA − ES 28.57 100.00 57.14 0.00 42.86 7.14 100.00

SA − ESCov 28.57 85.71 42.86 0.00 42.86 0.00 92.86
CMA − ES 100.00 100.00 100.00 100.00 100.00 64.29 100.00

NM 57.14 71.43 57.14 57.14 0.00 0.00 85.71
DE 92.86 100.00 92.86 100.00 35.71 100.00 100.00
PSO 0.00 0.00 0.00 7.14 0.00 14.29 0.00

(d) For Fuzzy control, SA-iso is the best algorithm

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 100.00 100.00 100.00 100.00 100.00 92.86 100.00

(1 + 1) − ES 0.00 42.86 64.29 92.86 100.00 60.71 100.00
SA − ES 0.00 57.14 96.43 92.86 100.00 67.86 96.43

SA − ESCov 0.00 35.71 3.57 92.86 100.00 25.00 82.14
CMA − ES 0.00 7.14 7.14 7.14 71.43 0.00 28.57

NM 0.00 0.00 0.00 0.00 28.57 0.00 0.00
DE 7.14 39.29 32.14 75.00 100.00 100.00 96.43
PSO 0.00 0.00 3.57 17.86 71.43 100.00 3.57

Table 2: Frequency (in percentage) where an algorithm (in row) outperforms
another one (in column) in the small case (5 stocks, 25 timesteps).
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(a) DE outperforms everything for the specific policy

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 100.00 50.00 64.29 64.29 100.00 7.14 42.86

(1 + 1) − ES 0.00 0.00 0.00 0.00 42.86 0.00 0.00
SA − ES 50.00 100.00 64.29 42.86 92.86 0.00 28.57

SA − ESCov 35.71 100.00 35.71 28.57 92.86 0.00 14.29
CMA − ES 35.71 100.00 57.14 71.43 100.00 0.00 21.43

NM 0.00 57.14 7.14 7.14 0.00 0.00 7.14
DE 92.86 100.00 100.00 100.00 100.00 100.00 92.86
PSO 57.14 100.00 71.43 85.71 78.57 92.86 7.14

(b) With the neural network, PSO is clearly the best algorithm

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 75.00 82.14 78.57 10.71 3.57 35.71 0.00

(1 + 1) − ES 25.00 46.43 60.71 10.71 3.57 46.43 0.00
SA − ES 17.86 53.57 75.00 7.14 0.00 17.86 0.00

SA − ESCov 21.43 39.29 25.00 7.14 0.00 25.00 0.00
CMA − ES 89.29 89.29 92.86 92.86 21.43 60.71 10.71

NM 96.43 96.43 100.00 100.00 78.57 100.00 25.00
DE 64.29 53.57 82.14 75.00 39.29 0.00 7.14
PSO 100.00 100.00 100.00 100.00 89.29 75.00 92.86

(c) DE is the best performing algorithm for Conformant Planning

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 100.00 64.29 71.43 64.29 92.86 35.71 64.29

(1 + 1) − ES 0.00 0.00 21.43 21.43 57.14 0.00 50.00
SA − ES 35.71 100.00 64.29 64.29 92.86 35.71 57.14

SA − ESCov 28.57 78.57 35.71 42.86 78.57 7.14 64.29
CMA − ES 35.71 78.57 35.71 57.14 64.29 28.57 42.86

NM 7.14 42.86 7.14 21.43 35.71 7.14 21.43
DE 64.29 100.00 64.29 92.86 71.43 92.86 64.29
PSO 35.71 50.00 42.86 35.71 57.14 78.57 35.71

(d) For Fuzzy control, SA-iso is the best algorithm

SAiso (1 + 1) SA SACov CMA NM DE PSO
SAiso 89.29 89.29 100.00 100.00 100.00 89.29 96.43

(1 + 1) − ES 10.71 21.43 64.29 100.00 100.00 53.57 60.71
SA − ES 10.71 78.57 82.14 100.00 100.00 85.71 78.57

SA − ESCov 0.00 35.71 17.86 100.00 100.00 46.43 42.86
CMA − ES 0.00 0.00 0.00 0.00 42.86 0.00 7.14

NM 0.00 0.00 0.00 0.00 57.14 0.00 0.00
DE 10.71 46.43 14.29 53.57 100.00 100.00 53.57
PSO 3.57 39.29 21.43 57.14 92.86 100.00 46.43

Table 3: Frequency (in percentage) where an algorithm (in row) outperforms
another one (in column) in the medium case (15 stocks, 50 timesteps).


