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Abstract. In this paper, we assess the performances of Differential Evo-
lution on real-world clustering problems. To improve our results, we in-
troduce Progressive Differential Evolution, a small modification of Differ-
ential Evolution which aims at optimizing a small number of parameters
(eg. one cluster) at the beginning, and incrementally increase the number
of optimized parameters.

1 Introduction

While many benchmarks used in the optimisation community to evaluate algo-
rithms are based on purely artificial functions such as [20] and [10], it can only
be the first step in what ultimately is aimed at solving real world problems.
Some recent initiatives went in that direction (see [8] for example), proposing
new ways to assess the performances of optimisation algorithms.

In this paper, by comparing our results on one such benchmark, we (i) show
that the Differential Evolution algorithm is very efficient on clustering prob-
lems and (ii) propose Progressive Differential Evolution, which starts with a low
number of parameters to optimise and gradually increases it.

Section 2 describes the benchmark we used to compare our results to other
algorithms and Section 3 validates our approach. Section 4 recalls the Differ-
ential Evolution algorithm and the “DE/curr-to-best/1” variant we used while
Section 5 introduces Progressive Differential Evolution. In Section 6 we compare
our results to the state of the art.

2 Continuous Real-World Representative benchmark

Most of the existing testbeds used to evaluate optimisation algorithm compare
their performances on artificial functions, such as the sphere, the ellipsoid or the
Rosenbrock function to cite the most notable ones. With the improvements of the
algorithms, more complex functions were introduced with some specific proper-
ties such as rotation, non separability, multimodality and so on, but ultimately,
most testbeds are completely artificial.

While this is by no mean uninteresting, the ultimate goal in optimisation is
to solve real world problems. The gap between artificial functions - as complex
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as they are - to real world issues seems too large to directly apply what we know.
As such, new testbeds, with some real world properties are advisable.

One of such propositions comes from [7] and revolves around clustering prob-
lems that have interesting properties to evaluate optimisation algorithms: chal-
lenging, scalable, easy to understand and implement, and most of all, their data
can - and should - come from real world examples. Each cluster is used as a
vector of coordinates in the parameters’ space of data, which allows us to use
optimisation algorithms on those problems.

The three problems used here are the Iris [6], the Ruspini [15] and the German
Town [18] datasets, all of them widely used in the clustering community to
evaluate the performances of their own algorithms, and rooted in the real world.
More importantly, [12] computed the global optimum for those datasets from two
to ten clusters, which allows us to assess the performances of the algorithms. The
German Town points are defined in 3D, the Iris ones in 4D and for Ruspini it is
in 2D.

Along with a k-means clustering algorithm, [7] studied the performances of
three black-box algorithms: CMA-ES [9] (one with standard population size, one
with an increased population), Nelder-Mead [13] and Random-Search. One of the
conclusions is that even if the k-means algorithm converges very quickly, it is
often beaten by CMA-ES (with increased population size) in term of quality of
the solution found. Thus, complete black-box algorithms are able to outperform
problem specific ones.

3 Implementation validation

In order to compare results obtained on our platform using Evolving Objects
(see [11]), we ran the benchmark on two CMA-ES with the same configuration
as [7]: one has default parameters, one has a population size of µ = 50 and

λ = 100. In both cases, we stopped a run when fbest ≤ f∗ + f∗

1e15 (ie. the
optimum is reached), when the best fitness stagnated for too long or when the
allocated budget was consumed. This budget was set to 2e5 function evaluations
(all budgets in this paper are expressed in terms of function evaluations).

As can be seen in Table 1, the mean fitnesses we were able to obtain are
comparable to the ones reported in [7]: sometimes better, sometimes worse, but
never by far (except in high dimension where the results are degraded, probably
due to different parameters). This allows us to validate our implementation, and
serves as a baseline for the rest of our work.

In the original paper, the number of function evaluations was reported with
the mean fitnesses. The given explanation is that the main focus of the exercise
being the fitness - and not so much failures or successes - the required number of
function evaluations to get a result is not that important: each algorithm should
have the time - the budget - to reach the optimum or at least converge.

While this is perfectly valid, we don’t feel comfortable to do so as it weakens
the comparison between algorithms. Instead of reporting the mean number of
function evaluations used, we will prefer the SP1 measure as defined in [1] :
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D k f∗ CMA-ES(50,100) CMA-ES(50,100) SP1 CMA-ES CMA-ES SP1

G 02 6.02546e11 6.025472e11 (2.8e-04) 8.3400e03 (6.4e02) 1.172558e12 (7.6e11) 4.8798e04 (3.3e04)
03 2.94506e11 4.486461e11 (1.5e11) 4.2083e04 (2.6e04) 8.196432e11 (1.2e12) ∞
04 1.04474e11 3.362127e11 (1.4e11) 3.9970e05 (1.8e05) 7.629370e11 (4.7e11) ∞
05 5.97615e10 2.049802e11 (1.4e11) 6.8410e05 (2.0e05) 7.488858e11 (1.2e12) ∞
06 3.59085e10 1.585765e11 (1.5e11) ∞ 8.818792e11 (6.3e11) ∞
07 2.19832e10 1.051648e11 (1.1e11) ∞ 6.463187e11 (7.5e11) ∞
08 1.33854e10 1.068587e11 (9.3e10) ∞ 7.005948e11 (7.1e11) ∞
09 7.80442e09 2.780667e11 (3.1e11) ∞ 1.003192e12 (9.7e11) ∞
10 6.44647e09 5.869352e11 (5.2e11) ∞ 7.677317e11 (6.5e11) ∞

I 02 1.52348e2 1.523480e02 (6.4e-14) 1.8344e04 (5.0e02) 1.523542e02 (3.0e-03) ∞
03 7.88514e01 7.885144e01 (2.5e-14) 7.2048e04 (2.2e03) 1.279512e02 (1.2e02) ∞
04 5.72285e01 5.836730e01 (3.9e00) ∞ 9.728522e01 (3.5e01) ∞
05 4.64462e01 4.766177e01 (1.7e00) ∞ 1.330878e02 (1.3e02) ∞
06 3.90400e01 4.149195e01 (2.9e00) ∞ 1.292478e02 (1.3e02) ∞
07 3.42982e01 4.037920e01 (3.5e00) ∞ 7.892632e01 (4.5e01) ∞
08 2.99889e01 3.739813e01 (4.2e00) ∞ 7.750688e01 (5.4e01) ∞
09 2.77861e01 3.831817e01 (5.3e00) ∞ 8.018775e01 (7.6e01) ∞
10 2.58341e01 5.653196e01 (6.9e01) ∞ 9.553900e01 (1.0e02) ∞

R 02 8.93378e04 8.933783e04 (5.0e-12) 6.8260e03 (1.1e03) 8.933783e04 (3.1e-11) 3.5903e04 (5.0e03)
03 5.10635e04 5.110393e04 (4.6e01) 2.0453e04 (5.3e03) 5.473043e04 (9.8e03) ∞
04 1.28811e04 1.288105e04 (0.0e00) ∞ 2.046652e04 (1.5e04) ∞
05 1.01267e04 1.032449e04 (5.0e02) ∞ 3.209521e04 (1.4e04) ∞
06 8.57541e03 8.919118e03 (5.1e02) 2.5490e05 (1.7e04) 2.605724e04 (1.3e04) ∞
07 7.12620e03 7.634386e03 (4.4e02) 7.7641e05 (4.9e04) 2.309534e04 (6.1e03) ∞
08 6.14964e03 6.635902e03 (3.9e02) ∞ 2.061007e04 (5.2e03) ∞
09 5.18165e03 7.464273e03 (3.6e03) ∞ 1.906988e04 (5.3e03) ∞
10 4.44628e03 1.095691e04 (5.0e03) ∞ 1.696298e04 (5.6e03) ∞

Table 1: Average fitness results and SP1 measure (mean and standard devia-
tion) for CMA-ES and CMA-ES(50,100). An SP1 measure of ∞ means that the
optimum could not be reached for any of the 50 runs. Results are give for the
German Town (G), Iris (I) and Ruspini (R) datasets for all values of k.

SP1 = E(Ts)
ps

, where E(Ts) is the expected number of function evaluations used
in a successful run and ps is the probability to get a success for a given run.

This measure has some disadvantages (eg. when the success probability is
0), but it allows a more accurate comparison between algorithms, in particular
when using restarts. In such a way, two possible strategies (aiming for a 100%
success rate no matter the cost or allowing restarts if the solution is not quickly
found) are both possible and their performances can be compared without bias
one way or another.

4 Differential Evolution

While the first work on this clustering benchmark obviously did not try to com-
pare each and every possible optimisation algorithm, we felt that given the speci-
fities of the problem, Differential Evolution (DE) [19] could perform quite well.
This feeling is substantiated by [4] in which DE is said to perform very well on
a lot of testbeds.

Built around crossovers, the DE algorithm replaces part of a given individual
with two or more others. Many different variants of DE exist, each one defining
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the crossovers rule. The one we chose was “DE/curr-to-best/1”. For a given
generation, we then have:

DE/curr-to-best/1: U(0, 1) is a random uniformly distributed number between 0 and
1, CR is the crossover rate parameter, f1 and f2 are two real numbers, Best is the best
individual in the generation, and f is the evaluation function, n is the dimension of a
point in the given dataset.

for each individual I do
Y ← I
Randomly choose A and B, two individuals distinct from I and Best
Randomly select an index R ∈ {1, . . . , n}
for all i ∈ {1, . . . , n} do

if i = R or U(0, 1) < CR then
Y (i)← I(i) + f1(A(i)−B(i)) + f2(Best(i)− I(i))

end if
end for
if f(Y ) < f(I) then

Replace I by Y
end if

end for

The only difference from “DE/best/1” is thus the update formula, which is
Y (i)← Best(i) + f1(A(i)−B(i)).

In the spirit of [7], we didn’t try to tune the algorithm’s parameters. Instead,
in the absence of a standard recommendation, we set CR = 0.5, f1 = f2 = 0.8
for a population size of 30. The initialisation points were randomly drawn with
a normal distribution of mean the average of the range of the variables, with a
standard deviation of a third of that average. We used here the same stopping
criteria as with CMA-ES in our previous experiment.

5 Progressive Differential Evolution

In some of our first trials, when studying the reasons for failures to reach the
optimum, we reached the conclusion that in a third of the failed runs, this failure
was due to falling in a local optimum. As can be seen on Figure 1 with a 3e4
budget, in most cases the failures to reach the optimum are simply due to a
lack of budget: the clusters found are not exactly at the optimum but centered
around them. In fact, by increasing the budget, we saw that indeed, those points
went to the optimum.

In the second case however, we can see that the points found are symmetri-
cally opposed to the optimum solution, one cluster at the top, two at the bottom.
This configuration on the Ruspini problem with k = 3 gives a fitness of ≈ 51155,
which is only slightly worse than the optimum of ≈ 51063. As such, there is only
a very small probability that any mutation would get to the real optimum close
enough to improve the solution.
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Fig. 1: Clusters position on failure cases, Ruspini dataset with k = 3

In order to avoid this, we introduced “Progressive Widening”, known as the
Sieves Method [16] in statistics. The basic idea is to start optimising a small
number of clusters, and to increase that number at some point in the process:

PDE: kmax is the desired number of clusters, N is the dimensionality of each point, R
determines the number of generations to do with k clusters

Initialise population
k ← 1
while not stop do

for i = 0 to R do
Run one generation of DE on the k ·N first parameters

end for
k ← min(k + 1, kmax)

end while

Here, we chose to use R = 100, which means that every one hundred genera-
tion, we increase the number of parameters to optimise until we reach n · kmax.

Of course, the fact that we optimise k clusters doesn’t mean that the others
“disappear”: they are still taken into account in the evaluation, but don’t move
from their initial position, which is the center of the search space. This means
that even when training k clusters, there is always one more that can be selected
as the nearest from a given point. While we could have completely removed them
from the evaluation, we felt that this would have reduced the black-box context
of the problem.

In fact, one could argue that we are only able to use Progressive Widening
by weakening the black-box setting of the problem. Indeed, since we know the
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dimension of the problem, we know that to add a cluster we have to add N
parameters. We don’t think this is an issue however, this knowledge being as
much part of the specification of the problem as the definition of the search
space.

6 Results

6.1 DE vs CMA-ES

D k f∗ DE DE SP1 PDE PDE SP1

G 02 6.02546e11 6.025472e11 (5.0e-04) 5.6160e03 (6.6e02) 6.025472e11 (5.0e-04) 9.1242e03 (2.9e02)
03 2.94506e11 3.006674e11 (4.3e10) 9.0893e03 (1.8e03) 2.945066e11 (0.0e00) 1.3496e04 (2.6e02)
04 1.04474e11 1.500823e11 (8.1e10) 2.3898e04 (1.6e04) 1.044747e11 (0.0e00) 1.9849e04 (4.5e02)
05 5.97615e10 7.423346e10 (3.6e10) 4.5462e04 (4.3e04) 6.065579e10 (6.3e09) 2.7124e04 (1.6e03)
06 3.59085e10 4.776401e10 (3.8e10) 4.8107e04 (2.3e04) 3.611288e10 (1.4e09) 3.3399e04 (1.5e03)
07 2.19832e10 3.176165e10 (1.6e10) 2.0357e05 (1.1e05) 2.423709e10 (5.1e09) 8.8896e04 (3.5e04)
08 1.33854e10 2.182272e10 (8.3e09) ∞ 1.639762e10 (4.1e09) ∞
09 7.80442e09 1.562879e10 (6.3e09) ∞ 1.127751e10 (2.9e09) ∞
10 6.44647e09 1.281459e10 (6.2e09) ∞ 8.793075e09 (4.3e09) 2.2032e06 (3.4e05)

I 02 1.52348e02 1.523480e02 (0.0e00) 8.9892e03 (2.7e03) 1.523480e02 (0.0e00) 1.3222e04 (3.5e02)
03 7.88514e01 8.032188e01 (1.0e01) 2.0023e04 (1.3e04) 7.885212e01 (1.5e-03) 2.1965e04 (7.9e02)
04 5.72285e01 5.867260e01 (5.2e00) 5.0221e04 (2.7e04) 5.722847e01 (4.8e-14) 2.6411e04 (5.6e03)
05 4.64462e01 4.978281e01 (4.3e00) 1.3932e05 (8.1e04) 4.847058e01 (1.8e00) 1.7655e05 (5.8e04)
06 3.90400e01 4.210588e01 (3.4e00) 1.9240e05 (7.7e04) 3.961203e01 (1.5e00) 1.2713e05 (4.7e04)
07 3.42982e01 3.735682e01 (3.4e00) 1.3620e06 (3.7e05) 3.506627e01 (1.6e00) 4.1865e06 (0.0e00)
08 2.99889e01 3.288639e01 (3.3e00) 1.0018e06 (1.2e05) 3.084912e01 (1.4e00) 9.5156e05 (1.3e05)
09 2.77861e01 2.928749e01 (2.2e00) 1.6612e06 (1.1e05) 2.855921e01 (1.2e00) 1.3116e06 (2.8e05)
10 2.58341e01 2.795759e01 (2.7e00) 3.5490e06 (0.0e00) 2.695760e01 (9.1e-01) 7.8765e06 (0.0e00)

R 02 8.93378e04 8.933783e04 (0.0e00) 5.9892e03 (2.3e03) 8.933783e04 (0.0e00) 1.0646e04 (4.0e02)
03 5.10635e04 5.109841e04 (4.5e01) 2.0758e04 (9.1e03) 5.106348e04 (4.1e-11) 1.1740e04 (4.0e02)
04 1.28811e04 1.288105e04 (0.0e00) ∞ 1.288105e04 (0.0e00) 1.1175e06 (0.0e00)
05 1.01267e04 1.015393e04 (1.9e02) ∞ 1.013935e04 (1.1e01) ∞
06 8.57541e03 8.664380e03 (2.5e02) 1.0505e05 (8.3e04) 8.660781e03 (1.1e02) 9.7329e04 (2.2e04)
07 7.12620e03 7.179452e03 (1.4e02) 1.0829e05 (7.4e04) 7.193774e03 (1.0e02) 1.6640e05 (1.0e04)
08 6.14964e03 6.246995e03 (3.6e02) 1.7645e05 (1.2e05) 6.168576e03 (3.4e01) 7.7184e04 (2.0e04)
09 5.18165e03 5.441820e03 (4.2e02) 2.8236e05 (1.3e05) 5.314655e03 (1.9e02) 1.3664e05 (5.8e04)
10 4.44628e03 4.694111e03 (4.3e02) 2.6013e05 (9.9e04) 4.622832e03 (8.4e01) 8.9633e05 (4.6e04)

Table 2: Average fitness results and SP1 measure (mean and standard deviation)
for DE and PDE. An SP1 measure of ∞ means that the optimum could not be
reach for any of the 50 runs. Results are give for the German Town (G), Iris (I)
and Ruspini (R) datasets for all values of k.

The results we obtained with DE shown in Table 2 and Figure 3 were very
good, often better - sometimes by far - than CMA-ES(50,100). The first striking
result is that DE more consistently reaches the optimum solution: in only five
cases (three on the German Town dataset, two on the Ruspini dataset) DE was
not able to reach the optimum at least once in the 50 runs reported here.

As such, it comes as no surprise that the average fitness obtained by DE
after 50 runs was improved in almost all cases (except on the Iris dataset when
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k ≤ 6 and on the Ruspini dataset with k = 3). While this improvement is not
necessarily ground breaking on the Ruspini dataset for example, it is much more
important on the German Town problem (see Figure 3a).

6.2 DE vs PDE

The effects of the Progressive Widening on DE were twofold: first, it globally
improved the average fitness across the board: in all but one trial (Ruspini with
k = 7), the mean fitness and associated standard deviation were better with
Progressive Widening than without. Once more, this is most notable on the
German Town problem. Furthermore, in only one case now (Iris dataset with
k = 10) is CMA-ES the best: on all other cases, PDE gets better results.

The second effect (shown in Table 3) was the one we expected: the success
rate improved, we find the optimum more often. Most notably, with k = 3 on
the Ruspini dataset, we went up from a 62% success rate to a full 100%: we no
longer fall in the local optimum reported in Figure 1, which was our goal when
adding Progressive Widening to DE.

In five cases though the rates went down but only in two cases was this
decrease important: from 58% to 20% on the Ruspini dataset with k = 7 (which
is also the only case where the mean fitness obtained by DE is better than PDE)
and from 32% to 6% still on the Ruspini dataset but with k = 10. Interestingly
here, while the success rate decreased by almost 30%, the mean fitness obtained
by PDE is still better than the one from DE.

In fact thanks to this, we can see that while the Progressive Widening works
very well in most instances in order to avoid a local minimum, in some rare
cases it is exactly the opposite, as we can see on Ruspini with k = 10. While
the solution found is often very good - there is not a huge difference between
DE and PDE mean fitness there - by plotting the proposed solution we see that
when PDE fails to reach the optimum and stagnates, it is because it fell in a
local minimum.

6.3 The cost of PDE

Given the fact that the budget and stopping criteria are the same for DE and
PDE, the SP1 measures reported in Table 2 mostly reflect the differences in suc-
cess rate we saw previously. In the few cases were both algorithm have (almost)
the same success rate, we can see that the SP1 measure is higher (or worse) for
PDE than for DE : the introduction of Progressive Widening is not without cost.

This is even more clearly illustrated in Figure 2, where some statistics on the
fitnesses of 50 runs of DE and PDE are plotted. On the first few evaluations, PDE
performs two orders of magnitude worse than DE, still one order of magnitude
worse after 5e3 evaluations, and it is not until at least 1.5e4 evaluations that
PDE performs at least as well as DE. While this is to be expected since until
then not all clusters are optimised, it is still something to take into account.
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(a) German Town dataset

k CMA(50,100) DE PDE

02 100 100 100
03 48 98 100
04 10 76 100
05 18 74 98
06 0 74 88
07 0 38 74
08 0 0 0
09 0 0 0
10 0 0 8

(b) Iris dataset

k CMA(50,100) DE PDE

02 100 100 100
03 100 86 84
04 0 56 100
05 0 28 28
06 0 32 50
07 0 4 2
08 0 6 8
09 0 4 8
10 0 2 2

(c) Ruspini dataset

k CMA(50,100) DE PDE

02 100 100 100
03 56 62 100
04 0 0 2
05 0 0 0
06 24 46 36
07 16 58 20
08 0 42 64
09 0 32 52
10 0 32 6

Table 3: Success rate for CMA(50,100), DE and PDE

7 Conclusion

DE performs very well on clustering problems, even when compared to clustering
algorithms or CMA-ES, the current state of the art on this benchmark. This, by
itself, is a very impressive result.

Our proposed variant of DE, PDE, gets even better results in most cases
illustrating the good impact the concept of Progressive Widening can have on a
black box algorithm.

In addition, we propose a baseline for the SP1 measure that will allow more
robust comparisons of algorithms on this benchmark in the future.

8 Further work

While still following the spirit of the original paper by not tuning the algorithms
parameters, there are still many possibilities to try and improve the results. Some
ways to do so include other mutations rules for DE (DE/rand/1, DE/best/1,
etc.), using Adaptive Differential Evolution, or other variants.
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Fig. 2: Fitness statistics evolution on the Ruspini dataset with k = 6 with DE
and PDE. The Progressive Widening has a clear cost at the beginning of the
optimisation process.

Of course, another way could be to use the progressive strategy on other
algorithms when possible: for algorithms with covariance matrices such as CMA-
ES, CMSA [3] or even the self-adaptive with covariance algorithm [14] such a
change is not trivial. But for others like Particle Swarm Optimisation [5, 17] or
the other members of the Self-Adaptive family [2] (isotropic or anisotropic, 1+1,
etc.) this is quite straightforward.

The most interesting improvements could be done on the Progressive Widen-
ing concept. For example, knowing why in some instances it is more prone to
fall in a local minimum would be interesting.

Furthermore, we have seen that the Progressive Widening is not without cost.
To lessen that cost, instead of adding clusters (or parameters in the general case)
at fixed timesteps we could design a rule that dynamically adds them when
the fitness is reasonably stable. An intermediate step might be to add those
parameters after an increasing number of timesteps (evaluations or generations)
with a logarithmic rule for example, such that the more parameters are currently
optimised, the more time is spent on them before adding more.



10 Vincent Berthier

2 3 4 5 6 7 8 9 10
Number of clusters

100

101

R
at

io
to

op
tim

um
(lo

g
sc

al
e)

German Dataset

DEPW
DE
CMA50
CMA
KM
NM
RS

(a) German Towns dataset

2 3 4 5 6 7 8 9 10
Number of clusters

0

1

2

3

4

5

6

7

8

R
at

io
to

op
tim

um

Iris Dataset

DEPW
DE
CMA50
CMA
NM
RS
KM

(b) Iris dataset

2 3 4 5 6 7 8 9 10
Number of clusters

0

1

2

3

4

R
at

io
to

op
tim

um

Ruspini Dataset

DEPW
DE
CMA50
CMA
KM
NM
RS

(c) Ruspini dataset

Fig. 3: Performance as a ratio to the optimum ( f̂
f∗ ) of results reported in the

original paper compared to DE and PDE with a 2e5 budget. From left to right
are PDE, DE, CMA-ES(50,100), CMA-ES, KM, NM and RS.
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