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Abstract. We investigate a model to assess the performance of a base
station (BS) fully powered by renewable energy sources. The BS is mod-
eled as a three-queue system where two of them are coupled. One repre-
sents accumulated energy, the second is the data queue and the third one
serves as a reserve energy queue. This smart BS is able to dynamically
adjust its coverage area (thereby controlling the traffic intensity) and
to generate signals to the reserve energy queue that trigger the move-
ment of energy units to the main energy buffer. Given the randomness
of renewable energy supply and the internal traffic intensity control, our
queueing model is operated in a finite state random environment. Using
the matrix analytic formalism we construct a five-dimensional Markovian
model to study the performance of the BS. The stationary distribution
of the system state is obtained and key performance metrics are calcu-
lated. A small numerical example illustrates the model and a simplified
product-form approximation is proposed.

Keywords: Coupled queues, QBD processes, Green base station

1 Introduction

The architectural design of cellular networks has evolved in recent years to better
satisfy users needs. The traffic load generated by users exhibits a night-day
pattern, having a peak of traffic during the day and almost no traffic during the
night. A geographical pattern is also observed as offices areas witness a peak
traffic during the day while residential areas witness a smaller peak late in the
evening. Heterogeneous cellular networks are an attractive deployment solution:
large powerful base stations (BSs) are used to ensure coverage and connectivity
whereas smaller coverage-limited BSs are used to accommodate the peak load
where needed. Those BSs can be analyzed in isolation.

In this paper, we consider a single small BS and study the question of pow-
ering it using solely renewable energy. A key factor is that the solar radiation
exhibits a night-day pattern that makes solar panels fit to power a small BS.
We assume that the BS is “smart” in the sense that it is able to dynamically
adjust its coverage area, controlling thereby the number of mobiles with which it
communicates, and consequently its offered traffic rate and its energy consump-
tion. The harvested energy is stored in batteries that are used to power the BS.
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We propose to model this BS as a queueing system that operates in a finite-
state Markovian random environment (RE). The behavior of such a system is
described by a five-dimensional Markov process, which is a homogeneous finite
Quasi Birth-Death (QBD) process.

The literature on QBD processes is abundant and these processes have been
used to study many different applications. De Cuypere et al. [4], have studied
sensor nodes [3] and kitting processes through a paired queueing system [15]. In
[3], a finite energy queue is paired with an infinite data queue, where customers
arrive at both queues according to Markovian Arrival Processes. In [4], both
queues are finite, but due to the sparsity of the generator matrix of the underlying
Markov process, the size of the state space does not cause serious issues. Closely
to our work, Takahashi et al. [17] consider a synchronization queue consisting
of two buffers with finite capacities, the arrival processes at both buffers are
Poisson for one and phase type renewal for the other. In our work we assume
that energy is discretized (as in e.g. [3, 8, 9]) but it is also possible to model
batteries as fluid queues; see for instance [12, 11].

In the following, we present our model in Section 2 and detail the infinitesimal
generator of the five-dimensional continuous-time Markov chain representing the
state of the system in Section 3. Section 4 discusses several algorithms that
could be used to compute the stationary distribution of the system state and
relevant performance metrics, exploiting the QBD structure of the generator.
The feasibility of the developed algorithm is demonstrated through a numerical
example. First passage times to lower and higher levels in the QBD are discussed
in Section 5. In Section 6, we propose an approximate model with product-form
solution. We briefly conclude in Section 7.

2 The model

We are interested in a wireless communications base station (BS), isolated from
the electric grid and operating thanks to renewable energy sources. The model
supposes a continuous functioning of the station: it does not handles issues like
startup, shutdown, malfunction and other transitory phenomena.

The model we develop has a 5-dimensional state space, representing the state
of three queues, a service process and an environment process. We describe now
these elements and the way they interact. Figure 1 summarizes the model under
study. Although we describe here a quite specific situation, we point out that all
these elements and their composition can be generalized so as to build models
of other device configurations.

Queues. We consider two energy queues (EQ) of finite capacity Ej , j = 1, 2 that
store energy extracted from the environment, and a data queue (DQ) that keeps
track of packets not yet transmitted, having also a buffer of finite capacity N .
Energy is assumed to be discretized, as for instance in [8, 9]. Assume that EQ 1,
is coupled with the DQ, whereas EQ 2 is deployed close to the BS and serves as
a reserve. Each EQ, is fed by different renewable energy sources, and the choice
of the one that will be coupled with the DQ depends on the area where the BS
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Fig. 1. The model when the RE is in state i.

is deployed. We will refer to this EQ, say EQ 1, as the dominant energy queue
(DEQ) and the EQ 2 as the secondary energy queue (SEQ).

Environment. The system behavior depends on the state of the RE. This RE is
defined by means of an irreducible regular continuous-time Markov chain Y (t)
with state space {1, ...,M}, and infinitesimal generator QY . The state of this
environment may represent a variety of factors that make energy arrival or packet
arrival processes, energy consumption and service times non time-stationary. For
instance, the intermittent nature of wind, the variability of sunlight, can be taken
into account with an environment variable. Hourly variations of data traffic can
also be modeled that way. Other features can be the variation of transmission
power due to global adjustments at the network level. As usual, independent
environment features can be combined in a complex environment process with
multiple “phases”, at the cost of large values for M . Clearly, one can skip the
RE and reduce the dimension of the QBD, by assuming that the model migrates
quickly from the stationary situation of one environment setting to another.

Packet service duration. The service time distribution is of phase type [16, 14]
of order ν and depends on the state of the RE. For a fixed RE state i, this
distribution can be interpreted as a time until some underlying Markov process
ηt with finite state space {1, ..., ν} reaches the absorbing state 0 with initial

probability vector (τ
(i)
0 , τ (i)). Transition rates of the process ηt within the set

{1, ..., ν} are defined by the sub-generator T (i) and transition rates into the
absorbing state (which lead to a service completion) are given by the entities of
the column vector t(i) = −T (i)1. Observe that the value ν does not depend on
i. A typical situation allowed by this model is to have a packet size with some

given distribution, and a service speed given by the environment: T
(i)
kl = Tkl×vi,

vi begin the “velocity” typical of state i and Tkl some environment-independent
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transition rate. If the packet length distribution itself can also depend on the
environment, the model may not be accurate for the packet in service during the
change of environment state.

By using a generalized PH distribution for the service process, we can in-
corporate several realistic concepts of the operation of a BS such as: different
levels of noise in the transmission channel, hardware degradation and recovering,
variations in the distance of a mobile user to the base station, etc.

Packet arrival. The rate of packet arrival to the BS depends on its coverage area.
We adopt a multi-threshold scheme in order for the BS to dynamically adjust the
coverage area according to the available energy units in the DEQ: in this sense,
we model a smart BS. More precisely, we introduce thresholds, say h0 = 0 < h1 <
h2 < ... < hK < E1 = hK+1. Given the state i of RE, and if hs < m1 ≤ hs+1,

s = 0, ...,K, the users’ arrival rate equals λ
(i)
p,s. In practice, it is expected that

λ
(i)
p,0 ≤ λ

(i)
p,1 ≤ . . . ≤ λ

(i)
p,K but this is not needed for the definition of the model.

Note that the packet traffic potentially includes system control packets, signaling
(e.g. for handovers) etc. Superposition of different traffic sources can classically
be taken care of.

Energy arrival and depletion. For a fixed state i, i = 1, ...,M of the RE, energy

units are stored in EQ j at rate λ
(i)
ej . Transmission opportunities occurs only

when both the DEQ and the DQ queue are non empty.
The modeling of energy consumption by a packet transmission requires some

trick. Indeed, it is unlikely that a phase of the service of some packet will consume
exactly an integer amount of energy quanta. Randomness in consumption and/or
non-integral energy values can be taken into account using random variables.

The number of energy units required for the transmission of a single packet
depends both on the state of the RE and on the phase of the service process.
Thus, the transmission of a packet may be interrupted, if the completion of a
phase of service consumes the available energy. In this paper, we assume that the
transmission of this packet has to restart from scratch (but with a stochastically
independent value), whenever there will be available energy. If some mechanism,
e.g. error-correcting codes, allows for it, transmission could resume from the same
phase. Alternately, the transmission of the packet could be simply canceled in
case of energy shortage. Moreover, we can also allow this cancellation to occur
only after some timeout, by introducing a timer for each “impatient” packet
when energy is 0. None of these alternatives would make the transition matrix
much more complex. With the “restart” point of view, given the state i of RE
and if there are m1 available energy units in the DEQ, the completion of phase x,

x = 1, 2, ..., ν requires k energy units with probability p
(i,m1)
kx ,

∑m1

k=0 p
(i,m1)
kx = 1.

We allow a priori k = 0, i.e. that the completion of a phase of service may not
consume even a single energy unit. However, in order to initiate a transmission
we need at least one energy unit.

Energy leakage from each EQ is unavoidable. More precisely, an energy unit
will be lost from EQ j, j = 1, 2 at exponential rate uij , given that the RE is
in state i. Note that if the DEQ drains during the transmission of a packet, the
packet has to be retransmitted, whenever there will be available energy units.
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Energy transfers. The SEQ serves as backup storage for the DEQ. The control

of our smart BS generates signals to the SEQ at a rate Λ
−(i)
s , that trigger the

movement of energy units to the DEQ, according to the multi-threshold rule
introduced above. Given the state i of the RE, and hs < m1 ≤ hs+1, s = 0, ...,K,

signals are generated at a rate Λ
−(i)
s , and trigger [7] k energy units from the

SEQ towards the DEQ with probability q
(m1,m2,i)
ks (

∑m2

k=1 q
(m1,m2,i)
ks δm1+k≤E1 =

1). Define also q
(m1,m2)
ks = diag(q

(m1,m2,1)
ks , . . . , q

(m1,m2,M)
ks ). In case the SEQ is

empty, the signal will have no effect. As above, it is expected in practice that

Λ
−(i)
0 ≥ Λ−(i)1 ≥ . . . ≥ Λ−(i)K : the demand rate for replenishment of DEQ becomes

larger as the energy in the DEQ depletes. It is also possible to reflect the urgency
of replenishment by modifying the distribution qks. Moreover, when the DEQ is

full, i.e. m1 = E1, there will be no signal towards the SEQ (i.e., Λ
−(i)
K = 0). We

also adopt an overflow operation in the sense that when an EQ buffer is full, its
energy traffic is rerouted to the other EQ. Clearly, the signal generation possibly
consumes an amount of energy, which is assumed to be negligible in our model.

Thanks to the generality of the definition of the probabilities p
(i,m1)
kx , q

(m1,m2,i)
ks

(which are function of the state of the RE, the phase of service process and the
available energy in DEQ, SEQ), the modeler can incorporate additional real-
istic features regarding the energy consumption, related to the control channel
data transmission, or processing and forwarding of packets. More complex packet
processing architectures may however require more than one packet queue.

Clearly, recent technological developments are towards smart autonomic wire-
less networks. The concept of signaling towards the SEQ, that triggers the in-
stantaneous transition of energy units to the DEQ, has become an intelligent
modeling tool for communication systems. Queues with signals [7] were intro-
duced to model the behavior of control actions such as the displacement of units
from one queue to another using “triggers” resulting in load balancing.

3 Process of the system state

The behavior of the system under consideration can be described in terms of the
CTMC Xt = {Qp(t), J(t), Qe1(t), Qe2(t), Y (t)}, t ≥ 0, where Qp(t), J(t), Qej (t)
and Y (t) are, respectively, the number of data packets, the phase of the service
process (present only when Qp > 0 and Qe1 > 0), the number of energy units in

EQ j and the state of RE at time t. The state space of Xt is Ĥ = ∪Nn=0l(n) and
the “levels” l(n) are defined as:

l(0) = {(0,m1,m2, i);mj = 0, 1, ..., Ej , j = 1, 2, i = 1, ...,M}, (1)

and for 1 ≤ n ≤ N :

l(n) = l(n, 0) ∪ l(n),
l(n, 0) = {(n, 0,m2, i);m2 = 0, 1, ..., E2, i = 1, ...,M},
l(n) = {(n, x,m1,m2, i);x = 1, . . . , ν;m1 = 1, . . . , E1;m2 = 0, 1, ..., E2;

i = 1, ...,M}.

(2)
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These levels have cardinals |l(0)| = L0 := M(E1 + 1)(E2 + 1) and for n ≥ 1,
|l(n)| = L := M(E2 + 1)(νE1 + 1). For convenience, define also S := M(E2 + 1).

The state space has then cardinal |Ĥ| = M(E2 + 1)[N(νE1 + 1) + (E1 + 1)].
Using this decomposition in levels, the infinitesimal generator of Xt has a

quasi-birth-death structure with block matrix representation as:

Q =



B0 C̃ 0 0... 0 0
A10 A1 C 0... 0 0
0 A21 A1 C... 0 0

. . .
. . .

. . .

0 0 0 ...A21 A1 C
0 0 0 ...0 A21 A2


.

We proceed with a detailed description of the blocks. We shall need the

definition of the following matrices Λej = diag(λ
(i)
ej ), j = 1, 2, Λp,s = diag(λ

(i)
p,s),

Λ−s = diag(Λ
−(i)
s ), s = 0, ...,K, Uj = diag(uij), where i = 1, ...,M , and tx =

diag(t
(1)
x , ..., t

(M)
x ), p

(m1)
lx = diag(p

(1,m1)
lx , ..., p

(M,m1)
lx ).

The edge block A10 is an L × L0 matrix that corresponds to packet service
and energy consumption events that lead to an empty data queue. It has a block-

triangular structure with A
(0,m′1)
10 = 0S×S , for allm′1 (this first row corresponds to

the case where there is a packet waiting for service, but the transmission cannot

be initiated since there is no available energy in the DEQ), A
(m1,m

′
1)

10 = 0νS×S
for 1 ≤ m1 < m′1 ≤ E1 and for m1 = 1, ..., E1, m

′
1 = 0, ...,m1:

A
(m1,m

′
1)

10 = A
(m1−m

′
1)

m1m
′
1

=

(I(E2+1)×(E2+1) ⊗ [t
(m1)
1 p

(m1)
m1−m′1,1

], ..., I(E2+1)×(E2+1) ⊗ [t
(m1)
ν p

(m1)
m1−m′1,ν

])
′
.

(3)

The sub-diagonal block A21 is an L × L matrix that corresponds to packet
service and energy consumption:

A21 =



0S×S 0S×S 0S×S ... 0S×S 0S×S

A
(1)
10 F11 0νS×S ... 0νS×S 0νS×S

A
(2)
20 F21 F22 ... 0νS×S 0νS×S

... ... ...
. . .

... ... ...
. . .

A
(E1)
E10

FE11 FE12 ... FE1E1−1 FE1E1


,

where Fm1m′1
is a νS × νS matrix defined from τx = diag(τ

(1)
x , ..., τ

(M)
x ) as:

Fm1m′1
= I(E2+1)×(E2+1) ⊗ (txτyp

(m1)
m1−m′1x

), x, y = 1, ..., ν. (4)
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Packet arrivals are represented in block C̃ = diag(C0, C1, ..., CK), which is
an L0 ×L matrix where Cs is of order n(s)S × n(s)Sν for s = 1, 2, ...,K, and of
order n(0)S × [(n(0)− 1)ν + 1]S for s = 0, with n(s) = hs+1 − hs + 1δs=0 and

C0 = diag(C00, G0, ..., G0︸ ︷︷ ︸
h1

), Cs = In(s)×n(s) ⊗Gs, s = 1, ...,K,

Gs = (G
(1)
s , ..., G

(ν)
s ), G

(x)
s = I(E2+1)×(E2+1) ⊗ (Λp,sτx).

(5)

Matrix C = diag(C ′0, C
′
1, ..., C

′
K) is of order L× L, where

C ′0 = diag(C00, G
′
0, ..., G

′
0︸ ︷︷ ︸

h1

), C ′s = In(s)×n(s) ⊗G′s, s = 1, ...,K,

G′s = Iν×ν ⊗ C0s, C0s = I(E2+1)×(E2+1) ⊗ Λp,s, s = 0, ...,K.

(6)

Next, B0 = (B
(0)
m1,m′1

), 0 ≤ m1,m
′
1 ≤ E1, is an L0 × L0 matrix formed of

square sub-blocks B
(0)
m1,m′1

of order S, typical of energy movements in the DEQ

that are independent of packet transmissions, such as energy leakage, energy
generation and signal-triggered energy unit transition from SEQ to DEQ. Its
structure is:

B0 =



B
(0)
00 B

(0)
01 B

(0)
02 ... B

(0)
0E1

Û1 B
(0)
11 B

(0)
12 ... B

(0)
1E1

... ... ... ...

0L0×L0
0L0×L0

0L0×L0
...Û1 B

(0)
E1−1,E1−1 B

(0)
E1−1,E1

0L0×L0
0L0×L0

0L0×L0
...0L0×L0

Û1 B
(0)
E1E1


,

where Û1 = I(E2+1)×(E2+1) ⊗ U1 represents energy leakage from DEQ, and for
0 ≤ m1 < E1, hs < m1 ≤ hs+1,

B
(0)
m1,m1+1 =



Λe1 ...
Λ−s q

(m1,1)
1s

Λe1 ...

... ... ... ...

...Λ−s q
(m1,E2−1)
1s

Λe1
... Λ−s q

(m1,E2)
1s

Λe1 + Λe2

 .

The remaining sub-blocks concern the energy replenishment due to signals.
Assuming E1 ≤ E2, for k = m1 + 2, ..., E1, hs < m1 ≤ hs+1,

B
(0)
m1k

=



. . . . . . . . . . . . . . .

Λ−s q
(m1,k−m1)
k−m1s

. . .

Λ−s q
(m1,k−m1+1)
k−m1s

. . .
. . .

. . .
. . .

. . .

. . . Λ−s q
(m1,E2)
k−m1s

. . .


.
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Remark: In this work we assume without loss of generality that E1 ≤ E2. For

E1 > E2, k = m1+2, ...,m1+E2, B
(0)
m1k

has also the same form but B
(0)
m1k

= 0S×S ,
for k = m1 + E2 + 1, ..., E1. �

Furthermore, for 0 ≤ m1 ≤ E1 and hs < m1 ≤ hs+1, set Fs = QY −∑2
j=1(Λejδmj<Ej

+ Ujδmj>0) − Λp,s − Λ−s δm1<E1
. Then for m2,m

′
2 = 0, ..., E2,

B
(0)
m1m1 = (B

(0;m2,m
′
2)

m1m1 ) where, B
(0;m2,m2−1)
m1m1 = U2 and,

B(0;m2,m2+1)
m1m1

= Λe2 + Λe1δm1 6=E1 , B(0;m2,m2)
m1m1

= Fs, hs < m1 ≤ hs+1. (7)

Finally, the main diagonal blocks A1 and A2 are square matrices of order L,

also composed of sub-blocks Al = (A
(l)
m1m′1

), m1,m
′
1 = 0, 1, ..., E1, for l = 1, 2.

Here, A
(l)
00 is of order S × S, A

(l)
0m′1

, m′1 = 1, ..., E1 are of order S × νS, A
(l)
m10

,

m1 = 1, ..., E1, of order νS×S, and A
(l)
m1m′1

, m1,m
′
1 = 1, ..., E1 of order νS×νS.

They are given by, A
(1)
00 = B

(0)
00 and A

(1)
0m1

= (Z
(0,m1)
1 , ..., Z

(0,m1)
ν ) where

Z
(0,m1)
x = (Z

(0,m1)
x;m2,m′2

), x = 1, ..., ν, are S × S matrices where, Z
(0,1)
x;m2,m2 = (Λe1 +

Λe2δm2=E2
)τx, m2 = 0, 1, ..., E2, Z

(0,1)
x;m2,m2−1 = Λ−1 q

(0,m2)
11

τx, Z
(0,1)
x;m2,m′2

= 0M×M ,

elsewhere. For m1 = 2, ..., E1, hs < k ≤ hs+1,

Z
(0,m1)
x;m2,m′2

= Λ−s q
(0,m2)
m1s

τx, m2 = m1, ..., E2,m
′
2 = 0, 1, ...,m2 −m1, (8)

and Z
(0,m1)
x;m2,m′2

= 0M×M elsewhere. Furthermore, for l = 1, 2, m1 = 1, ..., E1,

A
(l)
m10

= (Ŝm11, ..., Ŝm1ν)′, where

Ŝm1x = I(E2+1)×(E2+1) ⊗ [U1δm1=1

+diag(
∑ν
c=1,c 6=x T

(1)
xc p

(1,m1)
m1x , ...,+

∑ν
c=1,c 6=x T

(M)
xc p

(M,m1)
m1x )],

A
(l)
m1k

= Iν×ν ⊗B(0)
m1k

, k = m1 + 1, ..., E1, m1 ≥ 1.

(9)

Moreover, A
(l)
m1,m1−1 = (A

(l;x,y)
m1,m1−1), k = 1, 2, ..., ν, and A

(l;x,x)
m1,m1−1 = Û1, x =

1, 2, ..., ν, A
(l;x,y)
m1,m1−1 = I(E2+1)×(E2+1) ⊗ [Txyp

(m1)
1x ], x, y = 1, 2, ..., ν, x 6= y.

For k = m1−2, ..., 1, A
(l)
m1k

= (A
(l;x,y)
m1k

), x, y = 1, ..., ν, where, A
(l;x,x)
m1k

= 0S×S ,

x = 1, ..., ν, and A
(l;x,y)
m1k

= I(E2+1)×(E2+1)⊗Txyp
(m1)
m1−kx, x, y = 1, ..., ν, x 6= y and

A
(2)
m1k

= A
(1)
m1k

, k = m1 + 1, ..., E1.

Moreover, A
(l)
m1m1 = (Φ

(l,m1,m1)
xy;m2,m′2

), l = 1, 2, x, y = 1, ..., ν, ml = 1, ..., El, where

for Txy = diag(T
(1)
xy , ..., T

(M)
xy ),

Φ
(l,m1,m1)
xy;m2,m′2

= I(E2+1)×(E2+1) ⊗ [Txyp
(m1)
0x ],m1 = 0, 1, ..., E1, x 6= y,

Φ
(l,m1,m1)
xx;m2,m′2

= I(E2+1)×(E2+1) ⊗ (Txx + Λp,sδm1<E1
) +B

(0)
m1m1 +Wsδm1<E1

,

Ws = diag(0M×M , I(ME2×ME2) ⊗ Λ−s ).
(10)
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Sparsity of the generator. The number of non-zero transition rates in the gener-
ator Q can be roughly evaluated as follows. Neglecting the “border” cases, tran-
sitions from a typical state (n, x,m1,m2, i) occur as: a) packet arrival, energy
arrival, energy leakage: one transition each; b) service phase change: ν−1 possi-
ble transitions with service continuation, plus service completion, which triggers
energy consumption with up to m1 possible transitions; c) environment phase
change: M − 1 possible transitions (this could be much less if the phase process
is itself a superposition, see Section 2); d) energy transfers: up to m2 transitions.
Summing over m1 and m2, we conclude that storing the elementary blocks of Q
requires O

(
(ν +M)ME2

1E
2
2

)
space. Storing all Q in sparse form would require

O
(
N(ν +M)ME2

1E
2
2

)
space. The ratio of this quantity with the total number

of entries in Q: O
(
(NMνE1E2)2

)
, is of order α = O((ν + M)/NνM). It may

even be smaller if the RE transition matrix QY is itself sparse, or if the distri-

butions p
(i,m1)
kx or q

(m1,m2,i)
ks have restricted supports. Note that some algorithms

work with storing only the different blocks.

4 Stationary solution

4.1 Algorithms for stationary probabilities

Under reasonable assumptions on packet arrival rates and the representation of
service distributions, the chain Xt is irreducible. Since it is finite, it then admits
a unique stationary distribution given by (referring to the notation in (1) and
(2)):

p(n, x,m1,m2, i)

= lim
t→∞

P (Qp(t) = n, J(t) = x,Qe1(t) = m1, Qe2(t) = m2, Y (t) = i)

p(n,m1,m2, i) = lim
t→∞

P (Qp(t) = n,Qe1(t) = m1, Qe2(t) = m2, Y (t) = i).

In order to compute this stationary probability vector, several methods are
available. On the one hand, the QBD structure of Q offers the possibility to use
direct numerical methods, such as the Matrix Analytic ones. Those are “exact”
(up to round off errors) and in general they are efficient especially for systems
where their generator matrix has a special form, which is the case here. On the
other hand, the sparsity of Q points at the use of iterative and other advanced
techniques [18].

One way or the other, a closer investigation of the block structure of Q
is fruitful. The stationary distribution vector p is represented using the level
structure as p = (p

0
, p

1
, ..., p

N
). Global balance equations pQ = 0 can then be

written as

p
0
B0 + p

1
A10 = 0, (11)

p
0
C̃ + p

1
A1 + p

2
A21 = 0, (12)

p
i−1C + p

i
A1 + p

i+1
A21 = 0, i = 2, ..., N − 1, (13)

p
N−1C + p

N
A2 = 0. (14)
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The matrix analytic formalism gives the opportunity to obtain the station-
ary probability vector p using several algorithms (see [14] and references within,
and later contributions among which [1, 5, 19]). The methods of [6, 19] are high-
lighted in [14, Chap. 10]. The key step in [6] resides especially in the inversion
of a matrix of order L0 and N matrices of order L. Given that L0 ≤ L, the
overall complexity is O(NL3). The “folding method” in [19] is less expensive,
reducing the “N” to log2N , but at a higher implementation cost. Moreover,
[6] also provides an algorithm for the computation of the expected first passage
times between the neighbour levels. This result is interesting for further capacity
planning investigation, see Section 5 and our conclusion. In our situation, the
limiting factor is clearly the value of L ≈MνE1E2.

The form of the block generator matrix will help us to improve the efficiency
in obtaining the stationary probabilities, since the matrix C is a diagonal non-
singular matrix. Solving recursively system (11)–(14) starting from (14) we get
that, p

n
= p

N
Rn for n = 0, ..., N , with: RN = I, RN−1 = −A2C

−1, R0 =

(R2A1 +R3A21)A10B
−1
0 , and

Rn = −(Rn+1A1 +Rn+2A21)C−1, n = 1, ..., N − 2. (15)

To obtain p
N

, we solve equation (12) along with the normalizing condition:

p
N

(R0C̃ +R1A1 +R2A21) = 0, p
N

(R010 +

N∑
n=1

Rn1) = 1, (16)

where 1, 10 are column vectors of order L and L0 respectively.
The computation of the Rn’s involves only matrix additions and multipli-

cations. Since C is diagonal and non singular, multiplying by its inverse is not
costly. The computation of the pn’s [5] requires two matrix inversions (one to
compute B−10 , one to solve the system (16)), 4N + 5 matrix multiplications and
2N + 1 matrix additions. The resulting complexity is O(L3). Using an iterative
method to solve (16) and exploiting the inner structure of blocks (see Section 2)
may help overcome difficulties about the computational complexity.

4.2 Performance metrics

By calculating the stationary distribution vector of the underlying Markov pro-
cess we can obtain some important performance metrics, such as the depletion
probability (DP ) (i.e., the probability of an empty DEQ), and the expected
number of data packets and energy packets in each EQ:

DP =
∑N
n=0

∑E2

m2=0

∑M
i=1 p(n, 0,m2, i),

E(Qp) =
∑N
n=1

∑E2

m2=0

∑M
i=1 n [p(n, 0,m2, i)

+
∑E1

m1=1

∑ν
x=1 p(n, x,m1,m2, i)

]
,

E(Qe1) =
∑E1

m1=1

∑E2

m2=0

∑M
i=1m1 [p(0,m1,m2, i) ,

+
∑N
n=1

∑ν
x=1 p(n, x,m1,m2, i)

]
,

(17)
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E(Qe2) =
∑E2

m2=1

∑M
i=1m2

[∑E1

m1=0 p(0,m1,m2, i)

+
∑N
n=1

(
p(n, 0,m2, i) +

∑E1

m1=1

∑ν
x=1 p(n, x,m1,m2, i)

)]
.

(18)

Using Little’s law we can obtain the mean waiting time for a data packet to
be served. Moreover, various optimization problems can be formulated, such as

finding optimal values of λ
(i)
p,s that minimizes E(Qp), asking DP ≤ a, or finding

an optimal value for E1 which minimizes DP = DP (E1).

4.3 Numerical example

To demonstrate the feasibility of the developed algorithm and numerically show
some features of the model, we present the results of a preliminary numerical
experiment, inspired from values taken from [13]. Assume that the RE is defined
by the 2-state infinitesimal generator with rates (QY )12 = 0.01 and (QY )21 =
0.1. We may interpret that the first state of the RE corresponds to a mode when
the system is overloaded by the data units (peak time) and the second state
to a normal mode of the system. Under the first and second state of the RE
the service time distribution is characterized by the vectors τ (1) = (0.2, 0.8),
τ (2) = (0.7, 0.3) and the matrices

T (1) =

(
−0.4368 0.40768
0.42608 −1.71809

)
, T (2) =

(
−0.6402 0.56812
0.22308 −1.34325

)
,

respectively. We assumed for m1 + m2 ≤ E1, q
(m1,m2,i)
ks = 2ki/

∑m2

j=1 2ji, k =

1, ...,m2 and if m1 +m2 > E1, q
(m1,m2,i)
ks = 2ki/

∑E1−m1

j=1 2ji, k = 1, ..., E1 −m1.

Furthermore, p
(i,m1)
kx = (

∑m1

j=1(ix)k−j)−1, k = 1, ...,m1. Table 1 contains the
values of the parameters of the system.

Table 1. Overview of system’s parameters

E1 = 10, E2 = 12 M = 2, ν = 2 N = 15, h1 = 8, h2 = 12

Λp,1 = diag(1.5, 1) Λp,2 = diag(2, 1.5) U1 = diag(0.1, 0.3) U2 = diag(0.3, 0.4)

Λ−
1 = diag(0.3, 0.2) Λ−

2 = diag(0.2, 0.1) Le1 = diag(1.5, 1) Le2 = diag(1.8, 1.2)

We focus on the depletion probability. Figure 2 (left) describes the way the
depletion probability is affected by the RE for increasing values of the data
arrival rate when m1 ∈ [0, 8] (s = 0). Clearly, the depletion probability will
increase, but this increase will become more apparent during the overloaded
period, as expected. In Figure 2 (right) we can observe the benefits of the smart
operation of the base station due to the presence of signals. By increasing the
signal generation rate, the depletion probability is strongly reduced. As a result,
the quality of service is thoroughly increased.
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Fig. 2. Sensibility of DP w.r.t. data rate and RE for Λ−
0 = diag(0.35, 0.25) (left) and

w.r.t. signal rate when the RE is in overload

5 First passage times

Gaver et al. [6] analyzed the first passage times for general finite QBD processes.
They obtained two systems of recurrence equations for the Laplace-Stieltjes
transforms of passage times to higher and lower levels.

In the following we turn our attention to the computation of the average first
passage times. Let the expected values of the first passage time from the states
of l(n − 1) to the states of l(n) be c(n) and that from the states of l(n + 1) to
l(n) be v(n). Define the following matrices:

H0 = B0 H1 = A1 +A10(−H−10 )C̃,
Hj = A1 +A21(−H−1j−1)C, 2 ≤ j ≤ N − 1,

HN = A2 +A21(−H−1N−1)C.

(19)

Then we have the following recurrence relations for the expected values of first
passage times to higher levels:

c(n) =


−H−10 1, n = 1,

−H−11 (1 +A10c
(1)), n = 2,

−H−1n−1(1 +A21c
(m1−1)), 3 ≤ n ≤ N.

For the determination of the expected values of the first passage time to lower
levels we have first to denote by Ĥn, n = 0, 1, ..., N the infinitesimal generator
of the restriction of the process Xt observed during those intervals of time spent
at l(n) before the original process moves to l(n − 1) for the first time. Then,

all Ĥn-processes, 1 ≤ n ≤ N are transient while Ĥ0 is positive recurrent. The
matrices Ĥn are recursively computed as follows

Ĥn =


B0 + C̃(−Ĥ−11 )A10, n = 0,

A1 + C(−Ĥ−1n+1)A21, 1 ≤ n ≤ N − 1,

HN , n = N.
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Then,

v(n) =


−Ĥ−11 (1 + C̃v(1)), n = 0,

−Ĥ−1n+1(1 + Cv(n+1)), 1 ≤ n ≤ N − 2,

−Ĥ−1N 1, n = N − 1.

These computations can be exploited, for instance, for controlling the (ex-
pected) time at which the packet queue overflows for the first time. Based on

them, values for the control thresholds hs and packet arrival rates λ
(i)
p,s, s = 0..K

can be determined numerically offline. If the computation is fast enough, online
adaptation becomes possible. Another use of first passage times is to compute
the average length of busy periods. From this metric, analyses about the oppor-
tunity to put the BS in sleep mode during idle periods can be envisioned.

Computing first passage times for energy levels is also of great interest, in
order to determine and optimize the autonomy of the BS. However, the model
we have presented is not directly a QBD for energy levels, and a more elaborate
analysis is the topic of a work in progress.

6 An approximated product-form model

In this section, we describe a simplification of the model proposed in Section 2,
strongly motivated by recent works in [8, 9]. This new model is a G-network and
therefore has product-form solution. The simplification applies to instances of
our model where: a) there is no threshold control for the DEQ, therefore just

environment-dependent packet as well as signal arrival rates λ
(i)
p , Λ−(i), i = 1..M ;

b) exactly one energy unit is required to transmit any data packet.
Consider the following simplifications: 1) infinite capacity buffers for the

DEQ, SEQ, and the data queue; 2) as soon as the BS has both a data packet
and enough energy to transmit that packet, the transmission is instantaneous;
3) environment-dependent parameters are averaged out using the stationary dis-

tribution q
Y

of the generator QY . Thus, defining the vector λp = (λ
(1)
p , ..., λ

(M)
p )

and Λ− = (Λ−(1), ..., Λ−(M)), then the arrival rates for packets, DEQ and SEQ
energy units, and signals in the simplified model are as:

λ̂p = λpq
′

Y
, λ̂− = Λ−q

′

Y
, λ̂ej = 1Λejq

′

Y
, j = 1, 2. (20)

Similarly, we will take into account the average leakage rate for each energy
queue, i.e., if uj = 1Ujq

′

Y
, j = 1, 2, where 1 is an 1×M vector of 1.

The state of the approximation model can be represented by the pair (n,m),
where n = 0, means that the BS has neither energy units in the DEQ, nor data
packets to transmit, while n > 0, means that it currently stores n data packets
but no energy units in DEQ, while n < 0, means that it stores −n energy units
in DEQ but no data packets. The element m ≥ 0, counts the number of stored
energy units in SEQ. Note that our system is a special type of G-networks.
The underlying Markov process X̃ = {(n,m);n ∈ Z,m ∈ Z+ ∪ {0}} is ergodic
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provided that:
λ̂p < λ̂e1 + λ̂−q2, λ̂e2 < û2 + λ̂−, λ̂e1 + λ̂−q2 < λ̂p + û1, (S)

where q2 = λ̂e2/(û2 + λ̂−), is the probability that the SEQ is not empty. These
conditions come from the fact that the system must be stable with respect to
the data packets (n > 0, left hand condition), with respect to the energy units in
SEQ, (the condition at the middle), and with respect to the energy units in DEQ
(n < 0, right hand condition). To conclude we state the following proposition.

Proposition 1. Under conditions (S) and with f(m) = qm2 , m ≥ 0, the joint

stationary distribution of X̃ has the product form:

p(n,m) = Cg(n)f(m), (21)

g(0) = 1, g(n) = qn1 , n > 0, g(n) = (q̃1)−n, n < 0, (22)

q1 =
λ̂p

λ̂e1 + λ̂−q2
, q̃1 =

λ̂e1 + λ̂−q2

λ̂p + û1
, C =

(1− q1)(1− q̃1)(1− q2)

1− q1q̃1
. (23)

The proof proceeds with the substitution of (21) into the global balance equa-
tions, and is omitted due to page constraint. For alternative approaches see [2,
10]. C is obtained using the normalizing condition

∑+∞
n=−∞

∑+∞
m=0 p(n,m) = 1.

Extension to a network of SEQs. The approximation model is flexible enough to
incorporate an arbitrary number of SEQs that are deployed close to the target
BS while preserving the product-form solution. Indeed, assume that there are K
reserve energy queues deployed close to our BS. In such a case our smart BS will
generate signals at SEQ k, at a Poisson rate λ̂−k , while energy units arrive at SEQ

k at a Poisson rate λ̂rek , and energy leakage at a Poisson rate û2k k = 1, ...,K.
The system’s state is now (n,m) = (n,m1, ...,mK), n ∈ Z, mk = 0, 1, ..., where
now mk, counts the number of stored energy units in SEQ k.

Then, provided that q̌1 =
λ̂p

λ̂e1
+
∑K

k=1 λ̂
−
k q2k

< 1, ˇ̃q1 =
λ̂e1

+
∑K

k=1 λ̂
−
k q2k

λ̂p+û1
< 1,

q2k =
λ̂r
ek

λ̂−k +û2k
< 1, k = 1, ...,K, a modification of Proposition 1 can be proved,

and the join stationary distribution of (n,m) is for fk(mk) = qmk

2k , k = 1, ...,K,
mk ≥ 0,

p(n,m) = C
′
v(n)

K∏
k=1

fk(mk), (24)

v(0) = 1, v(n) = q̌n1 , n > 0, v(n) = (˜̌q1)−n, n < 0, (25)

and the normalization constant is C
′

= (1− q̌1)(1− ˜̌q1)
∏K
k=1(1−q2k)/(1−q1q̃1).

7 Conclusion

We have given the detailed specification of a versatile model of energy supply
for base stations or similar devices and presented preliminary numerical results.
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Our future investigations will concentrate on the resolution of models with a
challenging size, the comparison with the product-form approximation, and also
on ways to compute efficiently transient measures such as the mean time to
depletion. With that objective, we will also investigate whether an approximate
analysis through time decomposition is accurate. In a future work, we intent to
specify the component interactions of our model by means of high level formalism
such as a Markovian process algebra.
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