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Analyse lissée des enveloppes convexes par témoins et
collecteurs

Résumé : Nous présentons une méthode simple pour ’analyse de la taille d’hypergraphes
géométriques définis par des ensembles de points aléatoires. En appliquant cette technique nous
obtenons des bornes inférieures et supérieures pour I'analyse lissée de du nombre de faces de
I’enveloppe convexe de points soumis & un bruit euclidien ou gaussien.

Mots-clés : Analyse probabiliste — Analyse dans le cas le pire — bruit gaussien
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1 Introduction

Let P* be a finite set of points in R? and consider a random perturbation P = {p* +n(p*) : p* €
P*} where each point p* is moved by some random vector 7(p*), typically chosen independently.
We are interested in the asymptotic behaviour of the expected number of faces (of all dimensions)
of the convex hull of P, as a function of the number n of points and some parameter that describes
the amplitude of the perturbations.

Formally, the smoothed complezity of convexr hulls relative to a probability distribution p on
R? is defined as

S(n,p) = max E [card CH ({p] + 71,05 + 25 - -, Dy + 1 })]

p¥.p5,...,pf R

where diam denotes the diameter, card S denotes the cardinality of a set S, CH(X) denotes the
set of faces, of all dimensions, of the convex hull of X, and 11,72, ...,n, are random variables
chosen independently from the distribution p. In this paper, we present upper and lower bounds
on §(n,Usg), where Usg is the uniform distribution on the ball of radius ¢ centered in the origin
in R4, and S(n, (0, 0%13)), where N'(0, 0%15) is the Gaussian distribution centered in the origin
and with covariance matrix o215.

1.1 Context and Motivations

The interest for smoothed complexity arises from considerations in the analysis of algorithms in
computational geometry and relates to the study of random polytopes in probabilistic geometry.

Analysis of Algorithms. To understand and predict the practical behaviour of an algorithm,
a first step is to analyze how the amount of resources it requires grows with the size of the
input. The basic building blocks of geometric algorithms are combinatorial structures induced by
geometric data such as convex hulls or Voronoi diagrams of finite point sets, lattices of polytopes
obtained as intersections of half-spaces, intersection graphs or nerves of families of balls... The
size of these structures usually depends not only on the number of geometric primitives (points,
half-spaces, balls...), but also on their relative position: for instance, the number of faces of the
Voronoi diagram of n points in R? is ©(n) if these points form a regular grid but © (n[d/ 2])
if they lie on the moment curve. (We assume here a Real RAM model of computation, so the
points have arbitrary real coordinates and the input size is simply the number n of points.)

There are two traditional approaches to account for how the complexity of a structure depends
on the position of the points that induce it: the worst-case complexity, which measures the
maximum of the complexity function over the input space, and the average-case analysis, which
averages the complexity function against a suitable probability distribution on the space of
inputs. Unfortunately, both approaches have shortcomings: the worst-case may be exceedingly
pessimistic when the maximum is achieved only by constructions that are so brittle that it
is unlikely they arise in practiceﬂ whereas the input distributions considered for the average
complexity are often unconvincing for lack of relevant and tractable statistical models to work
with.

IFor instance, while Delaunay triangulations in R3 have quadratic worst-case complexity, they appear to have
near-linear size for the point sets arising in practice in the context of reconstruction [4]; one should thus not
consider Delaunay-based reconstruction methods inefficient on the sole ground of worst-case analysis. The worst-
case analysis can sometimes be refined by introducing additional parameters such as fatness [7] or spread [12],
but realistic input models remain elusive in many contexts (eg. computer graphics scenes).

RR n°® 8787



4 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

The smoothed complexity model, proposed by Spielman and Teng [19] in the early 2000’s,
interpolates between the worst-case and the average case model. Informally, it is defined as the
maximum over the inputs of the expected complexity over small perturbations of that input.
Intuitively, this “local averaging” mechanism disposes of configurations that vanish under small
perturbation and models more accurately the behaviour on “real data”, which is usually given with
bounded precision and subject to measurement noise. In other words, the smoothed complexity
quantifies the stability of bad configurations.

Stochastic Geometry. The study of random polytopes goes back to the celebrated four point
problem of Sylvester [20] and is an important subject in probabilistic geometry. A well-established
model of random polytopes consists in taking the convex hull of a family of random points
distributed identically according to some measure. Our model of random polytope contains this
model (in short: by taking all points in P* in the origin) and naturally generalizes it. Starting
with the seminal articles of Renyi and Sulanke [T'7, [I8] in the 1960’s, a series of works in stochastic
geometry led to precise quantitative statements (eg. central limit theorems) for models such as
convex hulls of points sampled i.i.d. from a Gaussian distribution or the uniform measure on
a convex body; we refer the interested reader to the recent survey of Reitzner [16]. In the
1980’s, Barany and Larman [2] related random polytopes obtained from uniform distributions
over convex bodies to the classical theory of floating bodies in convex geometry; we come back
to this in Section [I.3] as several of the key ideas behind our results are already present in their
work.

1.2 New Results

Our main results are a technique to analyze random geometric hypergraphs, which we call the
witness-collector technique, as well as its application to the analysis of the smoothed complexity
of convex hulls. Before we spell them out we need to clarify some terminology.

Random Geometric Hypergraphs. Let X be a set, (X, R) a range space (i.e. R is a family
of subsets (ranges) of X) and P a finite set of random elements of X. The random geometric
hypergraph induced by (X, R) on P is the set H = {PNr:r € R}; that is, a subset Q C P is a
hyperedge of H if and only if there exists r € R such that r N P = ). Our analyses of random
convex hulls proceed by analyzing random geometric hypergraphs where X = R?, R is the set
of all half-spaces of R?, and the elements of P are chosen independently (but not identically
distributed!). Any face of the convex hull of P is a hyperedge of H, but the converse is not
true. It turns out, however, that the average size of H is close enough to that of CH(P) that
our technique yields meaningful upper and lower bounds on the smoothed complexity of convex

hulls (cf. Section [2.3)).

Notations for Orders of Magnitude. Our goal is to understand how the order of magnitude
of the smoothed complexity depends on the number n of points and the amplitude 0 or o of the
perturbation. For the sake of the presentation, we do not keep track in our analyses of additive
or multiplicative constants depending on fixed quantities such as the dimension of the space.
Throughout the paper, we therefore write a = O(b), a = (b) and a = ©(b) to mean that there
exist positive reals ¢ and ¢’ such that, respectively, a < ¢b, a > ¢b and cb < a < ¢’b; we also use
©(b) (and similarly for O() and €()) as a shorthand for a quantity « for which x = ©(b) holds.
These notations do not carry any asymptotic meaning (since several variables may assume large
and unrelated values); when used without stating any condition on n, o or 4, these notations
mean inequalities that hold for any n > d+ 1, 6 > 0 and o > 0.

Inria



Smoothed complexity of convex hulls by witnesses and collectors 5

The Witness-Collector Technique. Let (X, R) denote a range space. Our analyses are
based on the following notion:

Definition 1. A system of witnesses and collectors for a covering RiURaU...UR,, of R is a
family {(W},C{)}i<i<m of pairs of subsets of X such that
1<5<e

(a) foralli,j, anyr € R; contains WZJ or is contained in Cg,

(b) for all 1, Wi%QWiQQ...QWf,
(¢) foralli,j, W] CCY.

We denote by H¥) the set of hyperedges of cardinality k of a hypergraph . Our analyses are
based on the following theorem, which we prove in Section

Theorem 2. Let (X, R) be a range space, let P be a set of n random elements of X chosen
independently and let H denote the hypergraph induced by R on P.

(i) If{(W],C)) }icicm s a system of witnesses and collectors for a covering RiURyU. . .UR,,

1<j<In? n )
of R such that W} N P and C! N P have average size Q(j) and O(j) respectively then
E [card H®)] = O(m).

(ii) If every element of H™V) is in at least one element of H®) | and {W}!t1<i<m is a family of
disjoint subsets of X such that E [card (W} N HW)] = Q(1) then E [card HF)] = Q(m).

In several of our applications we first construct a system {(W7,C?)} of witnesses and collectors
satisfying the assumptions of Theorem [2| (i), then use a subfamily of the W,’s that are disjoint
to apply Theorem [2| (ii).

Applications. We present, in Sections [3|and ] two designs of systems of witnesses and collec-
tors suited to study the smoothed complexity of convex hulls relative to Euclidean and Gaussian
perturbations with the following results (¢f. Figures [l| and :

Smoothed Complexity. We obtain upper bounds on the smoothed complexity of convex hulls
relative to Fuclidean and Gaussian perturbations; in the Euclidean case we obtain sharper
bounds for the smoothed number of vertices. We also analyze the convex hull of perturba-
tions of points in convex position and delineate the main regimes in terms of the number of
points and the amplitude of the perturbation; this provides lower-bounds on the Euclidean
and Gaussian smoothed complexities of convex hulls.

Large Perturbations. We show that for § = Q (n%> the smoothed complexity of convex

hulls relative to Usg is of the same order of magnitude as the expected complexity of
the convex hull of random points chosen i.i.d. from Usg, the classical model of random
polytope. Our smoothed complexity upper bound also implies a similar result for Gaussian
perturbation with o = Q(1).

Simple Analysis of Classical Random Polytopes. The classical model of random poly-
topes corresponds to the case where all points of p} coincide. There, our systems of
witnesses and collectors yield the order of magnitude of the expected number of faces
with considerably less effort than earlier analyses.

A Surprising Phenomenon. We observed experimentally (Figure that the expected size
of the convex hull of perturbations of points in convex position consistently decreases with

RR n°® 8787



6 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

the amplitude of the noise in the Gaussian model, whereas some non-monotonicity appears
in the Euclidean model. Our analyses of perturbations of points in convex position provide
a theoretical confirmation of this difference in behaviours (see Figures [Lb|and .

As evidence that the witness-collector technique is relevant for the study of other geometric
hypergraphs, we outline a design of witnesses and collectors that yields the order of magnitude
of the number of faces in the Delaunay triangulations of a set of random points chosen uniformly
and independently from the unit ball (Theorem ; again, this is a well-known result but the
proof (only sketched here) is considerably shorter than the original one.

1.3 Related Works

The results presented here appeared in preliminary form in research reports [I1, [8] and proceedings
of conferences [9, [10]. Note that the shift from static to adaptative witness-collectors in Section[2.2]
is based on an idea which we learned from [I3] and systematize here. We briefly position our
results with respect to prominent related previous work.

Smoothed Number of Dominant Points. The only previous bound on the smoothed com-
plexity of convex hulls is due to Damerow and Sohler [6]. They study the number of dominant
points under Gaussian and ¢*° perturbations (we included the results for the Gaussian case in
Figures and . Their technique requires that the perturbation acts independently on each
coordinate (thus restricting possible perturbations) so that the analysis of point dominance re-
duces to considerations on independent random permutations. The number of dominating points
bounds from above the number of extreme points, but in probabilistic setting these two quanti-
ties typically have different orders of magnitude. As a consequence, the upper bounds are not
sharp and there is no lower bound.

One may expect that when the magnitude of the perturbations is sufficiently large compared
to the scale of the initial input, the initial position of the points does not matter and smoothed
complexity is subsumed by some average-case analysis (up to constant multiplicative factors).
The main insight of Damerow and Sohler [6] is a quantitative version of this claim. Specifically,
they show that if n points from a region of diameter r are perturbed by a Gaussian noise
of standard deviation Q(rvInn) or a £>° noise of amplitude Q(r{/n/Inn) then the expected
number of dominating points is the same as in the average-case analysis. A smoothed complexity
bound then follows by a simple rescaling argument: split the input domain into cells of size
r = O(c/vInn), assume that each cell contains all of the initial point set, and charge each of
them with the average-case bound.

Our technique yields a similar subsuming of the smoothed complexity analysis by the average-
case analysis for the number of faces (Lemma [A.1) with the same threshold, thus extending
Damerow and Sohler’s main insight; we also obtain a similar statement in the Euclidean model
(Lemma [3.8]). The smoothed complexity bound we obtain by the rescaling argument (Corol-
lary is better than the one of Damerow and Sohler because the average number of extreme
points is asymptotically smaller than the number of dominant points. It should be noted that
the rescaling argument only applies to bound the number of vertices of the convex hull since
faces of higher dimension may come from more than one cell; in any case, we further improve the
bound obtained from the rescaling argument by a more direct analysis that accounts for faces of
arbitrary dimension (Theorem [J)).

Smoothed Complexity of a Simplex Algorithm. A substantial literature in the analysis of
algorithms was devoted to explain the very good practical performance of the simplex algorithm,

Inria
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Range of § O,nﬁiﬁtgJ nﬁidlﬁth,l [1,311(&1] [3nﬁ,+oo>
any d — — —
S(n,Uss) o (M%J) o (nQ‘i 15—(01—1)) o (ﬁ%) o (n%>
= =1
any d E[card V] =0 (n e +6” i a2 )
Rangeof 6 | [0, 5] | [Z=,1] | [Ln¥/2] | (07120273 | [n2/3, o]
d=2 2 2 4 11
S(n,Uss) | O(n) | O (6_3n3) 0 (n¥%) | 0(575n%) | O (/)

(a) Upper bounds on the smoothed complexity relative to Euclidean perturbations (Theorem and Corol-

lary @

2
Range of ¢ 0<§<ni-d nI-d <§f<1 1<§ < nd+t d 1<6
E=s

E [card CH(P)] S © (”%5%) © (" 765 d)2> (

)

(b) Expected complexity of a Euclidean perturbation P of a regular sample of the unit sphere in R?
(Theorem . This gives a lower bound on the smoothed complexity for Euclidean perturbation.

any d d=2
i
& > dp = average-case behaviour | dg = O <nm> 6 =0 <n2/3>

(¢) Amplitude of an Euclidean perturbation for which the smoothed complexity behaves as the average-case

complexity (Lemma .

’ Our bounds (d = 2) ‘

o > 09 = average-case behavior oo =0(1) og =0 ( In n)
S(n,N(0,0215)) O(\/ﬂ—l—a_lvlnn) O(lnn+5f_21n2 n)

(d) Upper bounds for Gaussian perturbations (Theorem @)

*This bound applies to dominating point, cf. the comparison to earlier work.

Range of o OSUS% %S < hm ﬁmga
E [card CH(P)] Q(n) ( i J;f > Q (\/ﬁ

(e) Expected complexity of a Gaussian perturbation P of a regular n-gon in R2 (Theorem . This gives
a lower bound on the smoothed complexity for Gaussian perturbation.

Figure 1: Summary of our bounds.
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—— Our smoothed upper bound
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|~

=
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I
|
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9

(a) A comparison of our smoothed complexity bound for Euclidean perturbation (Theorem |5 and Corol-
lary |§[) and two lower bounds, where the initial points are placed respectively at the vertices of a unit-size
n-gon (Theorem E[) and in the origin. A data point with coordinates (x,y) means that for a perturbation
with § of magnitude n” the expected size of the convex hull grows as nY, subpolynomial terms being ig-
nored. The worst-case bound is given as a reference. The constants in the O() and () have been ignored
as their influence vanishes as n — oo in this coordinate system.

. logbound
lim ————
nwoo loglogn

—_ Our smoothed upper bound
Our lower bound on regular n-gon

—— Lower bound from average-case

logo

i L

= L

lim ——
e loglogn

(b) Comparison of the smoothed bounds for Gaussian perturbation in dimension 2 (Theorem EI and [6])
and the lower bound perturbing the regular n-gon (Theorem . A data point with coordinates (zx,y)
means that for a perturbation of magnitude o = In® n the expected size of the convex hull grows as InY n.

0.4 4

——n=10?
n=10%
—n =10

(c) Experimental results for the complexity of the convex hull of a perturbation of the regular n-gon
inscribed in the unit circle. Left: Gaussian perturbation of variance o2. Right: Euclidean perturbation of
amplitude 0. Each data point corresponds to an average over 1000 experiments.

Figure 2: Plots summarizing the main results.
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Smoothed complexity of convex hulls by witnesses and collectors 9

given that most of the pivoting rules had exponential worst-case complexity. This motivated the
study of various models of random polytopes, and eventually the introduction of the smoothed
complexity analysis model by Spielman and Teng [19]. We encourage the interested reader to
consult their discussion of earlier literature, and simply compare our work to the smoothed
complexity bound for convex hulls that is at the core of their analysis of the shadow-vertex pivot
rule. They estimate the expected number of vertices of an arbitrary two-dimensional projection
of a polytope given as an intersection of n halfspaces in d dimensions and perturbed by a Gaussian
noise of standard deviation o using techniques quite different from ours, see [I9, Th 4.1]|. Neither
n nor d are fixed, so the number of vertices may be exponential in the input; their analysis
shows that it is polynomial in n, d and % The question we consider is therefore, from the
point of view of the model, of a rather different nature: we consider the dimension to be fixed
rather than variable, specify the polytope as a convex hull of vertices rather than intersection of
half-spaces, and estimate the number of faces rather than the two-dimensional silhouettes. More
importantly, our intent is to understand a transition within the polynomial domain rather than
identify a polynomial behaviour in place of an exponential worst-case bound.

Floating Bodies and Economic Cap Coverings. Barany and Larman [2] established that
the expected number of faces of the convex hull of n random points chosen uniformly from
a convex body K is © (nK (%)), where K(t) denotes the volume of the wet part of K with
parameter t: the union of the intersections of K with a half-space that intersects it with volume
at most ¢. This connection allowed them to transfer to the study of random polytopes various
results from convex geometry, for which wet parts, or their complements the floating bodies, are
classical objects.

When the ranges are half-spaces in R?, our systems of witnesses and collectors are essentially
equivalent to the economic cap covers on which Barany and Larman’s proof is based (Béarany
and Vu [3, § 5] also use the same idea in the proving of a central limit theorems for Gaussian
polytopes). A first difference is that the analogue of our Condition (a) for economic cap covers is
formulated in terms of wet parts, so the role of the range space is implicit. This has little effect as
far as the ranges are half-spaces, but we note that the analogue of wet parts for other range spaces
is not straightforward to define and study, whereas our presentation naturally extends to other
range spaces (as the case of Delaunay triangulation sketched in Section demonstrates). We also
note that the constructions of systems of witnesses and collectors differ from the constructions
of economic cap covers, but believe that this is a less essential distinction.

2 Witnesses and Collectors

In this section we first explain the idea behind Theorem [2]in a simpler setting in Section 2.1} then
prove Theorem [2] in Section then clarify its use for the analysis of convex hulls of random
point sets in Section [2.3]

2.1 Principle: Static Witnesses and Collectors

Let (X,R) be a range space, P a random set of n elements of X’ chosen independently, H the
hypergraph induced by R on P, and kK € N. Let R; U Ry U...U R, be a covering of R and
{(W},CH}i<i<m a system of witnesses and collectors for that covering. Since ¢ = 1, we shorten
W} into W; and C} into C; and note that Condition (b) is trivial.

RR n° 8787



10 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

Conditioning on Loaded Witnesses. If card (W; N P) is at least k then Condition (a) en-
sures that every hyperedge of size k in {r N P : r € R;} is contained in C;, so there are at

most E {card(C’i N P)k} such hyperedges; otherwise we can use the trivial upper bound (}).
Conditioning on the event that card (W; N P) is at least k for all ¢ we therefore get

E[cardw’c)} < P[3i,card (W; N P) < k] (Z)

+P [Vi,card (W, N P) > K- > E {card (Cin P)k]
i=1

so if the witnesses are chosen so that card (W; N P) > k with probability 1 — O(n=F),

E [card’}—l(k)} = 0 ((iP[card(Wi NP) < k]) : (Z)

i=1

IR

+P[Vi,card (W; N P) > k|- S E [card (CiN P)kD

i=1

- 0 <m+iE [card (cmp)’“}). (1)

Role of W; NP and C; N P. Chernoff’s multiplicative bound implies that if W;NP has average
size Q(kInn) then indeed card (W; N P) > k with probability 1 — O(n=*). More generally:

Lemma 2.1. Let P be a set of random elements of X chosen independently and W a subset of
X.

(a) PIW NP =] < e ElcardWnp)],

(b) If E[card (W N P)] >k + 1 then P [card (W N P) < k] < e~ Elcard(WnP)]),

(We defer the proof to Section ) The bound in Equation is expressed in terms of the
E [card (C;n P)k} but can be controlled by E [card (C; N P)] since the elements of P are chosen
independently:

Lemma 2.2. IfV =3Y""  V;, where the V; are independently distributed random variables with
value in {0,1} and E[V] > 1 then E [V¥] =0 (E [V]k)

(Again, the proof is postponed to Section ) In the situations we consider, one can construct
witnesses and collectors such that W; N P and C; N P both have expected size ©(klnn); see [9]
for several examples. Equation and Lemma then yield that E [card H(k)] is of order m
up to some logarithmic factors.

Shaving Log Factors. The use of a Chernoff bound to control the probability that witnesses
contain fewer than k elements increases the expected size of the W; N P so that all of them are
large for most realizations of P. By Condition (c), W; C C;, so this also overloads the collectors,
resulting in the extra log factors. The idea that leads to the sharper bounds of Theorem [2] which
we learned from [I3], is to make W; and C; random variables depending on P. By adapting the
witness-collector pairs used in the analysis to each realization of P, very few collectors will need
to be large, and their contribution to the total will remain negligible.

It is perhaps worth pointing out that the above analysis holds for several of our constructions
when only the first layer (j = 1) of witnesses and collectors is considered. Our proofs can
therefore be further simplified should one not care about some extra logarithmic factors.

Inria



Smoothed complexity of convex hulls by witnesses and collectors 11

2.2 Proof of Theorem [2; Adaptative Witnesses and Collectors
We first prove the upper bound, in a format that will allow slightly more flexibility.

Lemma 2.3. Let (X, R) be a range space, let P be a set of n random elements of X chosen
independently and let H denote the hypergraph induced by R on P. If Ry UR; U...U Ry, is a
covering of R and {(W;,CJ)}icicm s a system of witnesses and collectors for that covering

with s
P [card (WZJ N P) < k‘} =0 (e_Q(j)) and E [card (Cf N Pﬂ = 0(j)
then E [card H®] is O(m).

Proof. Let i € {1,2,...,m}. We let d; denote the smallest j such that W contains at least k

3

points and C; = C’idf‘, or, if no such Wz] exists, d; = oo and C; = X. (So d; and C; are random

variables depending on P.) By Condition (a) and the definition of d;, every hyperedge of H of
size k induced by R; is contained in C; so:

E [card H(k)] < i E [card (ea P)k} . (2)

=1

Moreover, by Condition (b) we have P[d; > j] = P {card (WZ] ﬂP) < k;} = 0 (e 90)). We

claim that
E [card (C] N P) | d; > j| <E [card (C] N P)] + k= 0()) 3)

Indeed, working with the complement C'ij of C’f, E {card (C’f N P)} = ZpEP P [p ¢ Cf} For
any T C P we have

E[card(é{mp) \Wg’mP:T}: 3 P[pgécg'lpgéWﬂz > P[pééCﬂ,

pEP\T pEP\T

the last inequality following from Condition (c). Thus,
E [card (€ N P)| < Ecard (G N P) | W/ NP =T| +card T,

By Condition (b), d; > j if and only if card (Wijfl N P) < k. Total probabilities let us decom-

pose this event:
E[card (C*g’ mP) | d; > ]

= Z E[card (C’ng) |Wij_lﬂP:T} P [Wg_lﬂP:T | card (Wij_lﬂP> <k}
T:card T<k

~7 - .'71 _ "71
> (E [card (€71 P)| ~ k) Tzca;kkp (Wi AP =T | card (W)™ P) < k]

—E [card (ég’ N P)} —k

RR n° 8787



12 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

Moving back to the complement yields Inequation . Now, since P has n points in total,
conditioning on the value of d; we obtain

In’n

E [card (C; N P)] = Z E [card (CZ] N P) . 1di:j:| +E[n-14=c0)
=1

In%n

< ; E :card (CZ N P) . 1d132j:| +E[n-1g=00)

:ZEEard(C’ZﬂP) | diZj}P[diZj]+n~P[di:oo]

= Z @) (je_ﬂ(j)) +0 (ne‘mln2 "))

j=1

so each collector C; contains on average a constant number of elements of P. Lemma and
Equation (2) imply that E [card H(®)] = O(m). O

We now wrap-up the proof of our witness-collector theorem.

Proof of Theorem[3 Since E [card (sz N P)} = Q(j), there exists some constant ¢ > 0 such
that E [card (WZ N P)} > cj. For j > k—i'l, the Chernoff bound of Lemma (b) thus ensures
that P {card (WZJ N P) < k} is at most =), Bounding that probability from above by 1 in

the cases j < % we get that P {card (WZJ N P) < k;} is O (e_Q(j)). Statement (i) then follows
readily from Lemma [2.3]

Now consider Statement (ii). We can charge each element of H() to an element of H(*)
that contains it. Since each element of H®*) is charged at most k times, we have card HE) >
1 card (V). The assumptions ensure that each W} contains on average (1) elements of H")

K3

and that these elements are distinct. It follows that E [card H(l)] and E [card H(k)] are Q(m). O

2.3 The Special Case of Convex Hulls

Unless indicated otherwise, in the remainder of this paper the range space (X, R) considered is
that of half-spaces in R%. Every element of H(! belongs to some element of H*), so the first
condition of Theorem [2] (i) holds for this range space.

In this setting, the elements of H*) are also called the k-sets of the point set P. The bounds

that we establish are expressed with O(), ©() and O() in which the multiplicative
constants depend on k; they are therefore valid for any fized k. For k <

d, any (k — 1)-dimensional face of CH(P) is a k-set, so the upper bound

of Theorem [2| (i) applies to the size of the convex hull. The reverse is -~ CRpa- .
not true (¢f. the figure on the right) but we remark that HD is exactly % o0 *
the set of vertices of CH(P) and that every element of H) belongs to e o o
an actual (k — 1)-dimensional face of CH(P); the proof of Statement (ii) ! o _

of Theorem [2 therefore provides, mutatis mutandis, a lower bound on the

number of (k — 1)-dimensional faces
of CH(P). In the rest of the paper, we will navigate without further justification between the

convex hull of a random point set P and the associated random geometric hypergraph.

Inria
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2.4 Proofs of Lemmas 2.1] and 2.2]

Proof of Lemma[2d] Let V; be the indicator function of the event that the it" point from P
belongs to W. We write V. =V; + ... 4V, and let ¢t = E[V]. Chernoff’s bound for lower tails
yields that for any § € (0,1)

-8

t
e (1) (1 —In(1—
PV < (1- ) < ((16>”> _ o —t1—-(1=8)(1-n(1-5))) @

In particular,

PV =0]<limP[V < (1-0)t] = lim e t1-(1=9)(1-In(1=9)) _ o=t
—

6—1

which proves Statement (a). Moreover, for 1 — § = %, Equation specializes into

PV < k] < e t(1-%(1-n %))

Since z — x(1 — Inz) is increasing on (0,1), for ¢ > k + 1 we have

k k k k
_ Clp ) >1 - &~ _
1 t(l lnt>_1 k—|—1(1 lnk+1)>0

and Statement (b) follows. O

Proof of Lemma[2.3 The statement is a special case of a classical inequality for sums of random
variables [I4, Th 2.12]; we give a simple, elementary, proof.

Expanding V* = (31, Vi)k we obtain

E[VF] = > EVi Vi Vil

1<iy,i2. ik <n

k

l=1 1<ij,ig...ip<n
[{i1,i2...i5 }|=2

Since the V;’s have values in {0, 1}, for any positive integers a1, as,...a; and 41,19, ... %
E[‘/;(lll sz(;z‘/z(:t] :E[‘/;l ‘/;2‘/%]
Letting p(¢, k) denote the number of partition of {1,2,...,k} in £ subsets, we can thus write
k
EV =3 > pREN, V.. Vil
0=11<iq,ig...iy<n
i iy if b

Since V; and V; are independent if ¢ # j the previous identity rewrites as

EVF] =" |nt.k) D E[Vi]-E[Vi)...E[Vi]
=t LS e
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Thus,

EVF <Y | ptk) > EVi]-E[Vi]...E[V;]

=1 1§’L‘1,’L‘2...i[§ﬂ

and since

" ¢
> E[m-E[vh]...E[vm(ZE[m) ~EWY

1<j1,92,.-,J¢e<n
we finally obtain that

k

k
EVF <Y pt,k)EV) < (Zp(&@) EV]*
/=1

(=1

the last inequality following from the fact that E[V] > 1. O

3 Euclidean Perturbations

We first consider the complexity of convex hulls of points perturbed under Euclidean perturba-
tions.

Terminology and Notations. We denote by pB the ball of radius p centered at the origin
of R%. Given X C R? we denote by vol;(X) its k-dimensional volume and by X its boundary.
We say that two half-spaces are parallel if they have the same inner normal. The intersection
depth of a half-space W and a ball p+ 6B is § — d(p, W), where d(p, W) is the signed distance of
p to OW (positive if and only if p ¢ W).

3.1 Preliminaries: Ball/Half-space Intersection

We denote by f(t,0) the volume of the intersection of p + 0B with a half- t@
space that intersects it with depth ¢. Note that ¢ — f(¢,d) is increasing on
[0, 26] for any fixed . P

Claim 3.1. For any A > 1 and any t > 0, f(\t,0) < )\%f(t,é).

Proof. First assume that At < 2J. Let v4—1 denote the volume of a (d — 1)-dimensional ball of
radius 1. By integrating along the direction of the inner normal to the half-space, we find

At t

FOAt,0) = vg—1 / (2x5 - x2)% dr =v4_, /)\(12;1 (2x5 - )\:CQ)% Az
0 0
¢

<vg_1 /)\% (2w5 - xz)% dx = )\Lglf(t,é)
0
which proves the claim. The case A\t > 24 then follows easily:
2 25\ * 1 O
F(At, 8) = voly (6B) = f <tt, 5) < (t) F(t,8) < N F(5,6).

Inria
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Claim 3.2. Fort € [0,], f(,0) = © (t470°F").

cylinder Proof. Let W be a half-space that intersects 0B with depth ¢ and let v =
@t %N w  (0W) N éB. The region W N JB is sandwiched between a cone and a right
- Vv cylinder with heights ¢ and bases v, with respective volumes tvoly_1(v)/d

and ¢ voly_1(v). Since v is a ball of radius r, with 72 = §%—(6—t)? = 2t5—12,

B it has (d — 1)-dimensional volume © ((t&)%) and the claim follows. O

3.2 Witness-Collector Construction

Our systems of witnesses and collectors for Euclidean perturbations are based on the construction
summarized in the following figure.

,
normals to

oL
ranges in R;

Definition. Our construction is parameterized by a radius p, usually chosen so that the per-
turbed point set remains inside pB, and a sequence of positive reals hy < ho < ... < hy. We let
Hy, Hs,...H,, be an inclusion-minimal cover of d(pB) by half-spaces of intersection depth h;
with pB.

Claim 3.3. m =0 ((p/hl)d%)

Proof. If hy > p then m < 2 so assume h; < p. The intersection H; N d(pB) is a spherical cap
with radius r = © (\/hlp). Since the H; form a minimal cover of 9(pB),

(ol (9(6B))
m=0 (Vold_l(a(pB) N H,))

The statement then follows from the fact that voly_1(9(pB)) and vols_1(9(pB) N W) are,

(]
respectively, proportional to p?~! and ¢!, O
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We then define the range R; as the set of half-spaces whose inner normal is parallel to a vector

from the origin to a point of H; N d(pB). We define W/ as the intersection of pB with the half-

space parallel to H; and with intersection depth h; with pB. We define C/ as the union of the

half-spaces of R; that do not contain W} .

Lemma 3.4. Ry URyU...UR,, covers the set of half-spaces in R and {(W7,C/)}r<izm is a
1<5<

<j<¢
system of witnesses and collectors for that covering. Moreover, a constant fraction of the W}

are pairwise disjoint.

Proof. The definition readily ensures that the union of the R; is the set of all half-spaces and
that Condition (a) holds. The monotonicity of the h; implies that Condition (b) is also satisfied.
Let © € W/ .If ¢ OH,;, then let H denote the half-space parallel to H; with x on its boundary.
If x € OH;, we have to tilt the plane slightly: let H be a half space in R; with = on its boundary
but not parallel to H. In both cases H is in R; and does not contain W; and thus 2 € H C W}/

and Condition (c) holds. As the cover of 9pB by {H;}i=12,.. m is inclusion-minimal, we can

extract a family I C {1,2,...,m} of size Q(m) such that the {W}},c; are pairwise disjoint. [
In our analysis we will need some control over the intersection of Cl-j with pB:

Claim 3.5. Cij N pB is contained in a half-space parallel to H; with intersection depth at most
9h; with pB.

Proof. For any half-space H, the region H N pB is the convex hull of H N dpB. It follows that
H € R; does not contain W} if and only if HNdpB does not contain W7 NdpB. This implies that
for any H € R; the spherical cap H N dpB is contained in a cap with same center as W7 N 9pB
and three times its radius. A half-space cutting out a cap of radius 7, in JpB intersects pB with

depth h, = © (%) Tripling the radius of a cap thus multiplies the depth of intersection by 9,
and the statement follows. O

Claim 3.6. IfE [card (W} N P)] = Q(1) then E [card (W2 nHD)] = Q(1)

Proof. If W} N P is non-empty then W} contains the point of P extreme in direction %; and
W} NHWY is therefore non-empty. We thus have

E [card (W} N H“)ﬂ >Pp [Wg NHW £ (2)] >P[WiNP #£0] > 1—e Eleard(WinP)] — 1),
the last inequality following from the Chernoff bound of Lemma (a). O

3.3 Warm-up: Average-Case Analysis Made Easy

As a first example, let us use a system of witnesses and collectors to give a shortﬂ proof of a
classical result of Raynaud.

Theorem 3 (Raynaud [15]). Let P = {p1,p2,...,pn} be a set of random points uniformly and
independently distributed in a ball of R®. For any fized k, the expected number of k— dimensional

faces of the convex hull of P is © (n%)

2Raynaud’s original argument was more than 7 pages long, still leaving substantial computations to the reader.

Inria
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Proof. The problem is invariant under scaling, so we can choose the ball to be B. We use our

construction of Section M with p = 1. Using Claim we find that setting h; = (j/n)d%r1
yields

o f (1)
vol (B)

B
Claim gives m = © ( p/hl ) ( ) With Claims |3.1| and this implies
E [card (Cf ﬂP)] <nO ( (hy ( ))) O(j)

so E[card CH(P)] = O (nijri by Theorem (i). Moreover, a constant fraction of the W} are
pairwise disjoint, and Claim ensures that E [card (W} N ’H(l)ﬂ =Q(1); Theorem (ii) thus
implies that E [card CH(P)] = 2 (n%) =

E [card (Wj mp)] = 0()).

3.4 Upper Bounds on the Smoothed Complexity

We now bound from above S (n,Usg), using various arguments whose effectiveness vary with the
value of 4.

Charging Argument. Our first smoothed complexity bound relies on a charging argument
between the witness and the collector that form a pair. Let P* be some point set of diameter at
most 1 in RY. Without loss of generality we assume that P* is contained in B, and use a system
of witnesses and collectors similar to the one presented in Section [3.2] with p =1 +4.

We make an important change, though: the depth of intersection of each witness W depends
on i, and is adapted to P*. We start with an inclusion-minimal covering Hy, Hs, ..., H,, of 9(pB)

2
by half-spaces whose intersection depth with pB is © ((1 T 5) ) Each cuts out a spherical caps

of radius r=6n" 71 on 9d(pB), and m:O(n%ﬁ (1 + %) - ) by Claim Fori=1,2,...,m

and j =1,2,..., ﬂnQ n] we define:
e R; as the set of half-spaces whose inner normal is parallel to a vector from the origin to a
point of H; N d(pB),
. Wf as the intersection of pB with a half-space parallel to H; positioned so that E [WZJ N P} =
Js ‘
e (Y as the union of the half-spaces of R; that do not contain W;.
The proof of Lemma readily implies that {(W/,CY)}i<i<m is a system of witnesses and
1<5<e
collectors for the covering of the set of half-spaces in R by Ry U Ry U ... U R,,. To apply
Theorem |2 (i) it remains to control the expected number of points of P in the collectors.

Claim 3.7. For any perturbed point p € P, with card P > 2t

p[peog]:o(jﬁp[pewg}).

Proof. Let p* € P* and p its perturbed copy. We fix some indices 1 <i<mand 1 <j < [1112 n]
and write w = P [pe Wf} and c =P [pe C’f}

RR n° 8787
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(1+0)B

Ui Uit
Refer to the figure above and let C'f be the halfspace with normal u; containing Czj N(1+0)B and
with minimal intersection depth with (1 + §)B. Let h denote the difference of the intersection
depth of the half space cutting out W; and C‘f with (1 + 6)B and h,, denote the intersection
depth at which WZJ intersects B(p*,d). Observe that CN’f intersects B(p*,d) with depth at most
hu + h. Since the diameter of C? N P is at most 2 4 24, considerations on similar triangles show
that A < 2r. If hy, < 2r then we obtain the first part of the announced bound on ¢:

2 2 4”_ﬁ
f@2r+h,0) _ f(4on~a1,6)  f(4n~71,1) 1 N
‘= Tr@ee) C f@68) f@n f@ 0/ (20 —a%) = do
477,7%

< f(21,1) 0/ (22)F dz =0 (i) .

If hy > 2r then we can assume that ¢ > 2w, as otherwise the claim holds trivially. In particular
hy < 6. Since h < 2r = an'd%, the hypothesis n > 2“4 ensures h < & and the depths of
intersection of both W/ and C are in the interval [0,2§]. We then have

flh+1,0) (15 7) bund) AN a1
CS @) f(20.0) S(”) W=z,

o
the last inequality coming from h,, > 2r > h. O
Claim implies that, for n bigger than the constant 2%,
E [card (cg‘ N P)} -0 (1 +E [card (Wg’ N P)D = 0(j)
and Theorem [2| (1) provides the following bound:
Proposition 4. S (n,Usg) = O <n2% + nQ%é’(d’l))

Large Perturbations. As J — oo the bound of Proposition [4|does not tend to © (n%>, the

average-case complexity bound. We thus complement it by a variation on the same system of
witnesses and collectors better suited for the analysis of large perturbations.

d—1

Lemma 3.8. For § > 3n77 we have S(n,Usg) = 0O (ndTl)

Inria
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Proof. We again assume, without loss of generality, that P* is contained in B and use the
L2
construction of Section |3.2| with p =1+ & and hj = (1+6) (£)“". By Claim a we have

mz@((1+5)/h1)% Z@(n%). \i’%‘

For any point p* in B, we have ( K == >{ > &
vol (08) SP[”GWiJ]SWJaB)

Since h; > 3, Claims and imply that P [p IS WZ]] = @(%) By Claims and we
get P [p ey } = @(%) as well, so Theorem [2[ (i) applies. A constant fraction of the W} are
pairwise disjoint, by Lemma and E [card (Wil N P)} = Q(1). Using Claim it follows that
Theorem (ii) also applies, and E [card H®] = ©(m) = © (n%> O

Smoothed Number of Faces. Combining Proposition [ and Lemma [3.8] we obtain the fol-
lowing upper bound on the smoothed number of faces of any dimension:

Theorem 5.

1

Range of § [O,nﬁfﬁtgq nar Tl J,l} {1,3714%1} [3nd%17+oo>

S(n,Uss) 0 (nl2]) 0 (2 s=) | o (n¥) | o (nf)

In dimension 2, a Euclidean noise of amplitude above n~/3 suffices to guarantee an expected sub-
linear complexity. In dimension 3, the second bound is uninteresting as it exceeds the worst-case
bound. In dimension d, a Euclidean noise of amplitude above n~%/ (@*=1) guffices to guarantee
an expected sub-quadratic complexity.

Smoothed Number of Vertices. The bounds of Theorem [5| may be improved by a rescaling
argument like the one used by Damerow and Sohler [6]: splitting the input into small cells and
accounting separately for the contribution of each cell using a scaled version of Lemma [3.8] This
only applies to the number of vertices, as a face of dimension 1 or more may involve perturbation
of points coming from more than one cell.

-1 _d—1_
Corollary 6. For any d, E [card H(l)] =0 (nle + 6T P ar? ), and for d = 2 we have:
Range of § | |0, ﬁ} [ﬁ,l] [1,n5/12) | [n5/12 n2/3] | [n?/3, +o0]

S(n,Usg) O(n) O(5§n§> O(n2/3) O(&‘gn%) O(n1/3)

Proof. We continue to assume that P* C B and we cover B with m/ = ©(1 + r~¢) disjoint cells
2

of size r = %6n_m. We partition P* into P U Py U...U P}, by taking its intersection with

each of the covering cells; we let P; denote the perturbation of P* and n;, = card P;. Every

vertex of CH(P) is a vertex of some CH(P;), and we can apply Lemma[3.§to bound the number

of vertices of CH(P;) from above by m% If m’ > 1, the sum is maximized with Vi, n; = 2%
which bounds from above the number of vertices of CH(P) by
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_ —d\ TFT B _
m'O ((”,)ﬁﬁ> -0 ((((5n_d+> )d 1 n?i) = 0 (5= Hrpiie i)
m
—0 (5—%n1+27<§$f>2> _
This proves the first statement. For the second statement, in two dimensions, we proceed differ-

ently in each regime:

6 < ﬁ In this case, the worst-case bound is used.

1 <6 < nb/12, This case is solved using Proposition
n?/3 < §. Here, Lemma yields the result.
nd/12 < § < n?/3. This case is handled through the first statement of the present corollary.

L < § < 1. For the remaining case, we apply the same partitioning idea, but using Proposition

S

instead of Lemma [3.8] as an upper bound for one cell. Namely, considering a partitioning
2

induced by covering cells of size §, we get sets P;* whose convex hull has size n?. Summing
on the 5% cells and using the concavity of x +— :v§7 we have

Z)n;‘ :0(52(5%)3) :0((;)3) O

=1
3.5 Lower Bound: Points in Convex Position

We finally analyze the expected complexity of Euclidean perturbations of some particular point
configuration: points in convex position that are “nicely spread out”; more precisely, we take P*
to be an (g, k)-sample of a sphere with fixed radius, ie. a sample such that any ball of radius
centered on the sphere contains between 1 and x points of the sample.

Our motivation for studying this class of configurations is that they are natural candidates
to realize the smoothed complexity of convex hulls in 2 and 3 dimensions and therefore provide
an interesting lower bound. In light of Theorem [2| (ii), setting up the witnesses W} is enough to
obtain a lower bound on the expected size of the convex hull; we give a complete analysis since
at this stage it comes easily and makes it clear that the lower bound obtained by our choice of
W} is sharp for these configurations.

Theorem 7. Let P* = {pf : 1 <1i < n} be an (@ (nfld) ,@(1))-sample of the unit sphere in

RY and let P = {p; = p; + n;} where n1,m2,...,n, are random variables chosen independently
from Usg. For any fized k, E [card H®)] s

Range of § ‘ [O,nﬁ] ‘ [nﬁﬂ] ‘ [1,ndi+1] ‘ [n%ﬂ’+oo)
E [card H(®)] ‘ o(n) ‘ @(n%alz;ﬂ) ‘ @(n%g“z?z) ‘ @(n%)

The last bound corresponds to the average-case behaviour which applies for § sufficiently
large, as follows from Lemma We thus only have to analyze the range § < nat1. Note that
the first bound merely reflects that a point remains extreme when the noise is small compared
to the distance to the nearest hyperplane spanned by points in its vicinity, and that the bounds

Inria



Smoothed complexity of convex hulls by witnesses and collectors 21

reveal that as the amplitude of the perturbation increases, the expected size of the convex hull
does not vary monotonically (see Figures [2al and : the lowest expected complexity is achieved
by applying a noise of amplitude roughly the diameter of the initial configuration.

The following claim will be useful to position the witnesses and control the collectors.

Claim 3.9. Under the assumptions of Theorem@ let j <In®n, let H be a half-space such that
E [card (H N P)] = O(4) and let h denote its depth of intersection with (1 + §)B.

(i) 6= 0 (L)™" then h = © (Hdﬂ)

5
and if Q(1)TT <5< 0 (n77) then h = © <({L)5 55
(it) If H' is a half-space that intersects (1 + 6)B with depth 9h then
E [card (H' N P)] = O(E [card (H N P))).

Proof. The region S C 0B in which we can center a ball of radius § that intersects H is the
intersection of OB with a half-space parallel to H and that intersects it with depth A; S is thus a

spherical cap of B of radius v2h — h2 = © (\/ﬁ) and (d —1)-dimensional area © (h%) By the
sampling condition in the definition of P*, each ball of radius nTa centered on OB contains O(1)

points of P*. In total there are thus © (nh%) points p* € P* such that (p* + 6B) N H # 0.

For the rest of this proof call these points relevant. How much a relevant point contributes to
E [card H N P] depends on how h compares to 4.

If h < then H intersects any ball p* + dB with depth at most §, and Claim bounds the
contribution of any relevant point p* to E [card H N P] by

vol (HN (p* +0B)) _ f(h,0) _ (n'Fs%) R\ F
wl(6B) = £(20,0) _O< 54 ) _O<(5) )

Shrinking h by a factor two, we obtain that a constant fraction (depending only on d) of the

h/2.5 @4t
relevant points contribute for at least f;(Q/&(’;)) =0 <(g) 2 ) to E [card (H N P)], hence

O(j) = E[card (H N P)] = © <nh <Z> +> - (naf%hd)

d+1

1 2
and h = © ((fl)d 52d>. The condition h < § thus amounts to § = ((J) d‘1>, giving the

n

second regime.
If h > 0 then a constant fraction of the relevant points p* are such that H intersects p* + JB
with depth at least §/2, thus containing a constant fraction of each of these balls (and the rest

. 2
of the relevant points contribute less). It follows that ©(j) = © (nth) and h =0 ((fl) 4t )

2

The condition A > § amounts to § = O <(7) 4t ), giving the first regime.

n
Observe that in either case, the number of points in H N P depends polynomially on h. Thus,
multiplying the depth by 9 multiplies the expected number of points by a constant (depending
only on d) and statement (ii) follows. O
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Proof of Theorem[7]. We use our construction of Section [3.2] with p = 1+ 4. We fix h; such that
each W} contains ©(j) points of P; the values of h; are given by Claim (1) By Claim c!

is contained in a half-space that intersects (1 4 0)B with depth at most 9%;. Claim [.9(ii) thus
ensures that

E [card (€7 1 P)| = O (E |card (W] 0 P)]) = 0()

and we can apply Theorem [2] (i). Lemma and Claim further guarantee that we can apply

d—1
, m=0 ((T) ’ ) and we have three regimes.

m:@<<1}:5>d21>:@ (1)1& N —0(n).

n

d+1

5ﬁ). If § < 1 then

._.
=
jo)
—
3 \m~
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o,
)]
>
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@
/N
—
|=
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d—1
m=0 <1+§> =0 % =®(nd2_'il5(1zj) )
n (%) 0%

Up to multiplicative constants, the boundaries between the regimes can be set as in the statement
of the Theorem. O

4 Gaussian Perturbation

The Gaussian model raises two difficulties compared to the Euclidean model: the computations
are more technical and the fact that the perturbations have non-compact support requires to
adapt the witness-collector construction. We expect some of the results to extend to arbitrary
dimension mutatis mutandis, but for the sake of the presentation only spell out the analysis in
the two-dimensional case.

4.1 Preliminaries

Recall that if X ~ N (u,0?) then for any ¢t > 0 we have P[X > p + to] = Q(t), where @Q is the
tail probability of the standard Gaussian distribution:
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Ve eR, Qz)= V‘%/ e T dt.

The solution to the functional equation f(z)e/(*) = z is called the
Lambert function Wy [5, Equation (3.1)]. For > 0 the definition
of Wy (x) is non-ambiguous and satisfies

Va > 1.01, Wo () = 0O (Inz). (5)

This essentially follows from [5, Equations (4.6) and (4.9)]; note that the constant 1.01 is arbitrary
and any constant strictly larger than 1 would do (the constants in the ©() would change but we
do not care). The following inequalities will be useful:

Lemma 4.1.

M
M

e—+1 < V21 0Q() < :

x

(A 2

(i) Forxz >0,

(ii) Forz >1/4,  Q <x+ ;) =0 (Q(x)).

n

(@) Y e " =0 (1 + %)

=0

Jz

(c) For any constant v > 0, for x < J;, e T =0Q(n)
=0

—~ 1
(iii) (b) For any constant v > 0, for x > 5, Ze*l% =Q <>
i=0

Proof. The upper bound of statement (i) comes from

< et 1 o2

Q > 1 t2d & t t2d e d z
T) = —€ 2dt < —e 2dt = t = ez
(@) /x V2T /x V2 /ﬂf V2w 2rx

and the lower bound comes from the fact that

z2

1 > 1 1 2 > 1 1 2 e 7T
1+ — = 1+ — T2 dt > 1+ =) —e 2dt = .
( +372>Q(x) /z ( +$2> V27Te i /gg ( +t2> \/27re ’ /2w

Now, for statement (ii), we have Q(z) > Q(z+ 1) since @ is a decreasing function. Moreover,
from statement (i) we have

ot + 2? 11 e T xt 4 22 B e
<x4+3x2+1e ’ > x ~ <x4—|—3x2+1e ’ ) Q)

Statement (ii) then follows from noting that the image of [1/4,400) under the function z
%eil*ﬁ is contained in some closed interval of (0, 4+00).
The proof of Statements (iii-a) and (iii-b) follows from a standard comparison between series

and integrals:
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1 p

W
4

»
W\
'

ifz> 2%, / ’qk
; e~ > " e VTt > " efuzdfu %‘Z"

>foﬁ67“2du>9 1 123456
- N - x

and for any x > 0,

2 2 2 du 2 du
e_””gl—l—/ e Tt §1—|—/ e‘“—gl—l—/ e Y — :O<1—|—).
; 0 0 vV 0 vV Ve

Statement (iii-c) is trivial since, when z < 25, Y% e T >p. e =Q(n). O

4.2 Witness-Collector Construction

One Witness-Collector Pair. The pairs witness-collectors that we use to analyze Gaussian
perturbations are based on the following basic construction. Let w, h and « be positive reals
and @ some vector in the plane.

W (w, h, @)
- We define R(#,«) as the set of half-planes
whose inner normal makes an angle at most
$ with 4. C(w, h, @, o) w
- We define W (w, h, @) as the semi-infinite half

strip with axis of symmetry O+ R, with width
w and distance h to the origin. To save breath
we define the height of a semi-infinite half strip
as its distance to the origin — so W (w, h, @) has
height h.

h :

- We define C(w,h,@,a) as the union of the ;
half-planes in R(@,«) that do not contain ;
W (w, h, @). :
\Y

The following more explicit description of C'(w, h, @, «) will be convenient:
Claim 4.2. C(w, h,u,a) = H-UH™ where H~ and H' are the half-planes whose inner normals

make an angle of £ with i, that contain W (w, h,@) and have one of the corners of W (w, h, i)
on their boundary.

Proof. This follows from observing that any halfplane through OH+ N @H~ and contained in
C(w, h, i, «) also contains W (w, h, @). O

This construction has the following properties:
(a’) Any halfplane whose inner normal makes an angle at most § with @ contains W (w, h, i)
or is contained in C(w, h, @, o).
(b’) If hj > hj+1 and w; < Wjt1 then W(wj, hj, 1_[) - W(’U}j+1, hj+1,ﬁ).
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() W(w,h,@) C C(w,h,d,a).
Families of pairs (W (w,h, @), C(w, h, i, «)) therefore combine easily into systems of witnesses
and collectors. We will control the expected number of points in a witness by setting w and h
adequately and tune « accordingly thanks to the next fact. We say that a point p* is in the slab
of W(w, h, @) if the ray p* + R4 intersects W (w, h, @).

Claim 4.3. Let @i be arbitrary and let ¥ denote a unit vector orthogonal to i. If p* € R? is in
the slab of W(w, h,@) and outside the interior of C(w,h,d,«) then
d(p*, C(w, h, 4, a)) = d(p*, W(w, h, @q)) COS% - (% + \O—}fk . 17|> sin%.

Proof. Let H denote the half-plane contained in C'(w, h, i, &) and whose distance to p* is minimal.
Let ¢* and 7* denote respectively the orthogonal projections of p* on W (w, h, @) and C(w, h, @, cv).
Let s* denote the intersection of p*¢* with the boundary of H.

w
‘ W (w, h, @) 2 The assumptions ensure that
g [
E - p*q"| = d(p*, W (w, b, @))
T*
1S
il L )r and
e
|‘2, .
= i lp*r*| = d(p*, C(w, h, 4, a)).
‘;( P . With v € S', ¢ L 4, we have
1) v
o 7

lg°s'| = (5 +10p" - 7) tan S and |p'r*| = |p"s"|cos 5 = (1p"a’| — |a"s"]) cos 5

and the statement follows. O

System of Witnesses and Collectors. Our construction is parameterized by some positive
real a and two sequences of positive reals hy > hg > --- > hy and wy < wy < -+ < wyp. We
choose an inclusion-minimal cover of dB by half-planes H;, Ho, ..., H,, each intersecting 9B in
a circular arc of angle «; we let u; denote the center of H; N 9B and note that m = © (é) We
define R; as the set of half-planes whose inner normal is parallel to a vector from the origin to a
point of H; N 0B and let

VV'7 = W(wj,hj,ﬂi) and CZJ = C’(wj,hj,ﬁi,a).

Lemma 4.4. Ry URyU...UR,, covers the set of half-planes and {(sz7 Cij)}lgigm, is a system
1<5<e

of witnesses and collectors for that covering. Moreover, some 2 (Z—ll) of the W} are pairwise
disjoint.
Proof. The definition readily ensures that the union of the R; is the set of all half-planes and that

Condition (a) holds. The monotonicity of the h; and the w; implies that Condition (b) is also
satisfied. Claim implies that each W} is contained in the corresponding CY, so Condition (c)

3

holds. Each W} is contained in a wedge with apex the origin and opening angle © (%) Some

Q ( 1) of these wedges are disjoint (except in the origin), so the corresponding W}l’s are pairwise
disjoint. O

hy
w
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4.3 Warm-up: Gaussian Polygons Made Easy

To illustrate our construction, we revisit the classical problem of computing the expected number
of faces of the convex hull from a Gaussian distribution:

Theorem 8 (Rényi and Sulanke [I7]). Let P = {p1,ps,...,pn} be a set of random points
chosen independently from N(0,13). The expected number of vertices of the convex hull of P is

© (Vinn).

Proof. We use the construction of Section [4.2 with £ = In?n and the values of «, w; and h;
set as specified on the right. Lemma[f.4] ensures that we obtain a system ; :
of witnesses and collectors, so it only remains to analyze the expected| @ = 77 = S (m)
number of points in W} and C7. We complete each vector @; into a w =2
direct, orthonormal frame (O, ¥;,@;); in that frame, the coordinates of I
any point p € P write (x;,y;) where x;,y; are independent random hj = /Wo (?ﬁ)

iables ch f N(0.1). Th
‘[;%lgab?ﬁtgf B rzl) to be in( W]E) thersfore writes

PlpeW?] =Pl > hPlal <1 =0(Qh)).

2

Lemma (i) yields Q(z) = © (%e_%) for x > 1 so, since j < In®n,

g0

J = ) = 6(4). Si > 1 kg a
and E {card (VVz N P)} n® (Q(h;)) = ©(j). Since for n > 3, a < T < I,tan§ < 0.5
2h

> % =/ Wh (h:’fn) > 1. This means that tan § < w—jj, so the origin is not in

C?. By Claims and C] is contained in the union of two half-planes with height h; =
hjcos § —sin § = h; — O (). Thus,

and

W

E {card (C’f N P)} < 2nQ (ﬁg) =2(nQ (h;)) C;E;:?

We already observed that nQ (h;) = ©(j). By Lemma (i) we have

Q (@) e—%(ﬁﬁ—h?)h. b

J -7

Q(hj) B h~j B hj

and with Equation we finally obtain

E [card (€7 N P)] = 0 (jeOhs)) = 0 <jeo(v 1‘11:3%)) — 0(j),

6O(hja+oc2)

and Property (b’) holds. Theorem (i) then yields that E [card HV] = O(m) = O(vInn).
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Let H; denote the halfplane with same height and inner normal as W} and pz, be the point
of P extremal in direction «,;. By construction pgz, belongs to HD | thus

E [card (W} N ’Hmﬂ > P [pg, € W] =Plps, € Hi]P [pa, € W} | pa, € H,]
We have

Plpa, € H)=P[PNH; #0) >P[PnW! #0] >1- 1>

[N

by Lemma (a). Gaussian noise perturbs points independently in directions x and y of frame
(0, 9;,1;). The choice of pgz, in P depends only on the y perturbation, thus knowing that
paz, € H;, deciding if it is in W} or in H; \ W} depends only on the coordinate along direction
v;, thus

P[pﬁi eWil ‘pﬁi €HZ] = Z P[pGWil |pﬁi :p} PLpﬁi :p|pﬁi GHZ]

peEH,NP

= Z P[lmp| <1]Ppz, =p | pa, € Hi
peH,NP

=Pllzy, | <1 Y Plpg, =p|pa, € Hi

peEH;NP

=Pz, | <1 =1-2Q(1) > (7)

Together we get that Lemma [.4] ensures that we can also apply Theorem [2] (i) and get that
E [card XV ] = Q(vInn) as well. O

DN | =

4.4 Upper Bound on the Smoothed Complexity

As in the Euclidean case, for large Gaussian perturbation the smooth complexity is identical
to the i.i.d. case. It is possible to obtain a Gaussian analogue of Lemma and apply the
rescaling argument to get a smooth complexity for any scale of perturbation (see Appendix .
This bound is, however, worse than what we can obtain by a charging argument in the spirit of
Claim [3.7 and Proposition [4

Theorem 9. S(n,N(0,0%I5)) = O (*ﬂ‘n" + \/lnn).

Let P* be some point set of diameter at most 1 in the plane and, without loss of generality,
assume that P* is contained in B. We use a system of witnesses and collectors similar to the one
presented in Section with ¢ = In® n. As in the Euclidean case, a key difference is that the
depth of intersection of each witness W; depends on 7, and is adapted to P*.  Specifically, we

%(%{cdwa to the values on the right, choose the u;

regularly spaced on S! with 11}/12':1 = O(a). We| w= 2(1+o0)
then define R; = R(u;, «), W} = W(h!, w,u;) and \/ 2+0)2+ 222 42202 (2+0)
. o =

. : i Vinn
C! = C(h!,w,u;, ) where h depends on P* and (1+0VInn)

is tuned so that the expected number of points in hg s. t. E [card (P N W(hg, w,uﬁ;))] =
the witnesses are what they should be.

We first relate the distances from a point p* of P* to a witness Wf and a collector Cij :

RR n° 8787



28 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

Claim 4.5. If p* € R? is in the slab of W and outside the interior of C’g, then

K3

d(p*, W) — d(p*, 07y < —Z .
(p*,W{) —d(p z)_\/m

Proof. Let h(p*) and ﬁ(p*) denote, respectively, d(p*, WZJ) and d(p*, Cf) By Claim

>
ram
=
*

I
=
]

*
N—

o

@]

wn

\

|

VS
| 8
_|_

sl
=
1
N
&,
=]
| Q
=
ol &
y

2 i
and with 1 —cosz < Z-, sin|z| < [z], £ =140, and &
|Op;: - 7;] <1, this becomes

Bp") = ") Sh@T) — h(p)eos S + 2+ o)sinS L RP

Lol o
< h(p )§+(2+0)§

The distance from p* to Wf = W(hi,w,d’l) is maximized when p* is located at the point
of OB with outer normal —u; and all other points of P* are at the symmetric position, at the
point of OB with normal u;. The same argument as in Equation @ and the observation that
In(z) > Wy (x) for = > 3 yield the upper bound

h(p*) <24 0y/Wp (n?) <2 (1 + UM) .

Injecting this in the above inequality we get

h(p*) — h(p*) < (1 + a\/ﬂ) %2 +(2+ a)%

The polynomial

P(a) = ((1+a\/m) %2+(2+0)%_ \/;TT)

can be checked to be negative for

\/(2—1—0)2—1—&%4—2\/502 - (2+0)
(14+o0vVInn) ’

and that concludes the proof. O

0<a<

The distance from a point p* to WZ] and Cf determines the probability that the perturbation
of p* belongs to either of these sets.

Claim 4.6. P [pe W/] =0(Q (M)) amndPfpeci]=0(Q (d@*g,cf)))_

Proof. A perturbed point p is in WZJ if it satisfies two conditions: («) its displacement from p*
along u; should be greater than d(p*, W/), and (5) its displacement in the orthogonal direction is
in the slab of width w;. The conditions are independent, («) is true with probability ¢ (M)
and () is true with constant probability since w = 2 + 20 ensures that the allowed orthogonal
displacement for p* is larger than o. The statement for W/ follows. As for the collectors,

the probability that a perturbed point p is in C’ij is bounded from_above by the sum of the
probabilities to be in HT and to be in H~, which are both @ (d(pfcjn O
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Combining the two previous claims we now get that witness and collector get, on average,
essentially the same number of points.

Claim 4.7. For any p* € P*, we have P [pe C’f} =0 (% +P [p € WfD

Proof. Let h(p*) and B(p*) denote, respectively, d(p*, le) and d(p*, C’f) Since w > 2 any point
in P* is in the slab of W7.

First assume that p* is not in C7. Claim 4.5 then ensures that h(p*) > h(p*) — T Af
h(p*) > ov2Inn + ﬁim Lemma (i), and the fact that @ is decreasing,
we have

- h(p*) h(p*) 1
Plpeci|-ofe(*22])) =0 -
P ! ¢ o Q o V2Inn

:0<Q(m ¢211m_x/21ﬂ)>

and the statement follows. If h(p*) < ov2Ilnn + \/ﬁ then we have

e -o(o(12)) - (o (7 -)

) then h(p*) is bounded from above by 20 and

Q

)

21n

Then, P [p ey } 1=0 (P {p € WZJD and the statement also holds. Thus, we can suppose
that h(p*) > ¢ + 75— and use Lemma 1] (ii) to get:

Plpeci| =0 M) 1 _—

p Qf—, oI + R -
Since
1 1 1

M) -7 \Bln+ o — o V2mn

we get

plpecd] :O(Q(@)):o(p[pewg])

and the statement also holds.
Finally assume that p* € CJ In such a case Claims M and K4.5| do not apply directly,

but we have % <P [p € C’Z’] < 1 so we have to argue that P p € W . Let us move
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from p* in the direction —u; until we reach some point p* on the boundary of C’f ; observe that
P {]5* +ne€ Cf} > % where 7 ~ N'(0,0%13). Now p* satisfies the hypotheses of Claim and the

above analysis implies that P []5* +ne WZJ} =0 (P [ﬁ* +ne Cf}) = Q(1). Moving from p* to
p* only increased the distance to Wij, so we also have P [p € WZJ} >P [ﬁ* +né€ WlJ} =Q(1). O

We now have all the ingredient to prove our upper bound on the smoothed complexity under
Gaussian noise.

Proof of Theorem[9 We set up our witnesses and collectors as described above. Since the pa-
rameter w is fixed and each sequence {h}, is decreasing, Lemmal4.4|yields that {(W/,CY)}i<i<m
1<j<¢

is a system of witnesses and collectors for the covering Ry U Ry U ... U R,, of the set of half-
planes. Each parameter hf is set so that E [card (WZ] N P)] = j and Claim implies that

E [card (Cf N P)] = 0(j). Theorem (i) thus implies that

(1+a\/H)
(2+0) (\/1+22+\/f)2(02+\/1‘7n—n) —1)

Ifo< \/1117 then Equation simplifies into

S(n, N (0,02I)) = O (1) —0

(0%

1
\/1 T (1+la)2 (02 + \/f;n) ot

Notice that in this case, a Jrla)z (02 + \/1(:17) is bounded by some constant C' and since for
O<z<C,V14+z—1=06(z),

1 V1
S(n,N(0,0%L)) = O —o Y21,
1 02 + g ) g
(1+U)2( Vinn

S(n,N(0,0%15)) = O

If \/1117 < 0 <1 then Equation simplifies into

2 _ & o Ux/m _ \/lnin
3(”7N(07012))—O<\/H_T(02)_1>—0<2 >_O< >

If 1 < o then Equation simplifies into

9 _ ovinn)
S(n,N(0,0°3)) =0 (0@(1)) = O(VInn).

In each case we therefore have S(n, N'(0,0%13)) = O (71;” +vIn n) O
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4.5 Lower Bound on Smoothed Complexity: Points in Convex Position

We finally investigate lower bounds on the smoothed complexity by analyzing the size of the
convex hull of a Gaussian perturbation of points in convex position, as in Section [3.5

Theorem 10. Let P* = {p:,1 < i < n} be the set of vertices of a regular n-gon of radius 1 in
R%. Let P = {p; = p} +n:} where m1,1m2,...,n, are random vectors in R? chosen independently
from N'(0,0%15). The expected number of vertices of the convex hull of P is

Range of ¢ | [0, 5] [#,ﬁ] [ﬁ,—&—oo)
EfcardHV] | Qn) | Q (4 1n\(/%\/5)) Q (\/M)

We use the witness-collector construction presented in Section We only care about the
lower-bound, so, shortening VVi1 into W;, we need only define one level of witnesses {W;}1<i<m
to apply Theorem [2] (ii).

Parameters Setting. We set h; and w; depending on ¢ and n as summarized below. We
let @1, o, ..., Uy denote a family of vectors in S' such that #; is aligned with p“[QMJ, so these
m

vectors are more or less equally spaced on S'. The witnesses are defined as W; = W (w1, hy, ;).
We choose m maximal so that the {W;} are pairwise disjoint; Lemma ensures that we can

set m = (min (n, Z—ll))

Oso<i <0< 1y () W (%) <o
—1/4
w1 20 20—|—2ﬁ<%W@ (%(n 0)%>> / 20 +2
o eofim (Bove!) | e (F)

Preparation. Leti e {1,2...,m}. Asin Section we let (O, ¥, ;) denote some orthonor-
mal frame and let H; be the halfplane supporting W; with inner normal ;. We renumber the
points of P* with indices in {—231,..., 251} so that pj is the point in direction @;. For the sake
of the presentation we assume that n is odd (the case of even n follows with trivial modifications).
We write (z;,;) for the coordinates of p; in (O, @, ;) and denote by pg, € H(Y) the point of P
extremal in direction ;. Our goal is to prove that E [card (Wl N 7—[(1))] is (1) in order to apply
Theorem |2| (ii); in the light of

E [card (Wl N "H(l))} > Plpz, € Wi

we set out to bound from below the probability that pg, lies in W;. We write z; for the distance
from pj to H; and note that

9
zo=h1 —1 and zj=h1—1+1—cos—7rj
n

For t € [—3, 4] we have 8t < 1 — cos(27t) < 20¢?, hence
o 9

hi-1487 <z< 14208
n n
852 2052
ﬁ SZ]—ZOS n2 .
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Analysis for Small 0. We start with the case o < %, where the analysis is simpler but

already uses the main ingredients of the general case. Since hy = 1, we have zg = 0 and therefore
pg lies on the boundary of H;. We condition on the event {py € H; and pgz, = po} and obtain:

P [pgl € Wz} Z P [po S Wl |p0 S Hl and Di; :po] P [po S Hz and Di; :po] (9)
We bound each of these terms in turn.
Claim 4.8. When o < %, P[py € H; and pg, = po] = Q(1).
Proof. Using the independence of the random variables {y;}; we write
Plpo € H; and pg, = po] > Plyo > hy and Vj # 0,y; < ha] = Plyo > ha] [[ Ply; < ha]
J#0

As pi € H;, the point py has probability at least % of remaining in the half-plane H; after a
Gaussian perturbation, so P [yg > hy] > 5. Moreover, y; ~ N'(hy — z;,02) so Lemma (i) and
the bounds on z; and o lead to:

H%ZhHZPM—EbﬂZ%F%N?)SQ(&ﬁ>SQ@f)Sf%i

n?o

and Ply; < hi|>1-— e~2" . Taking the logarithm we obtain
n—1 n—1

InP[po € H; and pz, = po] = InP[yo > hl]—i-QZlnP[yj < hi] > ln%—i—?Zln (1 —e_2j2>
j=1 j=1

Then, using that for ¢ € (0, 3] we have In(1 —t) > —2¢ and Lemma (iii-a) we get

n—1 n—1
2 2

—InP(pg € H; and pgz, = po] <In2 —2 Z —2¢%" <In2 +4Z e = 0(1),
im1 =0

and

O
P [pa, = po] = e M = Q(1).

Equation (9J) finally implies that P [pz, € W] is Q(1), so E [card (W; N HW))] is indeed Q(1) for
this range of o.

Relevant Points. The contribution of the jth point to E[card (H; N P)] is Q (2). The gist
of our analysis for larger o is to split the points into two parts, the relevant points where
Q (%J) =0 (Q (%0)) and the irrelevant ones. The expected number of points in H; is (up to a
constant multiplicative factor) at least the number of relevant points times @ (%0), fine tuning zg

so that this product is (1) then amounts to solving some functional equation. Specifically, we

call a point p; relevant if |j| < j,, = min ([\%TT)J ,”7_1> We denote by P, the relevant points.

The same conditioning as in Equation @[) yields
P [pﬁi ew,] >P [pgi e W | pa;, € HiN PP [pgi eEH,NP]. (10)

One of the terms can be bounded as easily as for small o.
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Claim 4.9. When o > 2

n2

Plpa, € Wi | pa, € HiN P > 3.

Proof. First, note that the parameter w; is set so that in the orthogonal projection on the v;-axis,
the image of the witness contains the image of the ball B(p;,o) whenever p; is relevant. This
ensures that

1 O
Plpaz, € W; | pg, € H; and pg, is relevant] > 1 — 2Q(1) > 3

Counting Relevant Points in H;. Bounding the remaining probability requires different
quantitative analysis depending on the range of o but are based on the same principle: counting
the expected number of relevant points in H;. Since H; has inner normal #;, we have

Plpa, € Hi | pa, € P]=P[H; NP, #0].

Thus, by the Chernoff bound of Lemma (a), to show that the right-hand term is (1) it
suffices to show that H; contains on average £2(1) relevant points. Notice that

2

Plpj € Hi] =Ply; —E[y;] > 2] = Q (Q (;J))

so the expected number of relevant points in H; writes
Jm Jm 1

ol Q(%) —Q Q@);}?Jr;j?e;z(zfz;‘) , (1)

J=—Jm

Recall that z; = 29 + © (i—i) How we evaluate Equation depends on the range of o.

Large 0. When o > %\/ ( ) every point is relevant, ie. j,, = "—1 since

20 =04 Wo Z implies —— g

Claim 4.10. When o > i Wo ( ) Plpz, € HiN P,

3

Proof. Since every point is relevant, this probability equals the probability that H; N P is non-
empty. Computations similar to that of Equation @ yield that @ (%0) =0 (%) Moreover,

zj > § so zi — =0 (%) Also, z; = O(z9) and zj2 -22=0 (j2§“). Injecting these three

2 24 o n
o Zj

relations in Equation we obtain that the expected number of (relevant) points in H; writes

n—1 n—1

1 2 20 ) 20 1 Y 20
E d(H;NP)=Q | — Ze @(n20‘2) =0l = —J e(nz(ﬂ)
[card ( )] - jE:O - e - E e

Since 5% < ng, Lemma (ifi-¢) implies that

n—1

2
Y eitelE) = o),
=0

so we finally get that H; contains €2(1) (relevant) points on average. The Chernoff bound of
Lemma [2.1] (a) yields that P [H; N P # 0] is Q(1), and so is P [pz, € H; N P,] = Q(1). O

RR n° 8787



34 O. Devillers, M. Glisse, X. Goaoc, €& R. Thomasse

X

Intermediate . When % <o < i\/Wo (%2) we have zg = 0\/3 Wo (% (nﬁ)%) The
0

function = — is increasing. Let us define oy as the solution of

Jom (3ova)?)

o= [ (G o)

Using that W is the solution to f(z)ef®) = z, we obtain that

1 / 2
UO:Z Wo(’r;)

Then, for o < i Wo (%2) we have

ol

no o oo n
—<n <n = —

Vo ¢ Wo (2 nya)?) \/ Wo (3 (o))

and j,, = [;%J Notice that

Plps, € H;NP|>P[H;,NP. #0|P[H;N(P\ P.)=10].

The two quantities on the right-hand side are independent.

Claim 4.11. When % <o < $\/Wo (%), P[P, N H; # 0] = Q(1).

Proof. Note that z is set so that @ (%0) =0 (i) =0 (‘/%) Indeed, using Lemma (i)

Jm no

22

_ =0
and the fact that 2o = Q(0), Q (%“) =0 (e ;”2 ) The choice for zg comes from the resolution

:1:2
of the equation %6_7 = n—‘\/fg using the definition of the function Wj.

.2
Moreover, for |j| < j,, we have z; = ©(z) and 23 — 25 = © (%) Indeed, o > 2 implies
.2

that zp = Q(o) and z; < 29+ O (j ) =0 (ﬂ) = O(%) and z; = 20 + © (i—i) = Q(z0).

n2 20

Also, zj = Q(o) so iulr — =0 (%) Injecting these relations into Equation we obtain that

o z;

the expected number of relevant points in H; is

1 Jm 1 20 1 (22_22) 1 Jm _429( . )
Q — E = ——e 2277770 =Q| — E e’ n202
42
L S S Jm 520

Again, Lemma (iii-b) ensures that

Im
ejmgxgzg<n0)

and the expected number of relevant points in H; is £2(1). The Chernoff bound of Lemma (a)
yields that P [H; N P # (] is Q(1). O
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It remains to bound the third quantity:
Claim 4.12. When 2 <o < 3/ Wo (%), P[H; N (P\ P.) = 0] = Q(1).

Proof. Every irrelevant point p; belongs to H; with probability @ (%J) The probability that H;
contains no irrelevant point is therefore at least

2

n—1
2

I o(2)
o o
J=Jm=+1
Lemma (i) and the fact that z; = 2o + © (roQ?) ensure that
1-Q (ﬁ) >1-Q (270) (-2 Q (@) e*jr"@(ﬂ;‘jz)
o o o

so the probability that H; contains no irrelevant point is at least

n—1
z 1 -re(4)
’y — H 1 — —e Im
J=im+1 Jm

Taking the logarithm, and using In(1 —t) > —2¢ for ¢ € [0, 1], we get

n—1

n—1 n-1 n—1
Clny = -9 i I (1_1ej2@<j%“>> <4 i e*fe(ﬁ) Sii(;ﬁ@(%)

Im T Im

-

J=jm+1 J=jm+1

and Lemma [4.1] (iii-a) yields 0 < —In~y < O(1). It follows that the probability that H; contains
no irrelevant point is at least e=©() = Q(1). O

Wrapping Up. We can now obtain our lower bound.

Proof of Theorem[I0. Lemma [£.4] and the preceding analysis ensure that the assumptions of
Theorem [2| (ii) are satisfied, and we thus have E [card CH(P)] = Q (min (n, hy/wy)). We treat
separately the three regimes.

If 0 < % then

n

1
card C =Q|min | n, | —5~ =Q(n
ceatcnr) =2 i (n (7)) ) =000

which is the first regime announced in Theorem (Note that the boundaries between the
regimes can be set up to a multiplicative constant.)

If 2 <o<ii/Wo (%) then

14 ov/In(n\/o)
ﬁ<ﬁ+1 )

E [card CH(P)] = Q
Y1n (n\/g)
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1

We simplify this expression by comparing o and \/ﬁ Specifically, if o < \/ﬁ then

1 vn (ny/o)
=0 —(——— and EfcardCH(P)|=Q [ Y—~———~=
( mw&) fcand CH(P)] ( N )

which is the second regime announced in Theorem

If i <o < Mo (1) = 0 (Vi) then ——ts = (o) and

E [card CH(P)] = Q (Uln(n\/‘;)> =0 ( In (nﬁ)) = Q( lnn)

g

If o > i Wo (%) =0 (\/lnn> then

E [card CH(P)] = Loy (%) 0 (Vinn

o+1

The lower bound is the same as in the case

\/11117 <o< % Wo (%2) Merging the two conditions

we obtain that

1
o> = E[card CH(P)| =Q (VInn
2 e = Eleard CH(P)] = @ (Vinn)
which is the third regime announced in Theorem O

5 Concluding remarks

5.1 Poisson distribution

Theorem [2]is established for a set of n independent elements. Except for some technicalities in the
presentation, nothing prevents making n a random variable to prove eg. analogs of Theorems
and [§] for Poisson distributions. (As this was not required for our application to smoothed
complexity analysis, we opted for a simpler presentation where n is fixed.)

5.2 Silhouette of Polytopes

Glisse, Lazard, Michel and Pouget [13] used the witness and collector approach to study the
expected size of the silhouette of a 3D random convex polytope defined as the convex hull of
a Poisson point process of intensity n on the unit sphere. The silhouette of the polytope from
a given viewpoint is the two dimensional convex hull of the projection of the points, thus the
problem reduces to the size of the convex hull of i.i.d. points in a disk for the distribution
corresponding to the projection of a Poisson point process. Glisse et al. analyzed the size of that
convex hull using a system of witnesses and collectors adapted to that distribution and proved
that the worst point of view yields a silhouette of expected size © (y/n).
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(a) Experimental results for the complexity of the
convex hull of a ¢£°° perturbation of amplitude ¢
of the regular n-gon inscribed in the unit circle.
Each data point corresponds to an average over
1000 experiments.

(b) Experimental results for the complexity of the
convex hull of a rounding of the regular n-gon in-
scribed in the unit circle on a grid of pixel size d.

Figure 3: Experimental results for the ¢*° perturbation and rounding.

5.3 (> Perturbation and Snap-Rounding

Systems of witnesses and collectors can be designed for perturbations that are uniform in the
ball for other metrics. In [1], denoting [J the unit square in 2D, we prove the following theorem:

Theorem 11. Let P* = {p; : 1 < i < n} be an (O (n),0(1))-sample of the unit circle in R?
and let P = {p; = p; + n;} where n1,m2,...,n, are random variables chosen independently from
Usay. For any fized k, and 6 € [n=2,1]

E {card?—[(’c)} -0 (n%(sf%)

As in the Euclidean case, the witnesses and collectors are parallel half planes, but the partition
of ranges must be adapted to cope with the lack of rotational symmetry. The angle «; of the
set of directions covered by R; is no longer constant and is much smaller when the ranges are
almost horizontal or vertical than when they are oblique. The bound of Theorem [11]is confirmed
experimentally (cf. the slopes of —% in the plots of Figure . Theorem implies that for

2

§ € [n72,1], S(n,Usn) is N (néé_g). It is also known to be O (("1%) 3), for all ranges of 4,

by the upper bound obtained by Damerow and Sohler for dominant points under ¢* noise [6].

Snap Rounding. Given a grid whose pixel have size §, rounding points with real coordinates
at the center of their pixel have some similarity with /> noise. Actually, for a single point, and
if the origin of the grid is random, the two processus are identical, but when several points are
involved things are different: clearly rounding creates collisions while noising separates identical
points. However for the regular n-gon, provided that § < % the two processes gives convex hulls
of similar size as confirmed by Figure

5.4 Delaunay Triangulation

Systems of witnesses and collectors can also be used to prove the following well known result of
Dwyer [11]:

Theorem 12 (Dwyer [11]). The expected complezity of the Delaunay triangulation of n random
points uniformly distributed in the unit ball B of dimension d is ©(n).
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In a preliminary version [9] we gave a proof, considerably simpler than Dwyer’s, of this result
up to logarithmic factors; these factors can be removed thanks to Theorem [2] using a system of
witnesses and collectors that we now outline.

The faces of dimension k of the Delaunay triangulation are hyperedges of size k 4+ 1 in the
hypergraph where the ranges are balls in R?. More precisely, given a set P of n points in general
position, k + 1 points define a face of the Delaunay triangulation DT (P) iff there exists a ball
with the k& 4+ 1 points on its boundary and no other points inside. Thus the hypergraph define
using the balls as ranges may be a strict superset of the Delaunay faces. Our proof splits the
ranges in three subsets and builds a system of witnesses and collectors for each these subsets.

Balls Centered Deep Inside B. Let r; = O ((fl) d) denote the radius of a ball completely

contained in B and expected to contain j points. We use a minimal covering of B with balls
of radius r; and keep the balls centered inside (1 —r; In?1n)B to define our first level witnesses
W}l. We define W as the ball concentric with W} with radius 7;, and C/ as the ball concentric
with W7 with radius r; + 2r1. We finally let R; be the set of balls centered in W;. This system
of witnesses and collectors verifies the hypotheses of Theorem |2 (i), and a constant fraction of
the first layer {(W}, C})}; verifies the hypotheses of Theorem [2] (ii). Altogether, they allow to

conclude that the number of Delaunay balls centered in (1 — 1 In*n)B is ©(n).

Balls Centered Near 9B. The Delaunay balls centered in an annulus of width 271 In? n around
OB can be counted easily since their number is sublinear. To this aim we can cover the above
annulus by collectors of diameter O(r; In? n) and use associated empty witnesses.

Balls Centered outside B. Balls centered outside B are a bit more delicate, since they can
have a large radius but, possibly, a small probability to be empty. A first remark is that ball
of infinite radius are half plane and are counted by Theorem Actually, the construction of
Theorem [3| can be adapted to count all balls of radii between « and 2« by using balls of radius
« to define the witnesses and balls of radii 2« for the collectors. Then it is possible to sum on
various values of & to cover all the possible radii. As a side result we get the expected size of the
a-shape of points uniformly distributed in B.
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A Large Perturbation and Rescaling for (Gaussian pertur-
bation

Lemma A.1. Let P* = {p},p5...,p.} be a set of points in R* with diameter 2r. Let P be the
set of p; = pi + n;, where n; ~ N(0,0%13) are independent, for ¢ > 3rvInn. Then, the expected

number of vertices of the convex hull of P is O (\/ In n)

Proof. We can suppose that P*is included in rB. We set up the Gaussian witness-collector

construction of Section with ¢ = In?n and the values of a, w; and 1
h; set as specified on the right. =g = © (m)
Every point p € P writes p = x;9; + y;ui; with x;,y; ~ N(0,0?) 7
and u;, ¥; € S, ¥ L #;. Thus, the probability for p to be 2

in W7 is upper-bounded by P[y; > h;] and is lower-bounded by| h; =7+ oy /W, (?—j)

Ply; > hy] P [|zi| < “5~]. It’s easy to see that P [|z;| < “5] is

lower-bounded from below by P [|z;| < 3%] (since r < o = 22), which is a constant.

Now, P [y; > h;] € [Q (@) ,Q(%)} so P ly; > hj] <Q< Wo (?j)) :@(%). As

2
o > 3rvinn > 2r/In(n2) > 2r/ Wy (n?) > 2ry | Wo <n2>’
J

woat F 2 b= e (%) - (52 4 %) 2 0 (2
w(E) "
using Lemma (ii) , as long as JT >
o ) -0 (2 (59) o
We obtain that for any p* € P*, P {
Condition (a’) therefore holds.

Since n > 3, a <
VW (32)

tan § < %, so the origin is not in Cf. Using Claim With p* at the origin the collector Cf is

") Now,
J

1 (which is true for n > 3 and j < In®n) we get that
%) using Equation @
eWw, } =0(L ),andsoE{card(PﬁWf)] = 0 (j).

< 7, tang < 0.5 and J>2}”T: WO( )>05 Thus,

included in the union of two half-spaces with height hj =hjcos g — Fsing > hjcos g — Tao,

_ ; 2 72 278
since sin(z) < x for z > 0.
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Now,

hjcos § = hj+ (cos § — 1)h;

since cosz — 1 > —122. Thus, we obtain h; > h; — ao.
Note that Q (?) Z Q (hj;T + Oé) = Q (hj(;T + hla—r)' Since h~j § hl; 7h10—r S 7 g and

=T

using Lemma (ii) (since ? > 1 for n > 3 and j < In’n), we get Q (?) =0 (L) by
Equation @
Thus, E {card (PﬁC’ij)} = O(j), and Theorem [2| (i) can be applied and we obtain

E [card H()] = E[card CH(P)] = O () = O (Vinn).
O

Corollary 13.

S (n,N(0,0%) =0 (hl(;l) VIn (no?) + \/R) :

g

Proof. Let P* be some point of diameter at most 1. Without loss of generality, we assume that
P* C B. We cover B with m” = © (1+ 2% ) disjoint cells of size r = 3\/‘;7 We break down P*
into P U Py U---U Py, by taking its intersection with each covering cells; we let P; denote
the perturbation of P and n;, = card P;. Every vertex of CH(P) is a vertex of some CH(F;),
and we can apply Lemma to bound the number of vertices of CH(P;) from above by v/Inn,;.
If m"” > 1, the sum is maximized with Vi,n; = -7, which bounds from above the number of

vertices of CH(P) by

m”O( 1n(n7,,)>:o(,}2 1n(m~2))=o(

using Equality . O

In(n)

o2

Tn (naz))
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