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Abstract

The Cloud evolves everyday to give better services like on-demand storage and on-demand compute resources. The increase of the demand of Cloud services raises environmental questions. The electricity consumed per year for running these services is more important than the annual electrical consumption of India.

There are studies proposing solutions to lower the power consumption of the data centers by consolidating the system and turning off some servers. These solutions focus on the Cloud to save energy and do not take the users into consideration.

The solution we propose to this energy problem is to offer the user a simple control to manage the energy impact of her application in the Cloud. Our study is focused on scientific data-intensive applications. She can choose between energy efficient and performance execution mode which results in more or less resource allocation in the Cloud for her application. Less resource allocation allows a better consolidation of the virtual machines, and favors the shutting down of more unused physical servers.

For the evaluation we deployed our solution on Grid’5000, a French platform for experimenting distributed systems. As benchmark we ran Montage, a workflow dealing with astronomic images of the space. The evaluation shows promising results in term of power consumption. The execution time of the workflow is longer in energy efficiency than in performance but the energy saved is worth it.

Our solution can thus provide trade-offs between energy and performance which are different than the one usually provided.
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1 Introduction

The Internet is now more than 40 years old and the demand is still growing every day. Plenty of web applications have appeared recently, like Google Doc, Youtube and they quickly became essential tools in our everyday life. Each of these applications consumes storage, network and computing resources and this is why, in the last decade, a lot of data centers flourished all around the world.

A growth in the number of data centers and thus in resources, implies a significant increase in power consumption. With climatic changes and how fast the Internet evolves, an important care should be taken about the energy data centers consume. Hopefully, there are researchers making studies on this energy consumption problem. They try to explain the trend of the energy consumption in data centers and to locate where the energy wastes are. They propose solutions to minimize these wastes with as little impact as possible on the performance of the client’s applications but, as explained in the state of the art section, these solutions remain complex to configure. Sometimes the user does not have any control of this configuration and sometimes there are too many complex parameters to control.

The internship subject is to define a new model which gives the ability to an ordinary user to choose how efficiently an application will be executed in terms of energy and performance. An easy-to-use knob is available to the user which allows her to adjust the execution from total energy saving to high performance execution. Thus the application can have a high performance run with an important consumption of energy, or it can have an energy-efficient run where the performance is not as high as it could be.

The execution mode selected by the user have an impact on the amount of resources allocated to her application. With an energy-efficient run, the virtual machine running the application has fewer resources and allows a better consolidation of the virtual machines. The consolidation improvement may increase the number of unused physical servers that can be shut down.

The duration of the internship did not allowed us to run complex experimentations. The experimentations presented at the end of the report are still preliminary works that should be improved before the oral presentation.

The rest of this report is organized as follows: Section 2 presents the state of the art in the domains of Cloud Computing, Data Management, Energy and Elasticity. In Section 3, we discuss our contribution to this research area. The system implementation we designed is explained in Section 4. Then, the result of our contribution is shown in the experimentation described in Section 5. Finally, Section 6 concludes.
2 State of the Art

This section presents the state of the art in the domains of Cloud Computing, Data Management and Elasticity with an important glance on Energy. It contains a review of the ideas and the tools presented in the papers that were read for the bibliography and presents the ones that are essential to properly realize the internship.

2.1 Review of Available Cloud Infrastructures

The word *Cloud* is new if we don’t talk about the ones in the sky. By *Cloud*, we mean *Cloud computing* and there exist different definitions of this word. In this section we start with a presentation of local servers and we explain what a *flash crowd* is. Then we define Cloud computing and explain why we need the Cloud today. Afterwards we present an example where the use of Cloud is essential. Finally, we introduce the notion of virtualization.

2.1.1 One Need Behind Cloud Computing’s rise: Handling Flash Crowds

Before Cloud was invented, web applications were hosted on local servers. The application runs on a server with a fixed amount of resources depending on the application needs. When the application popularity increases, the number of users accessing this application also increases causing unanticipated use of the network and computing resources present on the server. This large crowd peak caused by the popularity of the application is called *flash crowd*. In the best cases the server is slowed down by the load but sometimes the server completely crashes and the clients lose access to the service. An immediate solution is to add another local server on which the same application is running. This solution quickly becomes unmanageable for the user because the second server may not be enough to support the load and the server will be useless after the peak of visits [14, 15].

2.1.2 Cloud Computing Definition

This new term, *Cloud computing*, is a computing terminology that defines the fact of using many servers all together to run one or more applications on it. A Cloud is made of computing resources (e.g., networks, servers, storage, applications, and services) that are available on-demand through network accesses. The users can request access over the Internet for computing resources to run their applications [22]. The regular pricing model is the pay-as-you-go model. The users only pay for the amount of resource that is used. As an example, Dropbox is a service running in the Cloud with an important use of storage resources and network resources. However, its need for computing resources is less important than the storage and the network resources.

There are different levels of services in a Cloud [20]:

**IaaS** (*Infrastructure as a Service*) is the lowest level where the consumer requests for computing resources such as processing, network or storage resources. Amazon Web Services provides one of the most popular IaaS, Amazon EC2 [1]. It allows users to rent virtual computers on which to run their own computer applications.
**PaaS** (*Platform as a Service*) is the middle level often used by developers because it provides a programming and execution environment. Google’s App Engine [4], is a PaaS where the developers develop and deploy their applications.

**SaaS** (*Software as a Service*) is the highest level of a Cloud. The client directly communicates with a software running in the Cloud. Google Docs is an example of SaaS where the clients use it as an on-line text editor without knowing the platform or the infrastructure used in background.

### 2.1.3 Cloud Solutions Against Flash Crowd

As an illustrating example, we take a website that stores pictures during a specific amount of time. Anyone can upload a picture to the platform and receives a link when the upload is done. The link points to the picture and can be shared freely. When the deadline is reached, the picture is automatically removed and the link becomes dead.

If it is running on a local server, when a flash crowd occurs, a large number of picture uploads will happen and the storage will be too small if it is not designed to support it. A large variety of Cloud solutions exist that allow web applications to support flash crowds with a cost depending on the load.

In our example, a good solution would be to use Amazon S3 [2] that offers a resizable Cloud storage with a pay-as-you-go pricing. When a flash crowd occurs, Amazon S3 automatically scales up the storage space according to the price the application owner agreed to pay. If the account doesn’t have enough money, Amazon S3 will scale up the storage space as much as it can but when the maximum is reached, the application may fail because it cannot find any place to save the upcoming pictures.

With compute-intensive applications or maybe because we want to leave the local server design, a good solution is Amazon EC2 [1]. The user can rent a Virtual Machine (VM) with variable resources. The term *outsourcing* defines the action of using this kind of external resources. Virtualization is presented in the next paragraph.

### 2.1.4 Introduction to Virtualization

In an IaaS, physical resources are shared between many virtual computers that any user can rent. When a user rents a virtual computer, he can install an Operating System (OS) from a list provided by the Cloud provider. This kind of virtual computers are usually called Virtual Machines (VM) and from the Cloud provider point of view, they are simple files that can be manipulated like any other files: creation, deletion, edit and move. The VM file is called an *image*. From the VM point of view, its resources, such as RAM, disks, network bandwidth are virtual resources because they can be changed at any time. In our pictures hosting example, if the need for storage increases, the client can ask the VM controller to allocate more hard drive space to the VM.

In [11], D. Cerbelaud et al. present four platforms to manage VMs: ECP, Eucalyptus, OpenNebula and oVirt. These platforms have similar features, such as storing the VM images, uploading the images to hosts, and different implementations for each feature. Some platforms also have additional features. For example, some of them give the ability to choose the VM host and to take snapshots in order to recover a stable state when an error occurs. An important feature that only
OpenNebula supports among these four solutions is live-migration. The live-migration feature is the action of moving a VM during its execution from one host to another. The migration implies a short time (about a few seconds) when the VM is unavailable until the last few pages are transferred to the new host. OpenNebula also provides a monitoring feature that allows the hypervisor to know the amount of CPU used, the amount of reserved and used memory, the network traffic, etc.

Virtualization gives to the developer the ability to configure its VM with more resources as well as to duplicate the VM. Duplicating the VM allows to balance the load of an application on as many instances as required by the demand. Thus, the application level will need a tool to fairly distribute the load over the VMs: a load-balancer. With a load balancer the client appears to communicate with a single host. In the server side, it assigns the client to a specific VM depending on their current load [15]. This system has its limitations. It takes about 1 minute to scale up (ability to redirect to a newly created host) and when scaling down it must wait for all client sessions to terminate. Despite its ability to handle host failures, if it is the load balancer that fails, the system experiences total failure.

Despite the myriad of existing Cloud solutions, each of these solutions offers to the user different features. This bibliographical study allows us to determine which of these features we are going to use. We are mainly interested in live-migrations and energy monitoring. These platforms are proven tools that give us the foundation for our future work. Features like live-migration and system information such as CPU usage are essential for our study.

2.2 Energy Consumption in Data Centers

In [19], the authors present the evolution of the electricity used per server from 2000 to 2010. From 2000 to 2005, there was a doubling in power used but after 2005, this trend began to slow. The reasons are 2008 and 2009 financial crisis, the expanding of virtualized systems and the arrival of power management which reduces the electricity consumption. It is estimated that data center servers currently consume about 0.5% of the total electricity consumption in the world and the percentage will be quadruple by 2020 if the current demand continues to go on [26].

2.2.1 Zoom on Wasted Energy

A.-C. Orgerie et al. present in their survey [23] a list of the origins of wasted energy in data centers, such as cooling, high frequency CPUs and unused servers. Hereafter we expose a few solutions from this paper to minimize these wastes.

At the data center level, cooling is an important energy consumer and its operation consumes almost half of a center’s total energy. Google built an innovative free cooling data center in Hamina, Finland. It uses the cold water from the sea to cool the servers down and then keeps the warm water outside until it reaches the temperature of the sea in order to cause no impact on the environment.

At the server level, when we take a close look at a server, we can see that an important amount of energy is used by the CPUs, at each disk access and sometimes because of unused USB ports. Many solutions exist, like scaling the voltage and the frequency of the CPUs (DVFS) and reducing disk accesses with a smart use of the memory. A correct BIOS configuration of the servers as well
as turning the servers into sleep mode after not being used for a specific amount of time can have a significant impact on the total energy consumption.

The authors of [23] also show that, on average, a farm of servers contains about 10% of unused servers. The reason can be an unvisited website with its VM living all alone on a server. The server is said to be in an idle state. When the server is not loaded with a user application, an important amount of energy is consumed to maintain the OS and the hardware peripherals such as disks, memory, motherboard, PCI slots, and fans. The authors in [16] reported that today’s servers consume up to 50% of their peak power when idle. This kind of consumed energy represents the static energy consumption of the server. Their idea is to use live-migration in order to concentrate as much as possible VMs on a single host and then to turn off the empty ones. It is on this specific problem we want to concentrate our work. Section 2.4 presents few already existing solutions against this waste of energy.

2.2.2 Virtualization and Energy Consumption

A system using virtualization has an additional software layer responsible for the allocation of the available physical resources to each VM. Original systems do not have this layer because there is a single OS per machine and because it is running alone on the server, it has access to all the resources. At first glance, the original system solution seems to consume less energy but how efficiently is it consumed? In our picture hosting website, when nobody is using it, the application does not use any of the server’s resources. At this stage, the server’s performance is very low. Then when the traffic increases, the server’s performance also increases but probably not even to 100% performance because of unused resources. These unused resources could be used by another application. Virtualization allows the system to run more than 1 OS per server and thus 2 applications (2 VMs) using 50% of the total resources of a server can run side by side on the same machine. Even if the software layer consumes a fraction of energy, the server runs with 2 applications on it at its maximum performance because all the resources are used. Equivalently, the original system solution would run 2 servers at 50% performance each which implies a double in static energy consumption and an important amount of unused resources on both server.

The amount of resources an application needs varies constantly, thus varying the general performance of a server. In our example with 2 applications living side by side, if one needs more resources they won’t be available instantly because the server already has 100% of its resources used. A reconfiguration must be computed to allocate the VM executing the application to another server with enough available resources. The reconfiguration takes time and energy. When the VM moves, it takes network traffic energy, storage energy and computation energy. In some cases, the consumer agrees to have a little performance degradation, for example by exceeding the deadline of its application. This agreement allows the reconfiguration to be performed in order to save a maximum of energy.

A reconfiguration often implies a live VM migration. Doing a migration has different costs (e.g. energy cost, time cost, resource cost) that can be minimized if done in a smart and efficient way. H. Liu et al. present in [21] a live migration model relying on the principle of dirty pages. Rather than shutting down the VM, do the transfer and then restart the VM in another server, their model splits the VM into pages and transfers the fixed parts to the other server while the VM is still running. When the only parts left are parts containing memory constantly changed by
an application, the VM is stopped and the remaining parts are transferred. It is only now that the service is suspended for a short time slice (so short that it is sometimes neglected). When all pages are in the new server, the VM is launched from its previous state. Indeed, the memory is also copied during the migration thus the VM does not reboot but simply continues its execution as if nothing had happened. An energy consumption prediction model of live VM migration allows determination whether the energy savings are greater than the energy cost. They show that their model leads to significant gains both in term of migration latency and energy savings.

A performance and energy consumption analysis tool for Cloud systems called StressCloud is presented by F. Chen et al. in [13]. This tool can collect performance information and energy consumption information of Cloud systems. Their experimental results reveal interesting behaviors. Firstly, the energy consumption of computation-intensive applications increases dramatically when CPU usage increases. However, the energy consumption of a memory-intensive application remains stable when the memory usage increases. Secondly, they show that parallelization is a good practice to save energy and time but parallelizing an application in too many tasks can make it worse. Finally, separating computation-intensive, data-intensive and communication-intensive tasks into different VMs rather than mixing them together into the same number of VMs is more efficient in two ways. It is more energy-efficient because having the same kind of tasks grouped together implies less information exchanged between VMs. It also gives a higher throughput because the application executes faster thanks to the reduction of information exchanged. Their analytical results can be used for the design of an application running in the Cloud in order to maximize performance and minimize energy usage.

There are plenty of possible optimizations to save energy. However, they are complex and often executed in a dynamic way by the IaaS with no consideration to the users needs.

2.3 Data Challenges in the Cloud

Applications running in the Cloud sometimes need a lot of data input and generate important amounts of data. Here, we are facing different data challenges: data storage, data processing, data movement and data management. An application generating a large amount of data implies a storage space adapted to this data generation and also a data movement system to transfer it. Each application uses and produces data differently. In our study we focus on scientific applications that are data-intensive workflows. Compared to other applications, scientific applications can process dozens of gigabytes of data, compare data with results from previous executions and have a large data output size.

2.3.1 The Way it is Implemented

When designing an application, the developer needs to take into consideration the wide variety of tools available in the Cloud. Its application may be designed as a centralized system with one single large application with large amounts of data or as a distributed system with large number of applications each with a small data footprint. An example of data implementation in a centralized system is to use Key-Value stores such as Bigtable [12]. Relational database technology will allow applications to scale out to petabytes of data, a much more economic solution than expensive commercial solutions [10]. From a higher point of view, the use of Amazon EC2 and Amazon S3 is
a good combination. The data is stored in Amazon S3 buckets and the computations are done on Amazon EC2 instances. All processes are sharing together these buckets and can transfer data to the Cloud and from the Cloud.

### 2.3.2 Energy-Efficient Data Management

In their paper [24], C. Szabo et al. propose a framework for task allocation that considers data transfer and execution time. Their approach is based on the locality of tasks in a Cloud and the order on which they are executed. Processes execute on Amazon EC2 instances and generate their output on Amazon S3 buckets if it is needed by another process. Thus, another process can use the output present in a bucket if its computation depends on previously generated output. The aim is to minimize the data transferred between tasks and also the execution runtime by moving the execution close to the data and by a smart parallelization of the tasks. The data is dispatched in different sites, this is why the system assigns each task to the site that has most of its input files (locality-aware). This approach performs well for computationally-intensive workflows but is mainly efficient for data-intensive workflows. To facilitate data locality they only transfer data products to the S3 storage when needed by child tasks running on other EC2 Cloud instances. They achieve a significant improvement in data transferred and the ordering of tasks allows a reduction in runtime.

Moving the execution close to the data can make important improvements in data transferred, in runtime and thus in energy consumption. However it is not always better to move the execution as shown in [17]. In the case of a data-intensive application, previous results have shown that it is better to move the execution close to the data in order to have a minimum of data transferred. In the case of a computation-intensive application, there isn’t any improvement when moving the execution because the data size is negligible compared to the computation. Always moving the execution to the data is not a good practice because it depends on the type of the application we want to make more energy-efficient.

D. Ghoshal et al. [17] pointed out this fact while testing FRIEDA. It is a framework developed at the Lawrence Berkeley National Laboratory, California. It is currently maintained by Devarshi Ghoshal, a Postdoctoral researcher in the Data Science and Technology group. FRIEDA is a tool to manage data transfers from the Cloud and to the Cloud and to automatically configure the storage system and the VMs in order to respond to the applications’ needs. It provides data locality to an application at run-time in a transparent way by managing data transfers to the Cloud and from the Cloud. It separates the execution mechanism into two levels: data control and execution phases. FRIEDA contains 3 components: the controller, the master and the workers. The execution lifetime starts with a data transfer and when it is done the process execution starts. They have different ways to partition data: no partitioning, pre-partitioning and real-time partitioning. Pre-partitioning is used when the needed data is pre-determined allowing each node to have the data it needs for its computation thus saving on data movement costs. The real-time scheme is used when each computation is not identical or when additional resources might become available during the execution. The results show an important speedup when using parallelization and that the decision of moving the data to the task and vice versa depends on the type of application: data-intensive or computation-intensive.

The management of data in Cloud environments can significantly affect energy consumption.
This aspect has to be taken into consideration if we want to reduce the consumption of an application or a Cloud infrastructure.

2.4 Flexible Usage at the Expense of Higher Energy Consumption

2.4.1 Introduction to Elasticity

N. R. Herbst et al. proposed a definition of elasticity in [18]:

_Elasticity is the degree to which a system is able to adapt to workload changes by provisioning and deprovisioning resources in an autonomic manner, such that at each point in time the available resources match the current demand as closely as possible._

An elastic system is able to allocate more resources, automatically or not, to an application in an underprovisioned state. If the application is overprovisioned, the system frees the resources in order for the application to meet an optimal state. These actions are named _scaling up_ and _scaling down_ and the time it takes to execute and how precisely represents the efficiency of the elastic system.

Two kinds of elasticity are presented in [25]: _vertical elasticity_ and _horizontal elasticity_. Vertical elasticity dynamically changes the hardware allocation of a running VM. It is typically the action of adding CPU and RAM. Horizontal elasticity doesn’t act in the hardware but in the number of allocated VMs to a specific service. The application is running in parallel in a varying number of VMs. A last feature used for elasticity is DVFS. DVFS means Dynamic Voltage and Frequency Scaling and corresponds to the action of dynamically changing the voltage and the frequency of a CPU depending on the current load of an application running on it. It allows another dimension to power management. It is also possible to turn on and off individual cores. This feature is called VOVO for Vary-On/Vary-Off.

2.4.2 Resource Monitoring Systems

S. Tesfatsion et al. present in [25] a system that combines horizontal and vertical scaling and CPU frequency changing to improve energy efficiency. Their system model takes as inputs the
CPU frequency, the number of VMs and the number of cores and gives real-time measurements of the power usage and the performance of the system. The system is able to adapt the available resources depending on the need of an application. An optimal configuration is automatically made to minimize energy consumption while meeting the performance target. A manual edit of the configuration is hopefully available. It can be used to remove large oscillations in the resource allocations.

Their model equation takes 3 configurable constants: $\alpha$, $\beta$, $\gamma$. As shown in Figure 1 the controller of the system adjusts the configuration in a control loop that compares the current state of the system and the reference signal which is the image of the target performance. In its calculation for the new configuration, it uses these 3 parameters. The $\alpha$ constant represents the weight for energy saving and $\beta$ is the weight for guaranteeing application performance. The last constant $\gamma$ controls the stability of the system. By varying the parameter $\alpha$ the system reacts more or less aggressively to minimize energy consumption. With $\beta$, it focuses on performance and thus respond more quickly to performance deviation. With only $\alpha$ and $\beta$ a problem of oscillation may occur. Indeed, minimizing energy consumption ($\alpha$ value near 1.0) causes the system to react aggressively and reconfigurations happen too often. The $\gamma$ parameter allows to accomplish the optimization in a stable manner. It defines how fast the system should react in order to avoid oscillations.

### 2.4.3 Elasticity to Save Energy

In the previous section, we have seen how to monitor a system thanks to a control loop that does reconfigurations depending on three parameters and few words have already been said about saving energy, such as DVFS and VOVO [25].

EARH, for Energy-Aware Rolling-Horizon, is an algorithm made by X. Zhu et al. [26]. This algorithm does a real-time energy-efficient task scheduling by dynamically starting hosts, closing hosts, creating VMs, canceling VMs and migrating VMs according to the system workload. A model calculates the energy consumption for each task $t_i$ and is also able to calculate the energy consumption of a host $h_k$ depending on the states of the VMs $v_{jk}$ it owns. Each host contains running VMs and VMs in an idle state. An optimization it uses to save energy is the migration of the running VMs to another host in order to empty a host from VMs which are not in an idle state. The idle hosts can be shut down, which further reduces the total energy consumption. Another optimization is to consolidate the current VMs to make room for creating new VMs on it when the task count increases.

The authors of [16] designed a sophisticated model for elastic systems which handles dependencies between tasks and the deadline of each task. Their idea is to represent the workflow in a graph of tasks $G_a$ where the vertices are the tasks $T^a_i$ and the edges the dependencies between tasks $W_{i,j}^a$. Each dependency contains a weight representing the amount of data that needs to be transferred from $T^a_i$ to $T^a_j$.

The tasks have a deadline called Worst-Case Execution Time (WCET). If the deadline is aggressive, the system will allocate more VMs to the workflow $G_a$ and if the deadline is too tight, the request will be rejected or dropped during the scheduling because the system is not able to execute it on time. An admission control is executed in two passes. First, the system tries to schedule the tasks in $G_a$ depending on their deadlines with infinite resources. If it is impossible to schedule, the workflow is rejected. Second, during scheduling, constrained resources by other applications may
cause exceeded deadlines. If deadlines are not met too often, the workflow is also rejected.

In their paper, Y. Gao et al. bring a new feature in the energy saving quest. Each server has an optimal utilization level named $Opt_x$ which is around 0.7. It means that over 70% of CPU usage, the CPU consumption is no longer linear and consumes a lot more. The system tries not to exceed this value during the scheduling operation to minimize the total energy consumed by the data center. A trade-off is made between energy efficiency and dropped requests. When properly configured it allows to improve the energy consumption costs from 16% to 23% depending on the number of users to serve.

Smart elastic reconfigurations allow data centers to save energy but require as compensation complex models with many parameters which are difficult to automatically configure according to applications. This is why the Cloud user is rarely involved in the elastic reconfiguration decision making and when involved the user is unable to consider its application performance because the infrastructure does not provide other elements.
3 Our contribution: A User Controlled System for Green Cloud Computing

3.1 Motivation

Our goal is to minimize the electrical consumption that exists in the Cloud. In the state of the art, it has been seen that various studies and works contribute to the saving of energy in the Cloud by turning off the hosts when they are empty. Turning off as many hosts as possible allows to significantly reduce the energy consumed as static consumption is high. The difficulty is that it is impossible to power off a host while there are remaining VMs running on it. A solution is to consolidate the workload in order to concentrate all the VMs on as few hosts as possible. The consolidation can empty few hosts. Thus, the empty hosts can be turned off and the saving of energy becomes possible.

A Virtual Machine is often called an instance. When creating an instance in the Cloud, a flavor has to be selected. A flavor corresponds to the hardware configuration of the instance. A list of flavors is presented in Figure 2. As for example, the medium flavor has 2 CPUs, 4 GB of RAM and 40 GB of HDD. The flavor selection is made depending on the amount of resources the application needs. If the application needs 1 CPU, 2 GB of RAM and 10 GB of HDD, the small flavor is chosen. The selected flavor defines the size of the instance on the host. An instance with a flavor that requires a lot of resources makes the consolidation more difficult to perform than with smaller instances as hosts capacity is limited.

A Virtual Machine is often called an instance. When creating an instance in the Cloud, a flavor has to be selected. A flavor corresponds to the hardware configuration of the instance. A list of flavors is presented in Figure 2. As for example, the medium flavor has 2 CPUs, 4 GB of RAM and 40 GB of HDD. The flavor selection is made depending on the amount of resources the application needs. If the application needs 1 CPU, 2 GB of RAM and 10 GB of HDD, the small flavor is chosen. The selected flavor defines the size of the instance on the host. An instance with a flavor that requires a lot of resources makes the consolidation more difficult to perform than with smaller instances as hosts capacity is limited.

Solutions dealing with the saving of energy have been presented in the first section. They optimize the instances distribution to be able to turn off as many hosts as possible and also consolidate the system to avoid turning on a new one. The reconfiguration of a system is made in an automatic way and can be costly if oscillations occur during the reconfiguration. In the existing systems, none of them consider the user as a main lever to save energy. Sometimes the user does not have any control over the system execution and when the user has a way to adjust a few parameters she does not feel comfortable to control them because they are too complex to use.

Our objective is to design a system where the user can make a trade-off between energy efficiency and performance. We choose to provide a simple control on this trade-off with 3 possible values: energy efficiency, normal execution and performance. The system takes into account this trade-off during the flavor selection management. First, the system selects the best suitable flavor depending on the user application needs. It corresponds to normal execution. Then, if the user chooses an energy efficient run or a performance run, the system selects the flavor type just under or above the best suitable flavor. Figure 3 illustrates this selection mechanism for the possible options. Each black zero corresponds to the best suitable flavor for the current application. The green −1 and the red +1 are respectively the energy efficient and the performance flavor choices.
The application the user wants to execute on the Cloud has to be uploaded to the system. As specified in the state of the art, we focus our work on data-intensive scientific applications and so, the system is optimized for this kind of applications. In our case these applications are called workflows because they are composed of different steps with data flow between steps. As an example of workflow, it can be an astronomic application dealing with a large number of images of space. An important data flow rate exists in and out of the workflow and these data transfers need to be handled by an application focusing on this data problem in order to be efficient. This application is introduced in Section 4.1.2.

A step of the workflow corresponds to a part of the workflow that runs alone on a single instance. Steps may run in parallel or in sequence depending on the workflow design. Each step has specific needs for resources in terms of CPU, RAM and HDD. Figure 4 depicts a simple example of workflow that has 2 steps running in parallel and then a final step which is executed when the 2 first ones are terminated. As shown in the example, the required resources can be different between steps. The flavor selection presented just above applies for each step of the workflow. Thus, an energy efficient execution mode implies all steps to run on an instance with a flavor just under the best suitable one. The same applies for a performance mode, the flavor just above the best suitable one would be chosen.

So, the user sends her workflow and the execution mode she selected. The energy efficient execution mode allows the controller to allocate less resources than planned to each step of the workflow. It can result in a longer execution time but in return, it allows to have more remaining free resources on the host. If the performance mode is chosen, more resources than needed are allocated to the workflow. It can speedup the execution time but takes more room on the hosts.
A user that accepts to lose a bit of performance is important in this system. The saving of energy is focused on the act of turning off the hosts. If a user agrees to have less resources for her workflow, it means that one or more workflows can probably run beside the first one on the same host. Indeed the workflow takes longer to execute but, is the energy consumed by the exceed execution time worth the static energy of a new host? If we keep in mind that other workflows run beside our workflow, taking longer to execute may not be a problem. The static energy can be divided by the number of users currently using the host. The more users there are, the less static energy is consumed per user. Experiments in the next section will show the amount of static energy consumed by a host and the importance of turning them off.

On the other side, someone who chooses performance can have an execution time faster than originally intended. But her workflow will take more resources on the hosts and may require turning on new hosts to respond to the workflow’s demand. In addition, some resources may be useless in case of low parallelism. In result, the total energy consumed by the Cloud is more important because of the static energy of the new hosts that had to be turned on.

More than green awareness, we need an incentive mechanism to motivate the user to turn green. An idea would be to establish a pricing system depending on the user’s choice. This system would give the user the opportunity to pay less if she chooses to run the workflow in an energy efficient mode and to pay more if the performance mode is chosen. The additional price would correspond to a kind of carbon tax. In normal execution mode, the price would be the usual one. The study of incentive mechanisms and pricing models is out of the scope of our work. Our contribution is focused on giving the user an easy-to-use way to adjust the execution of her application in the Cloud. This parameter can be represented as a knob similar to the one presented in Figure 5 that moves from energy efficiency to performance.

![Figure 5: Knob to select the execution mode](image)

### 3.2 Architecture Overview

#### 3.2.1 General Cloud Architecture

We designed the architecture of our system in layers as shown in Figure 6. The layer at the very bottom represents the physical machines which we call hosts. The Infrastructure-as-a-Service layer is the program that manages the Cloud. It has a panel of available hosts where the VMs are executed. It receives commands from the above layers like instance creation or deletion and can retrieve information about the hosts and instances states. On each host a hypervisor program is running and has direct access to the hardware in order to provide the memory management and the CPU scheduling of all VMs. Thus this hypervisor layer is responsible for the management of the VMs on a host. It handles the creation of the instances and also their execution. The application management service is one we built from scratch. It is the user entry point. The user is asked to upload the workflow she wants to execute and also the chosen execution mode. Then the system
selects the flavor that will be used at each step of the workflow depending on the required resources and the selected execution mode. When the flavors are defined, the program requests the IaaS layer to give the amount of available resources on each host. For each instance to create, an algorithm searches for the best suitable host where to create the instance. The selection is made in order to avoid turning on a host and thus consolidate the system as much as possible. This algorithm is explained in more detail in the next section.

The last component is the data-management service. This service is responsible for all data transfers and for preparing the instances for the workflow execution. Assuming that the two first steps of the workflow presented in Figure 4 need input data incoming from an external storage system, this service takes care of the preparation of the storage system. This layer handles the preparation of the input data by mounting the storage system if provided or by doing the data transfers. In the workflow example, the first step with two parallel components generates output files that are going to be used as input of the step B. It is also handled by the data-management service. If an output location is provided, the program automatically transfers the data to this location.

3.2.2 Host Selection

We have seen in Section 3.1 how to select the flavor that will be used for the instance creation. Now we need to find which host is the most appropriate for running the instance. Our main goal is to turn off as many hosts as possible and thus we would like to avoid turning on a new one. The idea is to find a host that has just enough free resources for our new instance. This way the hosts will be filled as much as possible before turning on a new one.

In order to properly understand the problem, we designed a 3 axes graphic as shown in Figure 7. Each step of the axes corresponds to how many resources the tiny flavor needs. Thus, one step on the CPU axis corresponds to 1 CPU, 521MB on the RAM axis and 5GB on the disk axis. The triangle filled with the blue color represents the VM we want to instantiate. The size of the
triangle corresponds to the resources the instance needs. In this case, it needs $2 \times CPU$, $2 \times RAM$ and $3 \times Disk$. The other triangles are the available hosts. Each triangle represents the available resources on the corresponding host. For example, Host 1 represented in red color has $2 \times CPU$, $2 \times RAM$ and $6 \times Disk$ available.

![Radar diagram for the host selection](image)

Figure 7: Radar diagram for the host selection

To implement an algorithm that finds the best suitable host we need to define what we call the delta value. It corresponds to the difference between the available resources on the hosts and the needed resources by the instance. The calculation of this delta value is defined in Equations 1 – 4. If any of the delta values are negative ($\Delta_{cpu}$, $\Delta_{ram}$ or $\Delta_{disk}$), it means that the current host does not have enough resources for the instance. This host can not be selected for the instance creation. If the general delta value is positive, the current host can instantiate the instance and will have remaining free resources after the creation. When the delta value is equal to zero, the host will be completely full after the creation. This case is a perfect match because all the host resources are allocated.
\[ \Delta_{cpu} = available_{cpu} - needed_{cpu} \]  
\[ \Delta_{ram} = available_{ram} - needed_{ram} \]  
\[ \Delta_{disk} = available_{disk} - needed_{disk} \]  
\[ \Delta = \Delta_{cpu} + \Delta_{ram} + \Delta_{disk} \]

The hosts configuration presented in Figure 7 is particularly interesting. Indeed, if we create the instance on any of these 4 hosts, the delta value is always equal to 3. It means that the amount of free remaining resources after the instance creation on any of these hosts would be equal to 3. As for instance, the host 3 has 3 available CPUs, 3 available RAMs and 4 available Disks. Compared to the blue triangle, there is a difference of 1 step for each axis, so a total of 3.

In this specific case, which host is the best suitable? To answer this question we defined what we call the number of delta to zero value. This value is the number of axis that has its delta value equal to zero. The pseudo-code to calculate this value is presented in Algorithm 1. For the host 1, \( \Delta_{cpu} \) and \( \Delta_{ram} \) are equal to zero, thus the number of delta to zero is 2. A host that has only one axis filled like the host 2 and the host 4 (\( \Delta_{disk} \)) would not be the best choice because it makes the creation of another instance impossible and the remaining free resources are more important. Host 1 is the choice where the host is the most filled. This is why we choose to select the host that has the most number of delta to zero.

Algorithm 1 Calculation of number of delta to zero

```
function calculate_nb_delta_to_zero(host)
    nb_delta_to_zero ← 0
    for all axis in host do
        if \( \Delta_{axis} = 0 \) then
            nb_delta_to_zero ← nb_delta_to_zero + 1
        end if
    end for
    return nb_delta_to_zero
end function
```

Algorithm 2 presents the pseudo-code function searching for the best suitable host. If the algorithm does not find any suitable hosts, it tries to find a host in the list of hosts that are turned off. In this list, the algorithm takes the first host that has enough resources for the instance to create. The selected host is then turned on in order to create the instance on this one. If many hosts are found as suitable for the given flavor, the algorithm calculates the delta value of each host and execute the function introduced in Algorithm 1. Next it selects the host with the lowest delta value and the highest number of delta to zero. This host is then returned and the instance will be created on it.
Algorithm 2 Search the best suitable host for the flavor in parameter

function FIND_BEST_SUITABLE_HOST(flavor)
    turned_on_hosts ← GET_ALL_TURNED_ON_HOSTS()
    possible_hosts ← REMOVE_HOSTS_WITHOUT_ENOUGH_RESOURCES(turned_on_hosts)
    if possible_hosts is empty then
        ▷ Search a suitable host in the list of turned off hosts
        turned_off_hosts ← GET_ALL_TURNED_OFF_HOSTS()
        host_to_turn_on ← FIND_FIRST_HOST_WITH_ENOUGH_RESOURCES(turned_off_hosts)
        if host_to_turn_on is empty then
            ▷ Error: not enough resource in the Cloud
            return None
        else
            TURN_ON(host_to_turn_on)
            return host_to_turn_on
        end if
    else
        ▷ Select best suitable host in the list of possible hosts
        for all host in possible_hosts do
            for all axis in host do
                delta ← CALCULATE_Δ(axis, flavor)
                SAVE_Δ(host, delta)
            end for
            nb_delta_to_zero ← CALCULATE_NB_Δ_TO_ZERO(host)
            SAVE_NB_Δ_TO_ZERO(host, nb_delta_to_zero)
        end for
        best_hosts ← GET_HOSTS_WITH_MIN_Δ(possible_hosts)
        host_to_return ← GET_HOST_WITH_MAX_NB_Δ_TO_ZERO(best_hosts)
        return host_to_return
    end if
end function

3.2.3 Hosts Power Optimization

So far the benefits in energy is only seen from the user point of view thanks to the knob that controls
the execution mode. The selected execution mode has an impact on the flavor selection and thus
in the host selection. The Cloud can benefit from this consolidation to do energy optimization.

Figure 8 presents the power consumption of a host in different states. At the beginning the host
is turned off and starts turning on at time 40. When turned on at time 190, there is an idle stage
where the host is not used and finally the power consumption when all CPUs are used at 100%. A
fully-loaded host is considered as used at 100%. By comparing the power consumption when
fully-loaded with the other stages, we realize that the idle stage is 45% of the maximum power
consumption. This energy is consumed while the host does nothing. A turned off host is only 4%
of the maximum power consumption. Thus we want to avoid as much as possible the idle state and
turn off the hosts when it is possible.

The host selection allows to avoid turning on a new host but does not provide a solution to
turn off idle hosts. An algorithm responding to this problem has been designed. Each time a
host selection is made and each time a workflow step terminates, a routine goes through all hosts to check the amount of resources currently used on each of them. If there exists hosts with no resources currently used, it means these hosts are empty. All hosts detected as empty are then turned off.

Figure 8: Power consumption stages of a host turned off, turning on, in idle state and fully-loaded

In this section we presented our solution which is to give the user a way to run her workflow on smaller VMs. Using small VMs allows a better consolidation in the Cloud and also avoids to turn on many hosts. Our bet is that fewer turned on hosts implies a lower general power consumption. In the next section we talk about the implementation of our solution.
4 System Implementation

Figure 9 presents the tools we used for the implementation of the system architecture introduced in the Figure 6. For the IaaS layer, we selected OpenStack because it is an open-source tool well documented that responds to our needs. It is presented in detail in Section 4.1.1. For time saving we chose Xen for the hypervisor layer because it is the one that was already used by the OpenStack installation script. We selected FRIEDA [17] as the data-management application because it has all the features we need for this task. This tool is developed in California, at the Lawrence Berkeley National Laboratory, by a team affiliated with the MYRIADS team. This link between the teams, in addition that FRIEDA suits our needs, motivated the choice to use it. This tool is presented in Section 4.1.2. Finally, in the Application layer, the GreenerBar program is the core of our system. It is the user entry point and also where the workflow scheduling is made in an energy efficient way. The whole source code has been written in this application and is detailed in Section 4.2.

Figure 9: Implementation of the general cloud architecture
4.1 Tools

4.1.1 OpenStack

OpenStack is the Cloud computing platform solution used for the IaaS layer. This tool is free to use and open-source. OpenStack has a modular architecture with various code names for its components. There is the compute component, named *Nova*, which is the main part of the IaaS system. It handles the Cloud computing fabric controller, supporting a wide variety of virtualization technologies, including the one we use, *Xen*. *Horizon* is the dashboard component. It provides to the users a graphical Web interface to access, provision, and automate cloud-based resources. The image component, called *Glance*, provides a delivery service for disk images. A disk image contains the Operating System to install on a newly created instance. *Glance* has a list of predefined images and can retrieve on-demand a link pointing to a specific image we want to install on an instance. The telemetry component, *Ceilometer*, allows the access to a panel of counters like the amount of CPU used each second by each instance. It is usually used as a billing system but in our case it has been used to present the result of the experiments.

4.1.2 FRIEDA

FRIEDA manages data transfers from and to the Cloud and automatically configures the execution to use the storage system and the given VMs. A full presentation of the tool is given in Section 2.3.2. FRIEDA can run over different Cloud systems like Amazon EC2, Eucalyptus and OpenStack. Thanks to the OpenStack compatibility, we were able to use FRIEDA as an handler of the workflow execution. At each step of the workflow, a command is sent to FRIEDA with the ids of the VM instances to use, an action to execute and the location of the input files. The action will be executed on the given instances, all running in parallel and each with a portion of the total input files. The action to execute with the input files location and some other parameters are grouped in a YAML file. This execution definition file contains:

- the path to the script to execute
- the command line to execute the script
- the path to the input files
- the type of the input files
- the path where to upload the output files (optional)
- the type of the output files (optional)
- the execution mode to use
- the data partition to use
- some other parameters mainly related to user accesses and permissions within the VMs
frieda all -c conf.yaml -i master_inst_id,worker1_inst_id,worker2...

The above command executes the step defined in `conf.yaml` over the worker instances given in parameters. An example of this file is presented in Appendix A. It needs at least 2 instance ids: one master and one worker. The master instance schedules the execution and dispatches the load over the available workers. As many workers as we want can be passed in parameters. For example, if there are 4 input files and 2 workers, the master will command each worker to execute their script on 2 files. These worker instances run in parallel.

4.1.3 Python packages

In this project several existing Python libraries have been used. The three most important ones are the following ones:

- **logging and coloredlogs** offer a colored logging service. It allows to inform the user about the execution status with this kind of line of code: `logger.error("VERSION is not set")`.

- **python-novaclient** is a library made by the OpenStack community that communicates with the API of the Nova component. It allows to use Python code to execute actions on the Cloud infrastructure. For example, it can control the hosts manager, the flavors manager, the images manager and so on.

- **python-ceilometerclient** is another library made by the OpenStack community that communicates with the API of the Ceilometer component. In this project it is used to fetch the cpu usage of each instance.

4.1.4 Callback mechanism using Netcat

After an instance creation, a post-installation script is executed on the instance in order to prepare the tools needed by the workflow. Thus, an instance is only ready when this script has terminated its routine. A step of a workflow can only start its execution when all of its VMs are ready. A callback system that informs the GreenerBar application when each instance is ready needed to be implemented. The well-known *netcat* tool is used for this purpose. At the end of each post-installation script the command `hostname | netcat $CONTROLLER_IP 4242` sends the hostname of the current host to the GreenerBar application to inform that the instance is ready. On the other side, a Python socket is waiting for a response from all instances. When a response has been received from all instances, the execution of the step of the workflow can start.

4.1.5 Power Management Simulation of the Hosts

Turning on and off a host is not a feature natively included in OpenStack. The tool named Kwapi [6] handles this feature. It is developed in Lyon mainly by François ROSSIGNEUX. Kwapi can be added to OpenStack but its addition is complex. According to the time of the internship it was not conceivable to spend too much time on its inclusion. We chose another solution which is to simulate the extinction of the hosts. The simulation system uses variables that define the state of each host. In addition to the state of the hosts, it also saves the dates of each power on and power
off of the hosts. When turning on a host, a timer waits for a specific amount of time corresponding to the time that it takes for a real host to turn on.

4.1.6 Mutual Exclusion for Synchronization

The power management simulation system raised a synchronization problem. Indeed, the application management service uses many threads and all threads access the variables for the hosts power management simulation. Because they were reading and writing on these variables at the same time, we faced unexpected behaviors. To get rid of this problem, we integrated a mutual exclusion system using the Python method `threading.Lock()`. When the variables are used by a thread, this method forces the other threads to wait for their access until the first thread stop writing or reading on these variables.

4.2 Software Design

Now we will describe the implementation of the GreenerBar which has been done in Python.

4.2.1 Project Architecture

The UML diagram in Figure 10 presents the architecture of the project. The `main.py` file is the program entry point. This is where the user specifies the execution modes and the YAML files containing the workflow descriptions. The `Workflow` class handles each workflow configuration and execution. Each `Workflow` object is executed in parallel by the `Main` class. These two classes use a panel of classes located in the `managers` package.

The `JobManager` class is where the workflow description is saved. Each step of the workflow is saved into a `Job` object. This object contains the amount of needed CPU, RAM and disk but also the execution information such as the script to execute, the instances to use, the input files and the output directory.

The classes `ClientManager`, `HostManager`, `ImageManager`, `FlavorManager`, `InstanceManager`, `KeypairsManager`, `AvailabilityZonesManager`, `AggregatesManager` and `SecurityGroupsManager` are just abstraction of what offers the `python-novaclient` package. It uses the API of the OpenStack Nova component by sending REST requests: `GET`, `PUT`, `POST` and `DELETE`. If we take the `FlavorManager` class as an example, it can retrieve the list of flavors or a specific one, create a new flavor and delete an existing one. Thanks to all the available API requests over all OpenStack components, the implementation of the methods `which_flavor_for_job` in `FlavorManager` and `which_host_for_flavor` in `HostManager` has been possible. The first method handles the flavor selection depending on the needed resources for the current job and the chosen execution mode. The second method does the host selection depending on the selected flavor.

At an instance creation, a post-installation script can be passed a parameter. This bash script is executed on the newly created instance just after its instantiation. The `PostInstallScriptsManager` class manages all the available post-installation scripts.

The `CeilometerManager` class is an abstraction of the `python-ceilometerclient` package. Using the API of the `Ceilometer` component, it retrieves the CPU usage per second of any existing or already terminated instances.
The power consumption in Watt of each node of the OpenStack deployment is given by the `PowerManager` class. It contacts the Kwapi web service of the hardware provider. Kwapi is a framework designed for acquiring energy consumption metrics. It allows to get the Watt per second consumption on each provided node.

The `LogsManager` class converts the CPU usage data given by `CeilometerManager` and the power consumption data given by `PowerManager` into log files. This file contains the results of the experimentations and are used for graph generations.

### 4.2.2 Execution Scheduling

Figure 11 shows the execution routine of the system we implemented. For simplicity sake, the diagram has been simplified but all the main steps have been kept.

When the program starts, it asks the user to give the path to the workflow description file and then the execution mode. The file is written in YAML and describes step by step the workflow that will be executed. An example of this file is available in Appendix B. The possible values of the execution modes are $-1$, $0$ and $+1$ respectively for energy efficient, normal and performance run. Then the user is asked to add a new workflow or start the execution. Thus she is able to add as many workflow as she wants.
For each workflow that has been configured previously a thread is created. It allows the execution of all workflows in parallel. For now we will consider that the user gave only one workflow at the beginning. It simplifies the diagram and no important information is lost because the execution steps are the same for each workflow.

When the workflow and the execution mode have been received, the program commands the creation of the master instance which will be used by FRIEDA. Then it selects the best suitable flavor for the first job of the workflow according to the chosen execution mode. Depending on if the first job is a single task or if it has many tasks to run in parallel, the program creates as many instances as there are tasks (nb\_instances variable in the workflow description file). These instances are called the worker instances. The hosts selection for the instances creation follows the rules defined in Section 3.2.2.

While creating the instances, the program runs in parallel the creation of the YAML file needed by FRIEDA. The created file is based on the content of the description file given at the beginning. Then the program waits for the instances to be ready. It uses the callback mechanism presented in Section 4.1.4.

When all instances are ready, the run of FRIEDA starts. The command takes in parameters the YAML file previously created, the master instance id and the id of all worker instances. FRIEDA automatically load balance the job execution over all the workers.

Just after the termination of the execution of the first job, the program prepares the instances for the second job of the workflow. It is important to notice that the instances of the first job are still alive at this step. The reason is because the post-installation of the second job needs to send (through scp) the output files from the instance of the first job. When the file transfers are terminated, the cleaning routine is executed. Firstly, it saves the CPU utilization data of each instance of the first job by calling the CeilometerManager object. Secondly, it deletes the instances that are not used anymore. Finally, it checks each physical host to see if it exists any host emptied of VMs. If it appears to have unused running hosts, they are turned off.

The system is now ready to start the execution of the second job of the workflow. These first steps are repeated until the last job of the workflow.

At the end of the workflow execution, the master instance used by FRIEDA is deleted and the unused hosts are turned off. Next, the program calls the PowerManager to get the power consumption data. Finally, the log files are generated. There is a log file containing the CPU utilization of each instance that happened during the workflow execution and a log file for the power consumption in watt per second for each physical host. These files have been used for the graphical exploitation of the experimentations.
Figure 11: Execution diagram of our framework
5 Experimentations

We want to evaluate the impact of the execution mode, energy-efficient, normal or performance, on the general power consumption and the execution time of the application. The goal of this experimentation is to quantify the gain or loss in energy consumption and execution time in energy-efficient mode and in performance mode compared to a normal execution. The experimentation presented here is a preliminary work because of time constraints. The experiment has been run only once and could be improved as shown in the Section 6.3.2. Better results should be available for the oral presentation.

5.1 Experimental Platform

To perform the experiments, we deployed OpenStack in a platform important enough in resources to run the Cloud architecture and also the instances for the experimentations. In order to have data that shows the energy consumption improvement, it was important for us to have access to fine-grained Watt-meters.

The platform we chose to use is Grid’5000. This is a French platform for experimenting distributed systems [5]. The testbed has about 1000 nodes all equipped with a 10GB Internet connection, representing a total of 8000 cores. The nodes are distributed in different clusters spread over 10 sites in France and Luxembourg. We selected the Taurus cluster in the Lyon site. This cluster has a total of 16 nodes equipped with fine-grained Watt-meters updated every second. Each node of the Taurus cluster has 12 cores, 32GB of memory and 598GB of disk space.

On Grid’5000 we make reservations for a specific number of nodes for a specific amount of time. When the reservation is done, the provided nodes are emptied. Thus we need to install an Operating System on each node and then our Cloud system. When the reservation deadline comes, all provided nodes are cleaned of everything that was installed on them. Because it is not possible to keep the reservation for an infinite amount of time, the reservation and the installations had to be done everyday.

The deployment of OpenStack on Grid’5000 consists in installing and configuring all the OpenStack components over many nodes. The task is complex and takes time, thus we needed to automate it. The Capistrano tool [3] is a Ruby program that simplifies the deployment of one or many applications over one or many servers at once. Capistrano supports Puppet [9] which is a configuration management tool. By giving the correct Puppet recipe, it allowed me to deploy OpenStack and also my other tools in about half an hour. The base of the deployment script was already ready to use, written by Matthieu Simonin. I gave him a couple of contributions during the internship in order to improve the VLAN support and ease the configuration [Appendix C].

5.2 Power On Simulation on the Hosts

As explained in Section 4.1.5, we simulate the switching on and off of the hosts. In order to have real graphs of the power consumption of each host, we needed to integrate into the graphs the real power consumption values of a booting host. Grid’5000 provides a website to get power consumption values of a specific host. We selected a host of the Taurus cluster to do this preliminary experiment. Figure 12 shows the power consumption of a node in the Taurus cluster. At time 60
the power on command is sent. It takes 2 minutes and 30 seconds to turn on and consumes on average 130W. At time 10 the power off command is sent. It takes 7 seconds to turn off and thus the electrical consumption is insignificant. Due to the low impact of a switching off host on the power consumption, we decided to only keep the values of the power on of a host. These values are injected into the graph when a host is supposed to turn on. The injected values of a switching on host can be seen in Figure 16 at time 270. We also integrated the power consumption value of a turned off host. This value is not zero because of the consumption remaining on the power supply of the cluster. In the Taurus cluster, this value is 8W on average. In the graphs, each host that is turned off has its power consumption value forced to 8W.

![Figure 12: Power consumption during power on and off of a Taurus node](image)

5.3 Montage Workflow

Our contribution focuses on data-intensive workflows. This is why we chose the Montage workflow [7] for the evaluation. It is a well-known data-intensive scientific workflow that takes space coordinates and a size as input parameters and generates an image of this space area. It uses the coordinates and the size to ask a server hosting spatial images to send the ones that match with the space area defined in parameters. The size is expressed in terms of degrees. It is an angular measurement where 1 degree represents $1/360$ of a circle. The greater the angle, the greater the number of images to download from the server. The workflow input size according to the degree value is presented in Table 1.

The Montage workflow is generally executed in a single run on one instance. Because we have access to all the commands of the Montage workflow, it makes the design of the workflow completely modular. Thus, the commands of the
workflow can be split into different steps for parallelization purpose. Making the parallelization in an automatic manner is complex and this is why we designed it manually. The three first steps of the workflow is to download the images in the specified area for the color red, green and blue. Then, for each color, it searches similarities between the images which produces the projected images and finally creates the final mosaic with the projected images which produces a fits file. Because these steps are identical for each color, we decided to parallelize them into 3 VMs. The final step of the workflow is the creation of the jpeg file. It takes as input the fits file of each color previously generated. The design of our workflow is presented in Figure 13 and a review of the data flow at each step of the workflow is shown in Table 1.

<table>
<thead>
<tr>
<th>input size</th>
<th>projected images</th>
<th>fits files</th>
<th>output image</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 degree</td>
<td>86MB</td>
<td>555MB</td>
<td>170MB 1.4MB</td>
</tr>
<tr>
<td>2 degrees</td>
<td>319MB</td>
<td>3.5GB</td>
<td>912MB 7.9MB</td>
</tr>
<tr>
<td>3 degrees</td>
<td>693MB</td>
<td>8.6GB</td>
<td>2.25GB 23MB</td>
</tr>
</tbody>
</table>

Table 1: Data flow at each step of the Montage workflow for 1, 2 and 3 degrees

During the evaluation we set the coordinates to the Pleiades, also called Seven Sisters, which is an open star cluster containing middle-aged hot B-type stars located in the constellation of Taurus [8]. To make the workflow longer to execute, we played with the degree value. The following three images present the jpeg files generated by the workflow for 1 degree, 2 degrees and 3 degrees.

Figure 14: Results of the Montage workflow execution for 1, 2 and 3 degrees

5.4 Experimentation

We execute two Montage workflows in parallel, both with the coordinates focused on the Pleiades: Montage 1 with 1 degree wide and Montage 2 with 2 degrees wide. The two workflows start their execution at the same time. They both create 3 instances to run the three steps handling the colors red, green and blue in parallel. Each of these steps require 2 CPUs, 1GB of RAM and 10GB of HDD. Then the last step creates 1 instance to handle the jpeg generation. This one requires 2 CPUs, 2GB of RAM and 20GB of HDD.
The experiment has been executed three times: Figure 15 presents the review of the execution in normal mode, Figure 16 for the performance mode and Figure 17 for the energy efficient mode. At the very top of the graphics there is the power consumption in Watt of each physical machine (compute1-4). Each machine has a different color in order to differentiate them. The two other graphs are the CPU utilization of each workflow. The chosen color for each step corresponds to the color of the machine the instance was running on.

The first experiment presented in Figure 15 shows the execution review in normal mode. The selected flavor for all steps of the workflow is the medium flavor. This flavor has 2 CPUs, 4GB of RAM and 40GB of HDD which is the best suitable one according to the needed resources indicated in the first paragraph. The power consumption graph indicates which physical machines were turned on. It informs us about how the hosts selection proceeded. At starting time, the 3 required instances for the first steps of Montage 1 have been created on the blue host named compute1. For Montage 2 the program found enough space on compute1 to instantiate 1 instance but it had to create the 2 other instances on the red host named compute2 because the first host was emptied of free resources. At time 50, all instances are ready and the jobs can start their execution. At the same time the 2 unused hosts, compute3 and compute4 are automatically turned off by the energy optimization routine. When Montage 1 starts the second phase of its workflow, the required instance is created on compute2 because no resources have been freed on compute1. At this stage the post-installation proceeds the file transfers from the first phase instances to the new instance. At the end of the file transfers, the three first instances are deleted and the resources on compute1 are freed. When the first phase of Montage 2 terminates, the second phase of Montage 1 has already finished its execution. Due to the deletion of the Montage 1 last instance and the deletion of the three first instances of Montage 2, the host compute2 is empty of instances. At time 570 we can see the energy optimization routine turning off the host compute2. At the very end of the experimentation, it is the host compute1 that is turned off by the same routine.

The second experiment is similar to the first one with the only difference to be executed in performance mode. This mode makes the flavor selection algorithm to select the large flavor instead of the medium flavor. The large flavor has 4 CPUs, 8GB of RAM and 80GB of HDD. The power consumption graph of the Figure 16 reveals that the green host compute3 starts turning on at time 280. It is because Montage 1 needs to create the second phase instance and there are not sufficient available resources on compute1 and compute2. The host takes 2 minutes and 30 seconds to start and during this time the workflow can not continue its execution. After the file transfers in Montage 1, the deletion of the first instances frees up some resources on compute1 and compute2. It avoids the last instance of Montage 2 to be created on compute3, thus allowing the energy optimization routine to turn off this host when Montage 1 terminates. As you can see, compute1 should turn off at time 520 but it does not. It is because of OpenStack that takes time to update its internal variables for the available resources. This problem is explained in Section 4.1.5.

Figure 17 exposes the results of the third and last experiment which corresponds to the energy efficient mode. The flavor selection algorithm chooses the small flavor instead of the medium flavor. The small flavor has 1 CPU, 2GB of RAM and 20GB of HDD. Because of the small amount of resources this flavor needs, all instances of each workflow can be instantiate on one single host, the host compute1. At time 50 the energy optimization routine turns off the 3 other unused hosts. For the whole duration of the experiment, no hosts need to be turned on because the blue host has a sufficient amount of resources all along the execution.
Figure 15: Power consumption and CPU util of two Montage workflow execution both in normal execution mode.
Figure 16: Power consumption and CPU util of two Montage workflow executions both in performance execution mode.
Figure 17: Power consumption and CPU util of two Montage workflow execution both in energy efficient execution mode.
A review of the previous evaluations is shown in Figure 18. The blue bars represent the power consumption in Watts and the yellow bars represent the execution time in seconds. The results show a 33% gain in energy consumed when running the workflows in energy efficient mode. It consumes 165W instead of 250W but the execution time is longer than in normal mode. Indeed the workflows takes 931 seconds instead of 765 seconds to execute which represents an increase of 21% in execution time compare to the normal mode. In performance mode the power consumption increases of 33%. The execution time is shortened to 722 seconds which makes a 6% improvement in execution time.

![Figure 18: Review of the energy consumed and the time execution for each execution mode](image)

The execution time in performance mode could be improved because the workflows do not use all the CPUs available on their instances. The duration of the internship was not long enough to improve the workflow. This problem is exposed as a Future Work in Section 6.3.2.
6 Conclusion

6.1 Contributions

Our objective was to reduce the energy consumed by the Cloud by taking the user as a main lever to save energy. We restricted our domain of application to scientific data-intensive workflows. To demonstrate our study we implemented an application management service that offers the user to select an execution mode when she uploads her workflow. The execution mode can be normal, energy efficient or performance mode. Our implementation runs beside a data-management service called FRIEDA and these two services live on top of the well-known IaaS, OpenStack.

For the evaluation we deployed our work on Grid’5000, a french platform for experimenting distributed systems. As benchmark we selected the Montage workflow. It is an astronomic workflow that uses space images to recreate a space area depending on coordinates given as input.

We demonstrated that a user that accepts to lose a bit of performance can make a significant decrease in energy consumption. In energy efficient mode, for a loss of around 20% in execution time, the user can save up to 33% in energy consumed in comparison to a normal execution. In contrast, a user that chooses to run in performance mode consumes more energy while making a meaningless improvement in execution time. The Cloud consumes up to 33% more energy for a gain in execution time of only 6% compared to a normal execution.

6.2 Experience Gains

During the internship I discovered a wide variety of tools. Some of them were experimental and only research prototypes, some others were open-source and mainstream applications. All these tools depended on each other. Mastering all of them was essential to achieve the internship.

FRIEDA was one of the big step of the project. When we received access to the FRIEDA Subversion repository, the first goal was to run an example. It was not easy because the tool is not well documented. Hopefully I received some very good helps from Devarshi Ghoshal, a postdoc working on the development of the tool. We did night Skype conversations (because of the 9 hours time difference) in order to run an example together and to explain to me all the basics about FRIEDA. I also gave him feedbacks on the errors I got in order to help him improving the tool. This international collaboration with the Lawrence Berkeley National Laboratory was a rewarding and enlightening experience.

I still do not realize how incredible it was for me to have access to the Grid’5000 platform. The available computing resource is massive and the technical service does a great work to maintain the platform in an optimal state. I had the chance to assist to the addition of two important clusters in the Rennes site: parasilo and paravance. I learned how to use the platform but also some tools plugged in such as the watt-meters to get real-time power consumption data.

I also specialized myself for the Python language. I never had the opportunity to practice my programming skills that much for this language. In the time slice of the internship I managed to become an expert in this language and also got to master important Python packages such as the famous Matplotlib package.

Last but not least, working in a laboratory as notable as the IRISA laboratory was for me a great chance to make a step forward towards the research world. The team that welcomed me took
the time throughout the internship to answer my many questions and to train me to get better in research.

6.3 Future Works

6.3.1 Automatic parallelization of the workflows
In the scientific area we often execute our workflows on one single instance. The parallelization of the workflows allows to balance the load and accelerate the execution. However, making this parallelization in an automatic manner is difficult and is a complete research subject. This is why the parallelism design is always done manually.

6.3.2 Montage Benchmark using all available CPUs
The Montage benchmark does not adapt its execution to the number of available CPUs. Thus giving a flavor with more resources than needed does not improve the execution time as much as it could be. An important update would be to improve the projection stage of the workflow. The solution is to not use the command \texttt{mProjectExec} but \texttt{mProject} instead. \texttt{mProjectExec} goes through all files in a folder and applies the projection on each of them in a sequential way. It is done on a single CPU. Using \texttt{mProject} allows to control the parallelization over many CPUs. Because of the time of the internship, we decided to focus on writing the source code of the \texttt{greenerbar} instead of improving the benchmark running on it.

6.3.3 Reuse already created Instances
In the current implementation of our system, the required instances at each step are created when the workflow reaches the step. When the instances are created and that the post-installation is terminated, the instances of the previous step are deleted. If the previous step had one or more instances with the same flavor as the one required for the current step, these instances could have been reused. It would avoid the time required for the instance creation but also avoid a new submission of resource allocation and may also avoid the turning on of a new host.

6.3.4 Integrate Workflow Management into FRIEDA
FRIEDA provides data-management and execution scheduling of an application over one or many instances. Even if it can handle an execution over many instances in parallel, it can only execute a single application. The application has to be a single step with input data and producing output data. FRIEDA does not support applications with intermediate steps (workflows). Thus we had to implement our own workflow management system. It splits the workflow into steps that are handled one by one by FRIEDA. A future work would be to include this workflow management system into FRIEDA.

6.3.5 Design incentive economic models
Our system allows to save energy when the user accepts to lose in performance. Thus we want to motivate the user to turn green. Indeed, why would we choose to lose in performance if we do
not gain anything in return? The solution is to design an incentive economic model. This model would take into consideration the additional electrical cost caused by a performance run and the gain obtained by an energy efficient execution. A pricing system based on the carbon tax would make the user to pay more if she chooses performance and less if she chooses energy efficiency.
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A Appendix: YAML file for FRIEDA

```yaml
cloud:
  platform: openstack
  keypair: %(EC2_KEYPAIR)s
  image_id: ami-00000052
  image_type: debian
  instance_type: INST_TYPE
  device: /dev/vdb
  ssh_user: ubuntu
  security_group: %(EC2_SECURITY_GROUP)s
  ssh_interface: private_ips

application:
  name: als
  source: SRC
  command: CMD
  instance_home_dir: /home/ubuntu
  input_data:
    dir: INPUT_DIR
    suffix: INPUT_TYPE
  output_data:
    ftp: scp
    key: ~/.ssh/upload.rsa
    uid: upload
    files: [OUTPUT_TYPE]
  destination: CONTROLLER_IP
  destination_dir: OUTPUT_DIR

frieda:
  mode: realtime
  max_size: 2
  data_partition: none
  pattern: master_worker
  master_data_dir: /data
  worker_data_dir: /data

actions:
  als:
    template: %(HOME)s/greenerbar/WORKFLOW_NAME/template.pp.tpl
    params:
      test_user: ubuntu
      test_user_dir: /home/ubuntu
```
role:
  master:
    unique: True
    actions: []
  worker:
    unique: False
    storage: input_data
    actions: [als]

orchestration:
  roles: [master, worker]

Listing 1: YAML file used by FRIEDA before parsing
B Appendix: YAML file for workflow description

```yaml
# Sample YAML jobs definition
#
# src: location of the script to execute
# cmd: command to run to execute the script
# input_dir: location of the input files
# input_type: type of the file to get in the input directory
# output_dir: directory where to upload the output files
# output_type: type of the files to upload back after the run
# cpu: number of CPU needed to run the script (optional)
# ram: amount of RAM needed to run the script (optional)
# disk: amount of disk needed to run the script (optional)
# nb_instances: number of instances to run in parallel for this job...
# post_run: script to run on the controller after the job execution...

stepA:
  src: '%(HOME)s/greenerbar/montage-workflow1/scriptA.bash'
  cmd: 'bash /home/ubuntu/scriptA.bash $1 56.5 23.75 1'
  input_dir: '%(HOME)s/greenerbar/montage-workflow1/input'
  input_type: 'bash'
  output_dir: '
  output_type: '
  cpu: 3
  ram: 1024
  disk: 10
  nb_instances: 3
  post_run:

stepB:
  src: '%(HOME)s/greenerbar/montage-workflow1/scriptB.bash'
  cmd: 'bash /home/ubuntu/scriptB.bash $1'
  input_dir: '%(HOME)s/greenerbar/montage-workflow1/input'
  input_type: 'txt'
  output_dir: '/home/upload/upload_files/montage-workflow1'
  output_type: '')*.jpg"
  cpu: 2
  ram: 2048
  disk: 20
  nb_instances: 1
```

Listing 2: Content of `montage-workflow1.yaml`
C Appendix: OpenStack deployment script contribution

Github repository: https://github.com/capi5k/capi5k-openstack/

My first contribution was to enable the use of all kind of VLAN supports. Before this update, the sole supported VLAN was the global VLAN and there is only one global VLAN per site on the Grid’5000 platform. It quickly became tricky to deploy every morning when the other internship students also started to deploy OpenStack. We were running out of VLAN resources and so, this update became a priority. The update allows to use, in addition to the global VLAN, the non-routed and the routed VLANs. There are 6 available routed VLANs per site and so, enabling it allows to deploy up to 7 OpenStack Clouds in each Grid’5000 site (6 routed VLAN and 1 global VLAN).

The second contribution was to simplify the configuration of the deployment. Before we were forced to edit the source code in order to make a fine-grained configuration. With this update, all the configuration has been moved to a file called xp.conf. Hereafter the beginning of xp.conf.sample:

```
# OAR jobs defaults
# jobname and cluster are optional
jobname 'openstack'
site 'rennes'
cluster 'parapluie'
walltime '2:00:00'

# number of nodes given to OpenStack
# should be at least 3
# 2 of them are use by different services
# 1+ will be used for compute nodes
nodes 4

# vlantype values:
#   kavlan       - routed local vlan
#   kavlan-global - global vlan
vlantype 'kavlan'
```

Listing 3: Beginning of xp.conf.sample