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Reflection factorizations of Singer cycles

J.B. Lewis and V. Reiner and D. Stanton

School of Mathematics, University of Minnesota. MinneepdiN, USA

Abstract. The number of shortest factorizations into reflections f8ireyer cycle inG L, (F,) is shown to b&g¢™ —
1)™~1. Formulas counting factorizations of any length, and cimgrthose with reflections of fixed conjugacy classes
are also given.

Résune. Nous prouvons que le nombre de factorisations de longueninrale d'un cycle de Singer dadsL,, (F,)
comme un produit de réflexions dsgt* — 1)~ '. Nous présentons aussi des formules donnant le nombreteifa
sations de toutes les longueurs ainsi que des formules pawmhbre de factorisations comme produit de réflexions
ayant des classes de conjugaison fixes.

Keywords: Singer cycle, Coxeter torus, anisotropic maximal toruecéon, transvection, factorization, finite gen-
eral linear group, regular element, g-analogue, higheugieg@oxeter element

1 Introduction and main result

This paper is motivated by two classic results on the numper’) of ordered factorization&, . .., t;)
of ann-cyclec = t1t5 - - - ty in the symmetric grou®,,, where each; is a transposition.

Theorem (Hurwitz [8], Dénes [2]) For n > 1, one hag(n,n — 1) = n" 2.
Theorem (Jackson [10, p. 368])For » > 1, more generally(n, £) has explicit formulas

t(n, €) = " nl(—1)’€(”; 1) (”; L_ k)g - (_nf)é(—m—l (A @], i (@)

HereA is thedifference operatoA(f)(z) := f(z + 1) — f(z).

Our goals arg-analogues, replacing the symmetric gra@ip with thegeneral linear group=L,, (F,),
replacing transpositions witteflections and replacing am-cycle with aSinger cycle:: the image of a
generator for the cyclic group;. = Z/(¢" —1)Z under any embeddingy,. — G Ly, (F4n) = GL,(F,)
that comes from a choice &,-vector space isomorphisi). = F;. The analogy between Singer cycles
in GL, (F,) andn-cycles inG,, is reasonably well-established [17], [18, §§8-9]. Fixing such a Singer
cyclec, denote byt,(n, ¢) the number of ordered factorizatiofys, . . ., t¢) of ¢ = t1t2-- - t¢ in which
eacht; is areflectionin GL,,(F,), thatis, the fixed spadé? )" is a hyperplane i’ .

*(j bl ewi s, reiner, stanton) @math. um. edu
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Theorem 1.1. For n > 2, one hag,(n,n) = (¢" — 1)" 1.
Theorem 1.2. For n > 2, more generally,(n, ¢) has explicit formulas

—[n],)* ny k+1Y |1 —
tg(n,f) = M ((_1)n—1(q;q)n_l + Z(_l)k+nq( ) |: f 1] (1 +qn—k—1 . qn—k)€>
k=0 q

(1.2)
(G [ (1 421 - )"
- - e [ (] ). &3
o= . L\ e—i—1
:[n]gfl (_1)1( _1)57171 ] . (14)
y e ([55
Theg-analogues used above and elsewhere in the paper are defifidwas:
] = e whereluly = 12l [y andlul, = 14 g+t 4ok
(@5q)n = (1= 2)(1 —2q)(1 —2¢°)--- (1 —2¢"""), and
Ay(f)(z) = %ﬁm so that
n ) = 1 - _1\n—k (g) n n—kx ) )
A = e 30 i e 15)

In fact, we will prove the following refinement of Theorem ¥d? ¢ > 2, having no counterpart for
&,,. Transpositions are all conjugate withi#,, but the conjugacy class of a reflectiom GL,,(F,) for
q > 2 varies with its determinantet(t) in F,*. Whendet(t) = 1, the reflectiort is called aransvection
[12, XIII §9], while det(t) # 1 means that is asemisimple reflectianOne can associate to an ordered
factorization(ty,...,t;) of ¢ = tity-- -1, the sequence of determinarftit(t),. .., det(t;)) in F.,
having productlet(c).
Theorem 1.3. Letq > 2. Fix a Singer cycle: in GL,(F,) and a sequence = (a;){_, in (F))* with
Hle a; = det(c). Letm be the number of valuéssuch that; = 1. Then one has: < ¢ — 1, and the

number of ordered reflection factorizations= t; - - - t, with det(¢;) = «; depends only upohandm.
This quantityt,(n, £, m) is given by these formulas:

min(m,l—n) )
it =S () [ (1.6)
=0 q
n 4
= [[n]]'i [Ag—l (((E _ 1)mx€—m—l)]w:1 ) (17)

In particular, setting¢ = n in (1.6), the number of shortest such factorizations is

n—1

te(n,m,m) = [n]q ,

which depends neither on the sequence (det(t;))¢_; nor on the number of transvections
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Theorems 1.2 and 1.3 are proven via a standard characteettesapproach. This approach is reviewed
quickly in Section 2, followed by an outline of ordinary chater theory forGL, (F,) in Section 3.
Section 4 either reviews or derives the needed explicitattiar values for four kinds of conjugacy classes:
the identity element, Singer cycles, semisimple reflesti@md transvections. Then Section 5 assembles
these calculations into the proofs of Theorems 1.2 and 1.8nyMietails and proofs are omitted in this
extended abstract; see [13] for a complete version of thpepa

Although Theorem 1.3 is stated fgor> 2, something interesting also occurs fpr= 2. All reflections
in GL, (F2) are transvections, thus one always has- ¢ for ¢ = 2. Furthermore, one can see that (1.4),
(1.6) give the same answer when btk 2 andm = ¢. This reflects a striking dichotomy in our proofs:
for ¢ > 2 the only contributions to the computation come from irrébleccharacters ofr L., (IF,,) arising
as constituents of parabolic inductions of charactexs bf (F,), while for ¢ = 2 the cuspidal characters
for GLs(F,) with s > 2 play a role, miraculously giving the same polynomigln, ¢) in ¢ evaluated at
q=2.

Questionl.4. Can one derive the formulas (1.4) and (1.6)ivielusion-exclusiomore directly?

Questionl.5. Can one derive Theorem 1hijectively, or by anovercountin the spirit of Dénes [2], that
counts factorizations of all conjugates of a Singer cyclé #twen divides by the conjugacy class size?

2 The character theory approach to factorizations

We recall the classical approach to factorization countscivgoes back to work of Frobenius [3].
Definition2.1 Given a finite groug, letIrr(G) be the set of its irreducible ordinary (finite-dimensional,
complex) representatiofis. For each/ in Irr(G), denote byleg(V') thedegreelime V, and letyy (g) =
Tr(g : V — V) be itscharacter valueat g, along withxy (g) := (;f?‘é(({i)) thenormalized character value
Both functionsyy (—) andxyv (—) onG extend byC-linearity to functionals on thgroup algebraCG.

Proposition 2.2 (Frobenius [3]) Let G be a finite group, and4,,..., A, C G unions of conjugacy
classes inG. Then forg in GG, the number of ordered factorizatiofs, . .., t,) withg = ¢; - - - ¢, andt;
inA; fori=1,2,...,0is

ﬁ Y deg(V)-xvlg™) - Xv(z) - Xv(z0). (2.1)
Velrr(G)

wherez; := 3, , tin CG.

This lemma was the main tool used by Jackson§lg, as well as by Chapuy and Stump E4] in
their solution of the analogous question in well-generat@uplex reflection groups. The proof, which
we omit, is a straightforward computation in the group algeBG coupled with the isomorphism of
G-representation§G = @y ¢y, () V45V,

3 Review of ordinary characters of GL,,(F,)

The ordinary character theory 6fL,, := GL,(F,) was worked out by Green [6], and has been reworked
many times. Aside from Green'’s paper, some useful refereameMacdonald [14, Chaps. IlI, IV] and
Zelevinsky [20,811].
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A GL,-irreduciblel is calledcuspidalif y; does not occur as a constituentin any inditetaracter
fi*f2, where thef; are class functions ot/L,,, and (n1,n2) iS a compositiom = n; + ny with
ni,ne > 0. Denote byCusp,, the set of all such cuspidal irreduciblésfor GL,,, and say that the
weightwt(U) of each sucti/ is n. Let Par,, denote the partition’ of n (thatis,|\| := Y. \; = n), and
define

Par := U Par, and Cusp := U Cusp,,,

n>0 n>1

the sets ofll partitions andall cuspidal representations for all grou@gd.,,. Then theG L, -irreducible
characters can be indexedlagGL,,) = {x*} where) runs through the set of all functions: Cusp —
Par having the property that

> wt(U) ]A(U)] = n. (3.1)

U eCusp

AlthoughCusp is infinite, this condition (3.1) implies thatcan only take on finitely many no@-values
A(U1),...,A(Un), and in this case

XA — XUhA(Ul)* Ceek

xUm A Um) (3.2)
where eachV:* is what Green [6§7] called aprimary irreducible character In particular, a cuspidal
charactelU in Cusp,, is the same as the primary irreducibt€:(!). One can also show that there are
GL,(F,)-versions of the Jacobi-Trudi and dual Jacobi-Trudi formsuli.e., every primary irreducible
charactery”* can be written as a linear combination of induction prodwétsharacters of the form
XU andy V()

The cuspidal€usp,, are indexed via free orbifg] = {p, o o F,--- , o o F*~1} for the Frobenius
action3 — 37 on thedual groupHom(F ., C*). Say that/ in Cusp,, is associatedo the orbit[,] in
this indexing.

Whenn = 1, one simply ha€usp; = Hom(F;,C*). In other words, the Frobenius orbjts = {¢}
are singletons, and ¥/ is associated to this orbit theli = ¢ considering both as homomorphisms
GL,(F,) =F; — C*.

Although we will not need Green’s full description of the chatersy?-(™) andxV*, we will use (in
the proof of Lemma 4.7 below) the following consequence sfdiscussion surrounding [6, Lemma 7.2].

Proposition 3.1. For U in Cusp,, everyx?: (™), and hence also every primary irreducible character
Y, is in theQ-span of characters of the formy, * - - - xxp, whereU; is in Cusp,,,, with s dividingn;
for each:.

4 Some explicit character values

We will eventually wish to apply Proposition 2.2 wigtheing a Singer cycle, and with the central elements
z; being sums over classes of reflections with fixed determsndtr this one requires explicit character
values on four kinds of conjugacy classes of elementsn,(F,): the identity (giving the character
degrees), the Singer cycles, the semisimple reflectiontsthentransvections. We review known formulas
for most of these, and derive others that we will need, in #ad four subsections.

@) The notion of induction used hereparabolic or Harish-Chandrainduction.
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It simplifies matters that the character va&c~!) vanishes for a Singer cycteunlessy® = Y
is a primary irreducible character and the partitioof ** takes a very special form; see Proposition 4.6
below. (This may be compared with, for example, Chapuy anthtf1, p. 9 and Lemma 5.5].) Thus we
only computeprimary irreducible character values, sometimes only thodeook shapgi.e., of the form
(k")

4.1 Character values at the identity: the character degrees

Green computed the degrees of the primary irreducible ctensay”-* as a product formula involving
familiar quantities associated to partitions.

Definition4.1 For a partition), recall [14, (1.5)] the quantity(X\) := >",-, (i — 1)A;. For a cella in
row ¢ and columry of the Ferrers diagram of recall thehooklengtt{14, Example 1.1]

h(a) := ha(a) ==X + X; — (i +j) + 1.

Theorem 4.2([6, Theorem 12]) The primary irreduciblei L,,-characteryV* for a cuspidal character
U of GL4(F,) and a partition) of 2 has degree

sn(X)

q o o
Lo l—gh@ (=)™ % (g; Q)nsa(1, 4%, ¢, . ..).
a€EA

Heresx(1,q, ¢, ...) is theprincipal specializationr; = ¢*~! of the Schur functios = sy (1, z2,...).
Two special cases of this formula will be useful in the seqB#kt, in the case of hook shapes we have

deg(x"?) = (=1)""* (¢; )

dea(x U (2=k1%)y _ (_pyn—2 s(*5Y) (G Dn {2—1} _ 41
g(x )=(=1)"""q @z |k, (4.1)
Second, whes = 1 andU = 1 is the trivial character o&L, (F,), the degree is given by the usual
g-hook formulg[16, §7.21]

qn()\)

deg(x™*) = f(a) = (¢:0)n i = @esa(Lg ) =) ™D @42
Q

Haekl_q

where the last sum is over all standard Young table@af shape\, andmaj(Q) is the sum of the entries
7in @ for whichi + 1 lies in a lower row ofQ.

4.2 Character values on Singer cycles and regular elliptic elements

Recall from the Introduction that Singer cycldn GL, (F,) is the image of a generator for the cyclic
groupFy. = Z/(¢" — 1)Z under any embedding,. — GLg,(Fgn) = GL,(F,) that comes from
a choice offF ,-vector space isomorphisii,» = Fy. (Such an embedded subgroBp. is sometimes
called aCoxeter torusor ananisotropic maximal toruy Many irreducibleG' L,,-character valueg2(c 1)
vanish not only on Singer cycles, but even for a larger clastemnents that we introduce in the following
proposition.

Proposition 4.3. The following are equivalent fay in GL,,(F,).
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(i) No conjugates ohgh =1 of ¢ lie in a proper parabolic subgroup, € GL,,.
(i) There are no nonzero properstablel,-subspaces insidg; .
(iif) The characteristic polynomiadet(zI, — g) is irreducible inF[x].
(iv) The elemeny is the image of somg in F. satisfyingF,(3) = F,~ (thatis, a primitive element
for Fy») under one of the embeddingg. — GLy, (Fgn) = GL,(F,).
The elements i’ L,, (F,) satisfying these properties are called ttegular elliptic elements

Proof sketch: The equivalence of (i) and (ii) and the implications from) i@ (ii) to (iii) are relatively
striaghtforward. For the implication from (iii) to (iv), pposef(x) := det(zI, — g) is irreducible in
F,[x], so f(z) is also the minimal polynomial of. Thusg has rational canonical form ov&y, equal to
the companion matrix fof (). This is the same as the rational canonical form for the imengier one of
the above embeddings of apyin F;. having minimal polynomia¥ (x), so thatf,(3) = F,». Henceyg

is conjugate to the image of such an elemeetnbedded itz L, (F,), and then equal to such an element,
after conjugating the embedding. O

Part (iv) of Proposition 4.3 shows that Singer cyctem G are always regular elliptic, since they
correspond to elementsfor whichF.. = (), that s, toprimitive rootsin IF .
Definition4.4. Recall that associated to the extensiynC F,- is thenorm mapNg . /v, : Fgn — F,
sending3 — -4 BT ... g7 "
The well-known surjectivity of norm maps for finite fields [I2I Exer. 28] is equivalent to the following.
Proposition 4.5. If F.. = (v), thenF* = (N (v)).
Proposition 4.6. Let g be a regular elliptic element it/ L,, (F,) associated t@# € F .

(i) The irreducible charactex?(g) vanishes unlesg?2 is a primary irreducible characteg":*, for
somes dividingn and some cuspidal charactérin Cusp, and partition\ in Parx..

(i) Furthermore,xV*(g) = 0 except for hook-shaped partitions= (2 — k, 1¥).
(i) More explicitly, if U in Cusp, is associated tdyp] with ¢ in Hom(F ., C*), then
X ER) (g) = (1) P (g)

(—1)F 1T (g)

(—1)n—s—k Sif % (N]Fqn/mqs (qu )) :

J=0

(iv) Ifin additiong is a Singer cycle then

(2omrt) (D) R u(s)  ifg=2,
ZU:XU( ' )(g)_{o if ¢ # 2.

where the sum is over all in Cusp,, andu(s) is the usual number-theoreticdius function oé.

Proof sketch: The key pointis Proposition 4.3(i), showing that reguléipét elementg; are the elements
whose conjugatesgh ! lie in no proper parabolic subgrou,. It follows from the formula for induced
character values that any properly induced character ailsh on a regular elliptic element.
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Assertion (i) follows immediately, as (3.2) shows non-paimirreducibles are properly induced.

Assertion (ii) follows by applying the Jacobi-Trudi-styi@mula for GL,, characters and observing
that for non-hook shapes, every summand is properly induced

The first two equalities asserted in (iii) follow from similanalysis of terms in the Jacobi-Trudi- and
dual Jacobi-Trudi-style expansions for a hook shape; m¢hse, only a single summand survives. The
last equality in (iii) comes from a result of Silberger ana&[15, Theorem 6.1], which they deduced by
combining various formulas from Green [6].

For assertion (iv), one may use assertion (iii) and the ptgseof the norm map and Singer cycles to
rewrite the sum to be computed @s1)”~*~* times the sum of alt in C* for which 29"~ = 1 but
271 # 1 for any proper divisot of s. The result follows. O

4.3 Character values on semisimple reflections

Recall that a semisimple reflectierin GL,,(F,) has conjugacy class determined by its non-unit eigen-
valuedet(t), which lies inF; \ {1}. Recall also the notion of theontentc(a) := j — i of a cella lying
row ¢ and columry of the Ferrers diagram for a partition

Lemma 4.7. Lett be a semisimple reflection &L, (F,).
(i) Primary irreducible charactergV-* vanish ont unlesswt(U) = 1, that is, unles$/ is in Cusp; .

(i) For U in Cusp,, soF 4 C*, and\ in Par,,, the normalized charactef’:* has value ort

VA (1) = U(det(t)) L] 3,

[n 9 aex
(iii) In particular, for U in Cusp, and hook shapes = (n — k, 1¥), this simplifies to
KPR (@) = U det (1)) - g .

Proof sketch: For assertion (i), we start with the fact proven by Greensp Example (i), p. 430]
that cuspidal characters f6¢L,, vanish onnon-primaryconjugacy classes, that is, those for which the
characteristic polynomial is divisible by at least two ifist irreducible polynomials iff, [x].

This implies cuspidal characters fatL,, with n > 2 vanish on semisimple reflectionssince sucht
are non-primarydet(zI — t) is divisible by bothz — 1 andz — o wherea = det(t) # 1.

Next, the formula for induced characters shows that anyaaiter of the formy, * - - - *xp, in which
eachU; is aG L, -cuspidal withn; > 2 will also vanish on all semisimple reflectionswhenevernth—!
lies in the parabolid®,, ... »,) and has diagonal blocKg;, . .., g¢), one of theg;, is also a semisimple
reflection, so thaty,, (g:,) = 0 by the above discussion.

Lastly, Lemma 3.1 shows that every primary irreducipfé* with wt(U) > 2 will vanish on every
semisimple reflectiony?* is in theQ-span of characterg, x - - - xxy, with eachU; a GL,,,-cuspidal
in whichwt(U) dividesn;, so thatn; > 2.

Assertion (iii) is an easy calculation using assertion 0 it only remains to prove (ii). We first claim
that one can reduce to the case where charatierCusp; is the trivial charactef = ex. Thisis
because one hag” (") = U = U ® x**() and hence using the Jacobi-Trudi-style identity @&, (F,)
one has

XU =U @ xt* for X in Par, whenU lies in Cusp,. (4.3)
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Thus without loss of generalit§] = 1, and we wish to show
ot 1 cla
) == > g, (4.4)
[n]q acA

Next, we use an application of the Jacobi-Trudi identity@dr,, (F,) and explicitly compute character
values by counting certain flags ¥ to show that

AN H(q)
X = % )
l=1x-1

wheref*(q) is theg-hook formula from (4.2). Thus the desired result followsnfreither of two results
in the literature: it is equivalefit, after sending — ¢!, to a result of Kerov [11, Theorem 1 and Eqn.
(2.2)], and it is also the = ¢! specialization of a result of Garsia and Haiman [4, (.15)72.3]. O

4.4 Character values on transvections

The G L,-irreducible character values on transvections appearibgbilistic work" of M. Hildebrand
[7]. For primary irreducible characters, his result is eaignt™ to the following.

Theorem 4.8([7, Theorem 2.1]) For U in Cusp, with A in Par=, a transvectiort in G L, (F,) has

S CON P
Pl

1 1— qnfl Z
pHCA:

~ _ an—1
XA =t :
lul=|Al-1

—_— if s > 2.
1— qn—l

One can rephrase the= 1 case similarly to Lemma 4.7(ii). In the hook case, this givesfollowing.

Corollary 4.9. For U in Cusp; and0 < k < n — 1, one has
n—k—1

~U,(n—k,1%) ) — 1—¢q
X ()= ———1 e

5 Proofs of Theorems 1.2 and 1.3.

In proving the main results Theorems 1.2 and 1.3, we take fantgd the equivalences between the
various formulas that they assert. We assemble the noradadizaracter values on reflection conjugacy
class sums in the form needed to apply (2.1). This is then tesedove Theorem 1.3 fay > 2, from
which we derive Theorem 1.2 fgr> 2. Lastly we prove Theorem 1.2 fgr= 2.

@ |n checking this equivalence, it is useful to bear in mind th (g) = q(2) fA(g™1), along with the fact that ifs C A with
|| = |A] — 1 and the unique cell ok/p lies in rowi and columny, thenn(\) — n(u) =i — 1 andn(A\!) — n(pt) =7 — 1.

(i) The authors thank A. Ram and P. Diaconis for pointing therhigowork.

™ In seeing this equivalence, note that Hildebrand uses Mwdis indexing [14, p. 278] o L, -irreducibles, where partition
values are transposed in the functions Cusp — Par relative to our convention in Section 3
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5.1 The normalized characters on reflection conjugacy class sums
Definition5.1 Forain Fy, letzq := 3", j.4)=q t I CGLy be the sum of reflections of determinant

Corollary 5.2. For U in Cusp,, andk in the ranged < k < %, and anya in F; \ {1}, one has

~U(m k" B P U(a) ifs=1
2R (z) = [, {0 . 2_}, (5.1)
~U,(2—k, ke - q”_k_l -1 if s = 1,
FUER15) (21) = [n), {_1 . 2}. (5.2)

5.2 Proof of Theorem 1.3 for ¢ > 2.

For a Singer cycle in GL,(F,), anda = (a, ..., o) in (F))" with Hle = det(c), Proposition 2.2
counts the reflection factorizations= t1t, - - - t; with det(t;) = «; as

n
s

1 4
3o Y deg(x PR B lE R () TRV E ) (). (B3)
(s,U): k=0 i=1

sln
UeCusp,

|G Ly

There are several simplifications in this formula.
Firstly, note that the outermost sum over pairsl/) reduces to the pairs with= 1: sincedet(c) is a
primitive root in[F;* by Proposition 4.5 and > 2, one knows thatlet(c) # 1, so that at least one of the

a; is not1. Thus its factog”"(¥ =#1") (2, ) in the last product will vanish i§ > 2 by (5.1).
Secondly, when = 1 then Corollary 5.2 evaluates the productin (5.3) as

4
~U,(2—k1* n—k— m _(n—k— —m
[T o) = [lf (7 = 1) g D0 U (de(c)) (5.4)
=1

if exactly m of the; are equal td, that is, if the number of transvections in the factorizaig®m. This
justifies calling itt,(n, £, m) wherem < ¢ — 1.

Thirdly, for s = 1 Proposition 4.6(iii) show¥ that V" ("=%1") (¢=1) = (—1)kU(det(c"1)), so there
will be cancellation of the factdi/ (det(c)) occurring in (5.4) within each summand of (5.3).

Thus plugging in the degree formula from the= 1 case of (4.1), one obtains the following formula
for (5.3), which we denote by, (n, ¢, m), emphasizing its dependence only®andm, not ona:

(q - 1)[”]5 — (k“) n—1 k( n—k—1 m (n—k—1)(£—m)
tq(n,€;m) = qu 2 2 (=1)" (¢ -1)™q :
k=0 q

Finally, since|GL,| = q(g)(—l)”(q; q)n, this last expression may be rewritten using (1.5) to givé)(1
This completes the proof of Theorem 1.3 for- 2.

) Here we use the fact that ! is also a Singer cycle.
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5.3 Proof of Theorem 1.2 when ¢ > 2.

Forq > 2, Theorem 1.2 follows from Theorem 1.3 by a careful compatatsumming over all sequences
(o, ..., ) factoring a given non-identity elementIiy’.

5.4 Proof of Theorem 1.2 when ¢ = 2.

Here all reflections are transvections and (2.1) gives us

1 _ -
tyn,0) = —— > deg(x®) - xMc ") - ¥ (21)"
|G La| x2€lrr(GLy)
n_j
1 - n_ 1k n_ 1k _ ~ n_ L1k
=tar 2 2 dea( 0 G ety UG
ms,U): k=0
Uegﬁsps Call this f (s,U)

using the vanishing of2(c~!) from Proposition 4.6(i,ii). We separate the computatico in= 1 and
s > 2, and first comput§:UGCUSpl f(s,U). As ¢ = 2 there is only oné/ in Cusp,, namelyU = 1, and
hence

using the degree formula (4.1) at= 1, the fact thaty1:n=%1%) (c=1) = (=1)ky L) (=1) = (=1)k
from Proposition 4.6(iii), and the valugh("=*1") (z1) = [n],(¢" % — ¢"~*~! — 1) from (5.2).
Fors > 2, we compute

n_q
T He U= Y S e ) 1y gk
(s,U): (s,U): k=0
s|n,s>2 s|n,s>2
UeCusp, UeCusp,
21 n k41
s (_l)nfgqs( 2 )(q,q)n |:ﬂ _1:| U(ﬂfk 1k) 1 ¢
= S . X s ’ cC (—In
IZE Frh ) )] - (~lnly)
s>2

again via (4.1), Proposition 4.6(iii), and (5.2). The paheisized sum i$—1)"~* "% u(s) by Proposi-
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tion 4.6(iii, iv), so

Z f(S, U) _ (_[n]q)l(q; Q)n Z % (S (—1)kq5(k§1) |:% ]; 1:| qs) /L(S)

S5 q5)n
(s,U): sln 54 )5
s|n,s>2 §>2
UeCusp,

= (=[] (¢ @)n-1 Y_ p(s)

s|n
s>2

= _(_[”]q)é(q; Qn—1,

where the second equality uses thbinomial theorem [5, p. 25, Exer. 1.2(vi)]. Thus one hasdfer 2
that

ta(n. ) = |G—1L| (—(—[nmf(q;q)m £ 305 [” . 1} (=DF - (g =g - 1)

k=0
(5.5)

Since|GL,| = (—1)"q(3) (¢; 9)n, One finds that (5.5) agrees with the expression (1.2) aftlstiributing
the[n]fl and powers of-1. This completes the proof of Theorem 1.2 for 2.

6 An open problem

Empirical evidence supports the following hypothesis rdia theregular elliptic elementsf GL,,(F,)
that appeared in Proposition 4.3.

Conjecture 6.1. The number of ordered reflection factorizatians: ¢1t» - - - t¢ is the same for all regular
elliptic elementgy in GL,,(F,), namely the quantity, (n, ¢) that appears in Theorem 1.2.

Conjecture 6.1 has been verified for= 2 andn = 3 using explicit character values [19]. In the case
det g # 1, only minor modifications are required in our arguments tovprConjecture 6.1. The spot
in our proof that breaks down for regular elliptic elemenithwdet g = 1 is Proposition 4.6(iv). For
example, whes = n = 4 andq = 2, if one chooseg in ), with B3° =1 (so still one ha&,: = Fa(f),
butF, # (3)), then> , xU® = —3 (# 0 = p(4)). Nevertheless, in thi&L4(F») example, the
regular ellipticg with g = 1 have the same number of factorizations ifteflections for alll as does a
Singer cycle inG Ly (F2).

References

[1] G. Chapuy and C. Stump, Counting factorizations of Cexetements into products of reflections,
arXiv preprintar Xi v: 1211. 2789.

[2] J. Dénes, The representation of a permutation as thdupt®@f a minimum number of transpositions
and its connection with the theory of grapsjbl. Math. Institute Hung. Acad. S&i.(1959), pp.
63-70.

[3] F.G. Frobenius, Uber Gruppencharacktere (1896), ina®mselte Abhandlungen Ill, Springer-
Verlag, 1968.



308 J.B. Lewis, V. Reiner, D. Stanton

[4] A.M. Garsia and M. Haiman, A randofa, t)-hook walk and a sum of Pieri coefficiengs,Combin.
Theory, Ser. 82(1998), 74-111.

[5] G. Gasper and M. Rahman, Basic Hypergeometric Seriemnskeedition, Cambridge University
Press, Cambridge, 2004.

[6] J.A. Green, The characters of the finite general lineaugs, Trans. Amer. Math. So80 (1955),
402-447.

[7] M. Hildebrand, Generating random elements3#,,(F,) by random transvectiond, Algebraic
Combin.1(1992), 133-150.

[8] A. Hurwitz, Ueber Riemann’sche Flachen mit gegebenemzWeigungspunkteriiath. Ann.39
(1891), 1-60.

[9] D.M. Jackson, Counting cycles in permutations by grobaracters, with an application to a topo-
logical problem;Trans. Amer. Math. So299(1987), 785-801.

[10] D.M. Jackson, Some combinatorial problems associai#éd products of conjugacy classes of the
symmetric group). Combin. Theory Ser. #9(1988), 363-369.

[11] S.V. Kerov,g-analogue of the hook walk algorithm and random Young tab{gaunktsional. Anal.
i Prilozhen.26(1992), no. 3, 35-45; translation Funct. Anal. Appl26(1992), no. 3, 179-187.

[12] S. Lang, Algebra, revised third editioBraduate Texts in Mathemati@4 1, Springer-Verlag, New
York, 2002.

[13] J.B. Lewis, V. Reiner, and D. Stanton, Reflection faizions of Singer cycles, arXiv preprint
ar Xi v: 1308. 1468. To appear). Algebraic Combin.

[14] I.G. Macdonald, Symmetric functions and Hall polynaisi second editiorQxford Mathematical
Monographs Oxford Science Publications. The Clarendon Press, Oxfbridersity Press, New
York, 1995.

[15] A.J. Silberger and E.-W. Zink, The characters of theggalized Steinberg representations of finite
general linear groups on the regular elliptic Segns. Amer. Math. So852(2000), 3339—-3356.

[16] R.P. Stanley, Enumerative combinatorics, volCambridge Studies in Advanced Mathemaé2s
Cambridge University Press, Cambridge, 1999.

[17] V. Reiner, D. Stanton, and P. Webb, Springer’s regulaments over arbitrary fielddjath. Proc.
Cambridge Philos. S0d.41(2006), 209-229.

[18] V. Reiner, D. Stanton, and D. White, The cyclic sievifggpomenon). Combin. Theory Ser. 208
(2004), 17-50.

[19] R. Steinberg, The representations(dk (3, q), GL(4,q), PGL(3,q), and PGL(4, q), Canadian J.
Math. 3, (1951), 225-235.

[20] A.V. Zelevinsky, Representations of finite classicadgps: a Hopf algebra approadtecture Notes
in Mathematic869 Springer-Verlag, Berlin-New York, 1981.



