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Reflection factorizations of Singer cycles

J.B. Lewis and V. Reiner and D. Stanton∗

School of Mathematics, University of Minnesota. Minneapolis, MN, USA

Abstract. The number of shortest factorizations into reflections for aSinger cycle inGLn(Fq) is shown to be(qn −

1)n−1. Formulas counting factorizations of any length, and counting those with reflections of fixed conjugacy classes
are also given.

Résuḿe.Nous prouvons que le nombre de factorisations de longueur minimale d’un cycle de Singer dansGLn(Fq)

comme un produit de réflexions est(qn − 1)n−1. Nous présentons aussi des formules donnant le nombre de factori-
sations de toutes les longueurs ainsi que des formules pour le nombre de factorisations comme produit de réflexions
ayant des classes de conjugaison fixes.

Keywords: Singer cycle, Coxeter torus, anisotropic maximal torus, reflection, transvection, factorization, finite gen-
eral linear group, regular element, q-analogue, higher genus, Coxeter element

1 Introduction and main result
This paper is motivated by two classic results on the numbert(n, ℓ) of ordered factorizations(t1, . . . , tℓ)
of ann-cyclec = t1t2 · · · tℓ in the symmetric groupSn, where eachti is a transposition.

Theorem (Hurwitz [8], Dénes [2]). For n ≥ 1, one hast(n, n− 1) = nn−2.

Theorem (Jackson [10, p. 368]). For n ≥ 1, more generallyt(n, ℓ) has explicit formulas

t(n, ℓ) =
nℓ

n!

n−1∑

k=0

(−1)k
(
n− 1

k

)(
n− 1

2
− k

)ℓ

=
(−n)ℓ

n!
(−1)n−1

[
∆n−1(xℓ)

]
x= 1−n

2

. (1.1)

Here∆ is thedifference operator∆(f)(x) := f(x+ 1)− f(x).
Our goals areq-analogues, replacing the symmetric groupSn with thegeneral linear groupGLn(Fq),

replacing transpositions withreflections, and replacing ann-cycle with aSinger cyclec: the image of a
generator for the cyclic groupF×

qn
∼= Z/(qn−1)Z under any embeddingF×

qn →֒ GLFq
(Fqn) ∼= GLn(Fq)

that comes from a choice ofFq-vector space isomorphismFqn
∼= Fn

q . The analogy between Singer cycles
in GLn(Fq) andn-cycles inSn is reasonably well-established [17,§7], [18,§§8-9]. Fixing such a Singer
cycle c, denote bytq(n, ℓ) the number of ordered factorizations(t1, . . . , tℓ) of c = t1t2 · · · tℓ in which
eachti is areflectionin GLn(Fq), that is, the fixed space(Fn

q )
ti is a hyperplane inFn

q .
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Theorem 1.1. For n ≥ 2, one hastq(n, n) = (qn − 1)n−1.

Theorem 1.2. For n ≥ 2, more generallytq(n, ℓ) has explicit formulas

tq(n, ℓ) =
(−[n]q)

ℓ

q(
n
2)(q; q)n

(
(−1)n−1(q; q)n−1 +

n−1∑

k=0

(−1)k+nq(
k+1

2 )
[
n− 1
k

]

q

(1 + qn−k−1 − qn−k)ℓ

)

(1.2)

= (1 − q)−1 (−[n]q)
ℓ

[n]!q

[
∆n−1

q

(
1

x
−

(1 + x(1 − q))ℓ

x

)]

x=1

(1.3)

= [n]ℓ−1
q

ℓ−n∑

i=0

(−1)i(q − 1)ℓ−i−1

(
ℓ

i

)[
ℓ− i − 1
n− 1

]

q

. (1.4)

Theq-analogues used above and elsewhere in the paper are defined as follows:
[
n
k

]

q

:=
[n]!q

[k]!q[n− k]!q
, where [n]!q := [1]q[2]q · · · [n]q and [n]q := 1 + q + q2 + · · ·+ qn−1,

(x; q)n := (1− x)(1 − xq)(1 − xq2) · · · (1− xqn−1), and

∆q(f)(x) :=
f(x)− f(qx)

x− qx
, so that

∆n
q (f)(x) =

1

q(
n
2)xn(1− q)n

n∑

k=0

(−1)n−kq(
k
2)
[
n
k

]

q

f(qn−kx). (1.5)

In fact, we will prove the following refinement of Theorem 1.2for q > 2, having no counterpart for
Sn. Transpositions are all conjugate withinSn, but the conjugacy class of a reflectiont in GLn(Fq) for
q > 2 varies with its determinantdet(t) in F×

q . Whendet(t) = 1, the reflectiont is called atransvection
[12, XIII §9], while det(t) 6= 1 means thatt is asemisimple reflection. One can associate to an ordered
factorization(t1, . . . , tℓ) of c = t1t2 · · · tℓ the sequence of determinants(det(t1), . . . , det(tℓ)) in Fℓ

q,
having productdet(c).

Theorem 1.3. Let q > 2. Fix a Singer cyclec in GLn(Fq) and a sequenceα = (αi)
ℓ
i=1 in (F×

q )
ℓ with

∏ℓ
i=1 αi = det(c). Letm be the number of valuesi such thatαi = 1. Then one hasm ≤ ℓ− 1, and the

number of ordered reflection factorizationsc = t1 · · · tℓ with det(ti) = αi depends only uponℓ andm.
This quantitytq(n, ℓ,m) is given by these formulas:

tq(n, ℓ,m) = [n]ℓ−1
q

min(m,ℓ−n)∑

i=0

(−1)i
(
m

i

)[
ℓ− i− 1
n− 1

]

q

(1.6)

=
[n]ℓq
[n]!q

[
∆n−1

q

(
(x− 1)mxℓ−m−1

)]
x=1

. (1.7)

In particular, settingℓ = n in (1.6), the number of shortest such factorizations is

tq(n, n,m) = [n]n−1
q ,

which depends neither on the sequenceα = (det(ti))
ℓ
i=1 nor on the number of transvectionsm.
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Theorems 1.2 and 1.3 are proven via a standard character-theoretic approach. This approach is reviewed
quickly in Section 2, followed by an outline of ordinary character theory forGLn(Fq) in Section 3.
Section 4 either reviews or derives the needed explicit character values for four kinds of conjugacy classes:
the identity element, Singer cycles, semisimple reflections, and transvections. Then Section 5 assembles
these calculations into the proofs of Theorems 1.2 and 1.3. Many details and proofs are omitted in this
extended abstract; see [13] for a complete version of this paper.

Although Theorem 1.3 is stated forq > 2, something interesting also occurs forq = 2. All reflections
in GLn(F2) are transvections, thus one always hasm = ℓ for q = 2. Furthermore, one can see that (1.4),
(1.6) give the same answer when bothq = 2 andm = ℓ. This reflects a striking dichotomy in our proofs:
for q > 2 the only contributions to the computation come from irreducible characters ofGLn(Fq) arising
as constituents of parabolic inductions of characters ofGL1(Fq), while for q = 2 the cuspidal characters
for GLs(Fq) with s ≥ 2 play a role, miraculously giving the same polynomialtq(n, ℓ) in q evaluated at
q = 2.

Question1.4. Can one derive the formulas (1.4) and (1.6) viainclusion-exclusionmore directly?

Question1.5. Can one derive Theorem 1.1bijectively, or by anovercount, in the spirit of Dénes [2], that
counts factorizations of all conjugates of a Singer cycle and then divides by the conjugacy class size?

2 The character theory approach to factorizations
We recall the classical approach to factorization counts, which goes back to work of Frobenius [3].

Definition2.1. Given a finite groupG, let Irr(G) be the set of its irreducible ordinary (finite-dimensional,
complex) representationsV . For eachV in Irr(G), denote bydeg(V ) thedegreedimC V , and letχV (g) =

Tr(g : V → V ) be itscharacter valueatg, along withχ̃V (g) :=
χV (g)
deg(V ) thenormalized character value.

Both functionsχV (−) andχ̃V (−) onG extend byC-linearity to functionals on thegroup algebraCG.

Proposition 2.2 (Frobenius [3]). Let G be a finite group, andA1, . . . , Aℓ ⊂ G unions of conjugacy
classes inG. Then forg in G, the number of ordered factorizations(t1, . . . , tℓ) with g = t1 · · · tℓ andti
in Ai for i = 1, 2, . . . , ℓ is

1

|G|

∑

V ∈Irr(G)

deg(V ) · χV (g
−1) · χ̃V (z1) · · · χ̃V (zℓ). (2.1)

wherezi :=
∑

t∈Ai
t in CG.

This lemma was the main tool used by Jackson [9,§2], as well as by Chapuy and Stump [1,§4] in
their solution of the analogous question in well-generatedcomplex reflection groups. The proof, which
we omit, is a straightforward computation in the group algebra CG coupled with the isomorphism of
G-representationsCG ∼=

⊕
V ∈Irr(G) V

⊕ deg(V ).

3 Review of ordinary characters of GLn(Fq)

The ordinary character theory ofGLn := GLn(Fq) was worked out by Green [6], and has been reworked
many times. Aside from Green’s paper, some useful references are Macdonald [14, Chaps. III, IV] and
Zelevinsky [20,§11].
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A GLn-irreducibleU is calledcuspidalif χU does not occur as a constituent in any induced(i) character
f1∗f2, where thefi are class functions onGLni

and (n1, n2) is a compositionn = n1 + n2 with
n1, n2 > 0. Denote byCuspn the set of all such cuspidal irreduciblesU for GLn, and say that the
weightwt(U) of each suchU is n. LetParn denote the partitionsλ of n (that is,|λ| :=

∑
i λi = n), and

define
Par :=

⊔

n≥0

Parn and Cusp :=
⊔

n≥1

Cuspn,

the sets ofall partitions andall cuspidal representations for all groupsGLn. Then theGLn-irreducible
characters can be indexed asIrr(GLn) = {χλ} whereλ runs through the set of all functionsλ : Cusp →
Par having the property that ∑

U∈Cusp

wt(U) |λ(U)| = n. (3.1)

AlthoughCusp is infinite, this condition (3.1) implies thatλ can only take on finitely many non-∅ values
λ(U1), . . . , λ(Um), and in this case

χλ = χU1,λ(U1)∗ · · · ∗χUm,λ(Um) (3.2)

where eachχU,λ is what Green [6,§7] called aprimary irreducible character. In particular, a cuspidal
characterU in Cuspn is the same as the primary irreducibleχU,(1). One can also show that there are
GLn(Fq)-versions of the Jacobi-Trudi and dual Jacobi-Trudi formulas, i.e., every primary irreducible
characterχU,λ can be written as a linear combination of induction productsof characters of the form
χU,(n) andχU,(1n).

The cuspidalsCuspn are indexed via free orbits[ϕ] = {ϕ, ϕ ◦ F, · · · , ϕ ◦ Fn−1} for the Frobenius

actionβ
F

7−→ βq on thedual groupHom(F×
qn ,C

×). Say thatU in Cuspn is associatedto the orbit[ϕ] in
this indexing.

Whenn = 1, one simply hasCusp1 = Hom(F×
q ,C

×). In other words, the Frobenius orbits[ϕ] = {ϕ}
are singletons, and ifU is associated to this orbit thenU = ϕ considering both as homomorphisms
GL1(Fq) = F×

q → C×.

Although we will not need Green’s full description of the charactersχU,(m) andχU,λ, we will use (in
the proof of Lemma 4.7 below) the following consequence of his discussion surrounding [6, Lemma 7.2].

Proposition 3.1. For U in Cusps, everyχU,(m), and hence also every primary irreducible character
χU,λ, is in theQ-span of characters of the formχU1

∗ · · · ∗χUt
whereUi is in Cuspni

, with s dividingni

for eachi.

4 Some explicit character values
We will eventually wish to apply Proposition 2.2 withg being a Singer cycle, and with the central elements
zi being sums over classes of reflections with fixed determinants. For this one requires explicit character
values on four kinds of conjugacy classes of elements inGLn(Fq): the identity (giving the character
degrees), the Singer cycles, the semisimple reflections, and the transvections. We review known formulas
for most of these, and derive others that we will need, in the next four subsections.

(i) The notion of induction used here isparabolicor Harish-Chandrainduction.
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It simplifies matters that the character valueχλ(c−1) vanishes for a Singer cyclec unlessχλ = χU,λ

is a primary irreducible character and the partitionλ of n
s takes a very special form; see Proposition 4.6

below. (This may be compared with, for example, Chapuy and Stump [1, p. 9 and Lemma 5.5].) Thus we
only computeprimary irreducible character values, sometimes only those ofhook shape, i.e., of the form

χU,(n
s
−k,1k).

4.1 Character values at the identity: the character degrees

Green computed the degrees of the primary irreducible charactersχU,λ as a product formula involving
familiar quantities associated to partitions.

Definition4.1. For a partitionλ, recall [14, (1.5)] the quantityn(λ) :=
∑

i≥1(i − 1)λi. For a cella in
row i and columnj of the Ferrers diagram ofλ recall thehooklength[14, Example I.1]

h(a) := hλ(a) := λi + λ′
j − (i+ j) + 1.

Theorem 4.2([6, Theorem 12]). The primary irreducibleGLn-characterχU,λ for a cuspidal character
U ofGLs(Fq) and a partitionλ of n

s has degree

deg(χU,λ) = (−1)n−
n
s (q; q)n

qs·n(λ)∏
a∈λ 1− qs·h(a)

= (−1)n−
n
s (q; q)nsλ(1, q

s, q2s, . . .).

Heresλ(1, q, q2, . . .) is theprincipal specializationxi = qi−1 of the Schur functionsλ = sλ(x1, x2, . . .).
Two special cases of this formula will be useful in the sequel. First, in the case of hook shapes we have

deg(χU,(n
s
−k,1k)) = (−1)n−

n
s qs(

k+1

2 ) (q; q)n
(qs; qs)n

s

[
n
s − 1
k

]

qs
. (4.1)

Second, whens = 1 andU = 1 is the trivial character ofGL1(Fq), the degree is given by the usual
q-hook formula[16, §7.21]

deg(χ1,λ) = fλ(q) := (q; q)n
qn(λ)∏

a∈λ 1− qh(a)
= (q; q)nsλ(1, q, q

2, . . .) =
∑

Q

qmaj(Q) (4.2)

where the last sum is over all standard Young tableauxQ of shapeλ, andmaj(Q) is the sum of the entries
i in Q for which i+ 1 lies in a lower row ofQ.

4.2 Character values on Singer cycles and regular elliptic elements

Recall from the Introduction that aSinger cyclein GLn(Fq) is the image of a generator for the cyclic
groupF×

qn
∼= Z/(qn − 1)Z under any embeddingF×

qn →֒ GLFq
(Fqn) ∼= GLn(Fq) that comes from

a choice ofFq-vector space isomorphismFqn
∼= Fn

q . (Such an embedded subgroupF×
qn is sometimes

called aCoxeter torusor ananisotropic maximal torus.) Many irreducibleGLn-character valuesχλ(c−1)
vanish not only on Singer cycles, but even for a larger class of elements that we introduce in the following
proposition.

Proposition 4.3. The following are equivalent forg in GLn(Fq).
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(i) No conjugates ofhgh−1 of g lie in a proper parabolic subgroupPα ( GLn.
(ii) There are no nonzero properg-stableFq-subspaces insideFn

q .
(iii) The characteristic polynomialdet(xIn − g) is irreducible inFq[x].
(iv) The elementg is the image of someβ in F×

qn satisfyingFq(β) = Fqn (that is, a primitive element
for Fqn ) under one of the embeddingsF×

qn →֒ GLFq
(Fqn) ∼= GLn(Fq).

The elements inGLn(Fq) satisfying these properties are called theregular elliptic elements.

Proof sketch: The equivalence of (i) and (ii) and the implications from (iv) to (ii) to (iii) are relatively
striaghtforward. For the implication from (iii) to (iv), supposef(x) := det(xIn − g) is irreducible in
Fq[x], sof(x) is also the minimal polynomial ofg. Thusg has rational canonical form overFq equal to
the companion matrix forf(x). This is the same as the rational canonical form for the imageunder one of
the above embeddings of anyβ in F×

qn having minimal polynomialf(x), so thatFq(β) ∼= Fqn . Henceg
is conjugate to the image of such an elementβ embedded inGLn(Fq), and then equal to such an element,
after conjugating the embedding.

Part (iv) of Proposition 4.3 shows that Singer cyclesc in G are always regular elliptic, since they
correspond to elementsγ for whichF×

qn = 〈γ〉, that is, toprimitive rootsin Fqn .

Definition4.4. Recall that associated to the extensionFq ⊂ Fqn is thenorm mapNFqn/Fq
: Fqn → Fq

sendingβ 7→ β · βq · βq2 · · ·βqn−1

.

The well-known surjectivity of norm maps for finite fields [12, VII Exer. 28] is equivalent to the following.

Proposition 4.5. If F×
qn = 〈γ〉, thenF×

q = 〈N(γ)〉.

Proposition 4.6. Letg be a regular elliptic element inGLn(Fq) associated toβ ∈ Fqn .
(i) The irreducible characterχλ(g) vanishes unlessχλ is a primary irreducible characterχU,λ, for

somes dividingn and some cuspidal characterU in Cusps and partitionλ in Parn
s

.
(ii) Furthermore,χU,λ(g) = 0 except for hook-shaped partitionsλ =

(
n
s − k, 1k

)
.

(iii) More explicitly, if U in Cusps is associated to[ϕ] withϕ in Hom(F×
qs ,C

×), then

χU,(n
s
−k,1k)(g) = (−1)kχU,(n

s
)(g)

= (−1)
n
s
−k−1χU,(1

n
s )(g)

= (−1)n−
n
s
−k

s−1∑

j=0

ϕ
(
NFqn/Fqs

(βqj )
)
.

(iv) If in additiong is a Singer cycle then

∑

U

χU,(n
s
−k,1k)(g) =

{
(−1)n−

n
s
−kµ(s) if q = 2,

0 if q 6= 2.

where the sum is over allU in Cusps, andµ(s) is the usual number-theoretic M̈obius function ofs.

Proof sketch: The key point is Proposition 4.3(i), showing that regular elliptic elementsg are the elements
whose conjugateshgh−1 lie in no proper parabolic subgroupPα. It follows from the formula for induced
character values that any properly induced character will vanish on a regular elliptic element.
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Assertion (i) follows immediately, as (3.2) shows non-primary irreducibles are properly induced.
Assertion (ii) follows by applying the Jacobi-Trudi-styleformula forGLn characters and observing

that for non-hook shapes, every summand is properly induced.
The first two equalities asserted in (iii) follow from similar analysis of terms in the Jacobi-Trudi- and

dual Jacobi-Trudi-style expansions for a hook shape; in this case, only a single summand survives. The
last equality in (iii) comes from a result of Silberger and Zink [15, Theorem 6.1], which they deduced by
combining various formulas from Green [6].

For assertion (iv), one may use assertion (iii) and the properties of the norm map and Singer cycles to
rewrite the sum to be computed as(−1)n−

n
s
−k times the sum of allz in C× for which zq

s−1 = 1 but
zq

t−1 6= 1 for any proper divisort of s. The result follows.

4.3 Character values on semisimple reflections
Recall that a semisimple reflectiont in GLn(Fq) has conjugacy class determined by its non-unit eigen-
valuedet(t), which lies inF×

q \ {1}. Recall also the notion of thecontentc(a) := j − i of a cella lying
row i and columnj of the Ferrers diagram for a partitionλ.

Lemma 4.7. Let t be a semisimple reflection inGLn(Fq).
(i) Primary irreducible charactersχU,λ vanish ont unlesswt(U) = 1, that is, unlessU is inCusp1.

(ii) For U in Cusp1, soF×
q

U
→ C×, andλ in Parn, the normalized character̃χU,λ has value ont

χ̃U,λ(t) = U(det(t)) ·
1

[n]q

∑

a∈λ

qc(a).

(iii) In particular, for U in Cusp1 and hook shapesλ = (n− k, 1k), this simplifies to

χ̃U,(n−k,1k)(t) = U(det(t)) · q−k.

Proof sketch: For assertion (i), we start with the fact proven by Green [6,§5 Example (ii), p. 430]
that cuspidal characters forGLn vanish onnon-primaryconjugacy classes, that is, those for which the
characteristic polynomial is divisible by at least two distinct irreducible polynomials inFq[x].

This implies cuspidal characters forGLn with n ≥ 2 vanish on semisimple reflectionst, since sucht
are non-primary:det(xI − t) is divisible by bothx− 1 andx− α whereα = det(t) 6= 1.

Next, the formula for induced characters shows that any character of the formχU1
∗ · · · ∗χUℓ

in which
eachUi is aGLni

-cuspidal withni ≥ 2 will also vanish on all semisimple reflectionst: wheneverhth−1

lies in the parabolicP(n1,...,nℓ) and has diagonal blocks(g1, . . . , gℓ), one of thegi0 is also a semisimple
reflection, so thatχUi0

(gi0) = 0 by the above discussion.
Lastly, Lemma 3.1 shows that every primary irreducibleχU,λ with wt(U) ≥ 2 will vanish on every

semisimple reflection:χU,λ is in theQ-span of charactersχU1
∗ · · · ∗χUℓ

with eachUi aGLni
-cuspidal

in whichwt(U) dividesni, so thatni ≥ 2.
Assertion (iii) is an easy calculation using assertion (ii), so it only remains to prove (ii). We first claim

that one can reduce to the case where characterU in Cusp1 is the trivial characterF×
q

U=1

−→ C×. This is
because one hasχU,(n) = U = U ⊗ χ1,(n) and hence using the Jacobi-Trudi-style identity forGLn(Fq)
one has

χU,λ = U ⊗ χ1,λ for λ in Parn whenU lies inCusp1. (4.3)
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Thus without loss of generality,U = 1, and we wish to show

χ̃1,λ(t) =
1

[n]q

∑

a∈λ

qc(a). (4.4)

Next, we use an application of the Jacobi-Trudi identity forGLn(Fq) and explicitly compute character
values by counting certain flags inFn

q to show that

χ̃1,λ(t) =
∑

µ⊂λ
|µ|=|λ|−1

fµ(q)

fλ(q)

wherefλ(q) is theq-hook formula from (4.2). Thus the desired result follows from either of two results
in the literature: it is equivalent(ii) , after sendingq 7→ q−1, to a result of Kerov [11, Theorem 1 and Eqn.
(2.2)], and it is also thet = q−1 specialization of a result of Garsia and Haiman [4, (I.15), Thm. 2.3].

4.4 Character values on transvections
TheGLn-irreducible character values on transvections appear in probabilistic work(iii) of M. Hildebrand
[7]. For primary irreducible characters, his result is equivalent(iv) to the following.

Theorem 4.8([7, Theorem 2.1]). For U in Cusps with λ in Parn
s

, a transvectiont in GLn(Fq) has

χ̃U,λ(t) =





1

1− qn−1


1− qn−1

∑

µ⊂λ:
|µ|=|λ|−1

fµ(q)

fλ(q)


 if s = 1,

1

1− qn−1
if s ≥ 2.

One can rephrase thes = 1 case similarly to Lemma 4.7(ii). In the hook case, this givesthe following.

Corollary 4.9. For U in Cusp1 and0 ≤ k ≤ n− 1, one has

χ̃U,(n−k,1k)(t) =
1− qn−k−1

1− qn−1
.

5 Proofs of Theorems 1.2 and 1.3.
In proving the main results Theorems 1.2 and 1.3, we take for granted the equivalences between the
various formulas that they assert. We assemble the normalized character values on reflection conjugacy
class sums in the form needed to apply (2.1). This is then usedto prove Theorem 1.3 forq > 2, from
which we derive Theorem 1.2 forq > 2. Lastly we prove Theorem 1.2 forq = 2.

(ii) In checking this equivalence, it is useful to bear in mind that fλt
(q) = q

(

n
2

)

fλ(q−1), along with the fact that ifµ ⊂ λ with
|µ| = |λ| − 1 and the unique cell ofλ/µ lies in rowi and columnj, thenn(λ)− n(µ) = i− 1 andn(λt)− n(µt) = j − 1.

(iii) The authors thank A. Ram and P. Diaconis for pointing them to this work.
(iv) In seeing this equivalence, note that Hildebrand uses Macdonald’s indexing [14, p. 278] ofGLn-irreducibles, where partition

values are transposed in the functionsλ : Cusp −→ Par relative to our convention in Section 3
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5.1 The normalized characters on reflection conjugacy class sums
Definition5.1. Forα in F×

q , let zα :=
∑

t:det(t)=α t in CGLn be the sum of reflections of determinantα.

Corollary 5.2. For U in Cusps, andk in the range0 ≤ k ≤ n
s , and anyα in F×

q \ {1}, one has

χ̃U,(n
s
−k,1k)(zα) = [n]q

{
qn−k−1U(α) if s = 1

0 if s ≥ 2.

}
, (5.1)

χ̃U,(n
s
−k,1k)(z1) = [n]q

{
qn−k−1 − 1 if s = 1,

−1 if s ≥ 2.

}
. (5.2)

5.2 Proof of Theorem 1.3 for q > 2.

For a Singer cyclec in GLn(Fq), andα = (α1, . . . , αℓ) in (F×
q )

ℓ with
∏ℓ

i=1 = det(c), Proposition 2.2
counts the reflection factorizationsc = t1t2 · · · tℓ with det(ti) = αi as

1

|GLn|

∑

(s,U):
s|n

U∈Cusps

n
s
−1∑

k=0

deg(χU,(n
s
−k,1k)) · χU,(n

s
−k,1k)(c−1) ·

ℓ∏

i=1

χ̃U,(n
s
−k,1k)(zαi

). (5.3)

There are several simplifications in this formula.
Firstly, note that the outermost sum over pairs(s, U) reduces to the pairs withs = 1: sincedet(c) is a

primitive root inF×
q by Proposition 4.5 andq > 2, one knows thatdet(c) 6= 1, so that at least one of the

αi is not1. Thus its factor̃χU,(n
s
−k,1k)(zαi

) in the last product will vanish ifs ≥ 2 by (5.1).
Secondly, whens = 1 then Corollary 5.2 evaluates the product in (5.3) as

ℓ∏

i=1

χ̃U,(n
s
−k,1k)(zαi

) = [n]ℓq (qn−k−1 − 1)m q(n−k−1)(ℓ−m) U(det(c)) (5.4)

if exactlym of theαi are equal to1, that is, if the number of transvections in the factorization ism. This
justifies calling ittq(n, ℓ,m) wherem ≤ ℓ− 1.

Thirdly, for s = 1 Proposition 4.6(iii) shows(v) thatχU,(n−k,1k)(c−1) = (−1)kU(det(c−1)), so there
will be cancellation of the factorU(det(c)) occurring in (5.4) within each summand of (5.3).

Thus plugging in the degree formula from thes = 1 case of (4.1), one obtains the following formula
for (5.3), which we denote bytq(n, ℓ,m), emphasizing its dependence only onℓ andm, not onα:

tq(n, ℓ,m) =
(q − 1)[n]ℓq

|GLn|

n−1∑

k=0

q(
k+1

2 )
[
n− 1
k

]

q

(−1)k (qn−k−1 − 1)m q(n−k−1)(ℓ−m).

Finally, since|GLn| = q(
n

2)(−1)n(q; q)n, this last expression may be rewritten using (1.5) to give (1.7).
This completes the proof of Theorem 1.3 forq > 2.

(v) Here we use the fact thatc−1 is also a Singer cycle.
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5.3 Proof of Theorem 1.2 when q > 2.

Forq > 2, Theorem 1.2 follows from Theorem 1.3 by a careful computation, summing over all sequences
(α1, . . . , αℓ) factoring a given non-identity element inF×

q .

5.4 Proof of Theorem 1.2 when q = 2.

Here all reflections are transvections and (2.1) gives us

tq(n, ℓ) =
1

|GLn|

∑

χλ∈Irr(GLn)

deg(χλ) · χλ(c−1) · χ̃λ(z1)
ℓ

=
1

|GLn|

∑

(s,U):
s|n

U∈Cusps

n
s
−1∑

k=0

deg(χU,(n
s
−k,1k)) · χU,(n

s
−k,1k)(c−1) · χ̃U,(n

s
−k,1k)(z1)

ℓ

︸ ︷︷ ︸
Call thisf(s,U)

using the vanishing ofχλ(c−1) from Proposition 4.6(i,ii). We separate the computation into s = 1 and
s ≥ 2, and first compute

∑
U∈Cusp1

f(s, U). As q = 2 there is only oneU in Cusp1, namelyU = 1, and
hence

∑

U∈Cusp1

f(s, U) = f(1,1) =

n−1∑

k=0

deg(χ1,(n−k,1k)) · χ1,(n−k,1k)(c−1) · χ̃1,(n−k,1k)(z)ℓ

=

n−1∑

k=0

q(
k+1

2 )
[
n− 1
k

]

q

· (−1)k · [n]ℓq(q
n−k − qn−k−1 − 1)ℓ

using the degree formula (4.1) ats = 1, the fact thatχ(1,n−k,1k)(c−1) = (−1)kχ1,(n)(c−1) = (−1)k

from Proposition 4.6(iii), and the valuẽχ1,(n−k,1k)(z1) = [n]q(q
n−k − qn−k−1 − 1) from (5.2).

Fors ≥ 2, we compute

∑

(s,U):
s|n,s≥2
U∈Cusps

f(s, U) =
∑

(s,U):
s|n,s≥2
U∈Cusps

n
s
−1∑

k=0

deg(χU,(n
s
−k,1k)) · χU,(n

s
−k,1k)(c−1) · χ̃U,(n

s
−k,1k)(z1)

ℓ

=
∑

s|n
s≥2

n
s
−1∑

k=0

(−1)n−
n
s qs(

k+1

2 )(q; q)n
(qs; qs)n

s

[
n
s − 1
k

]

qs
·




∑

U∈Cusps

χU,(n
s
−k,1k)(c−1)


 · (−[n]q)

ℓ

again via (4.1), Proposition 4.6(iii), and (5.2). The parenthesized sum is(−1)n−
n
s
−kµ(s) by Proposi-
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tion 4.6(iii, iv), so

∑

(s,U):
s|n,s≥2
U∈Cusps

f(s, U) = (−[n]q)
ℓ(q; q)n

∑

s|n
s≥2

1

(qs; qs)n
s




n
s
−1∑

k=0

(−1)kqs(
k+1

2 )
[
n
s − 1
k

]

qs



µ(s)

= (−[n]q)
ℓ(q; q)n−1

∑

s|n
s≥2

µ(s)

= −(−[n]q)
ℓ(q; q)n−1,

where the second equality uses theq-binomial theorem [5, p. 25, Exer. 1.2(vi)]. Thus one has forq = 2
that

tq(n, ℓ) =
1

|GLn|

(
−(−[n]q)

ℓ(q; q)n−1 +

n−1∑

k=0

q(
k+1

2 )
[
n− 1
k

]

q

· (−1)k · [n]ℓq(q
n−k − qn−k−1 − 1)ℓ

)
.

(5.5)
Since|GLn| = (−1)nq(

n

2)(q; q)n, one finds that (5.5) agrees with the expression (1.2) after redistributing
the[n]ℓq and powers of−1. This completes the proof of Theorem 1.2 forq = 2.

6 An open problem
Empirical evidence supports the following hypothesis regarding theregular elliptic elementsof GLn(Fq)
that appeared in Proposition 4.3.

Conjecture 6.1. The number of ordered reflection factorizationsg = t1t2 · · · tℓ is the same for all regular
elliptic elementsg in GLn(Fq), namely the quantitytq(n, ℓ) that appears in Theorem 1.2.

Conjecture 6.1 has been verified forn = 2 andn = 3 using explicit character values [19]. In the case
det g 6= 1, only minor modifications are required in our arguments to prove Conjecture 6.1. The spot
in our proof that breaks down for regular elliptic elements with det g = 1 is Proposition 4.6(iv). For
example, whens = n = 4 andq = 2, if one choosesβ in F×

24 with β5 = 1 (so still one hasF24 = F2(β),
but F×

24 6= 〈β〉), then
∑

U χU,(4) = −3 (6= 0 = µ(4)). Nevertheless, in thisGL4(F2) example, the
regular ellipticg with g5 = 1 have the same number of factorizations intoℓ reflections for allℓ as does a
Singer cycle inGL4(F2).
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