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#### Abstract

We define and enumerate a new class of self-avoiding walks on the square lattice, which we call weakly prudent bridges. Their definition is inspired by two previously-considered classes of self-avoiding walks, and can be viewed as a combination of those two models. We consider several methods for recursively generating these objects, each with its own advantages and disadvantages, and use these methods to solve the generating function, obtain very long series, and randomly generate walks of arbitrary size. We find that the growth constant of these walks is approximately 2.58 , which is larger than that of any previously-solved class of self-avoiding walks.


Résumé. Nous définissons et énumérons une nouvelle classe de chemins auto-évitants sur le réseau carré appelés ponts faiblement prudents. Leur définition est inspirée par deux classe précédemment étudiées et peut être vue comme une combinaison de ces deux modèles. Nous considérons plusieurs méthodes pour engendrer récursivement ces objets, chacune ayant ses avantages et désavantages, et utilisons ces méthodes pour déterminer la série génératrice, calculer un grand nombre de coefficients, et engendrer aléatoirement des chemins de taille arbitraire. Nous montrons que la constance de croissance de nos chemins est approximativement 2,58 , ce qui est supérieur à celle des classes précédemment considérées.
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## 1 Introduction

A self-avoiding walk (SAW) $\omega$ on a graph $G$ is a sequence $\left(\omega_{0}, \omega_{1}, \ldots, \omega_{n}\right)$ of distinct vertices of $G$ with consecutive vertices $\omega_{i}, \omega_{i+1}$ adjacent. While any graph is a valid choice for $G$, the most frequently used are infinite lattices like the hypercubic lattice $\mathbb{Z}^{d}$ or the honeycomb lattice $\mathbb{H}$, and here we restrict the definition to these settings. SAWs were first considered by researchers in statistical physics [16], where they were used as models of long-chain polymers in solution. They were later taken up by combinatorialists and probability theorists, and there has since developed a large body of research on the topic; see [14] for a thorough review.

Despite decades of study, there is still remarkably little known about SAWs, especially in low (less than five) dimensions. In two and three dimensions, the number $c_{n}$ of SAWs of length $n$ (up to translation) is expected to behave asymptotically like

$$
c_{n} \sim A n^{\gamma-1} \mu^{n},
$$

[^0]where $A$ and $\mu$ are lattice-dependent constants and $\gamma$ depends only on the dimension. In two dimensions there are strong arguments (e.g. [15]) for the critical exponent being $\gamma=43 / 32$, but these are so far considered to be non-rigorous. The growth constan ${ }^{(\mathrm{i})} \mu$ is currently unknown for all regular lattices in two or more dimensions, with the sole exception being the honeycomb lattice. There, its value $\mu=\sqrt{2+\sqrt{2}}$ was conjectured in 1982 [15] and proven in 2012 [8]. For the square lattice $\mathbb{Z}^{2}$ (the setting of this article), the best current estimate [5] is
$$
\mu \approx 2.63815853035(2)
$$

Given the difficulty of the general SAW problem, one approach that has yielded many fruitful results is to consider subclasses of SAWs which obey extra restrictions on top of the self-avoiding constraint, the hope being that properties of the subclasses may shed light on general SAWs. Broadly speaking, one wishes to use restrictions which satisfy two (often competing) criteria:
i. the restrictions should be as loose as possible, so that the model "resembles", in some sense, the larger SAW model; and
ii. the restrictions should lead to some kind of (probably recursive) structure, so as to enable us to obtain solutions for their generating functions, coefficients, etc.

The simplest solved models on the square lattice obey a directedness constraint: they are forbidden from stepping in one (or more) direction on the lattice. Fully directed (sometimes just called directed) walks can step in at most two directions on the lattice (e.g. north and east), while partially directed walks can step in at most three directions (e.g. north, east and south). Such models can perhaps be viewed as leaning more towards criterion (ii) above than (i) - they have a simple recursive structure, but are far simpler than general SAWs ${ }^{(\text {(ii) }}$ In particular, partially directed walks have an exponential growth rate of $1+\sqrt{2} \approx 2.41$ (cf. the growth constant $\mu \approx 2.64$ of SAWs).

More general than directed walks are prudent walks [6, 4]. These are SAWs which are forbidden from stepping towards a vertex they have already visited. Prudent walks can naturally be divided into four sub-classes (a more detailed explanation is given in the next section), and for three of these subclasses the generating functions have been solved. The most general of those three subclasses has a growth rate of about 2.48.

A larger growth rate, of about 2.54 , is achieved by weakly directed walks [1]. These are walks for which any sub-walk connecting two visits to the same horizontal line of the lattice is partially directed. This is equivalent to saying that the irreducible factors (defined below) of a weakly directed walk are partially directed. The model considered in this article is defined in much the same spirit as weakly directed walks, and in fact (as the title may suggest) essentially combines the concepts of prudent walks and weakly directed walks.

We note here that larger growth rates (indeed, with sufficient computing power, growth rates arbitrarily close to that of SAWs) can be achieved by counting all irreducible SAW factors up to a maximum length $k$, and then constructing walks by concatenating those pieces [11]. The fact that the "solvability" of such models depends on computing power makes them, in our eyes, somewhat inelegant, and we are loathe to call them a "solvable" model in the same way as directed or prudent walks.

[^1]This extended abstract is organised as follows. In Section2, we define weakly prudent bridges and give preliminary results. In Section 3, we derive the generating function of these walks. In Section 4, we give asymptotic results and in particular an estimate of the growth constant of weakly directed bridges. Finally, in Section 5, we discuss the random sampling of these walks.

## 2 Definitions and preliminary results

### 2.1 Weakly prudent bridges

We begin by setting out some definitions relating to prudent walks. Where possible, we use the same terminology as in [4]. Define a prefix of a walk $\omega=\left(\omega_{0}, \ldots, \omega_{n}\right)$ to be a sub-walk $\left(\omega_{0}, \ldots, \omega_{i}\right)$ with $0 \leq i \leq n$.
Definition 1 The bounding box of a SAW $\omega$ is the smallest rectangle on the lattice which encloses $\omega$.
It is straightforward to see that the endpoint of any prudent walk must lie on the boundary of its bounding box. (If not, then the walk must have stepped off the boundary into the interior of its bounding box, and such a step could not possibly be prudent.) This leads to a natural sub-classification of prudent walks.
Definition 2 For a given $\mathcal{S} \subseteq\{$ north, east, south, west $\} \equiv\{\mathrm{N}, \mathrm{E}, \mathrm{S}, \mathrm{W}\}$ a prudent walk $\omega$ is $\mathcal{S}$-prudent if, for every prefix $\omega^{\prime}$ of $\omega$, the endpoint of $\omega^{\prime}$ lies on (at least) one of the $\mathcal{S}$ sides of its bounding box. If $|\mathcal{S}|=k$ then we say that $\omega$ is $k$-sided.

Note that a 1-sided prudent walk is in fact a partially directed walk (iii)
An important point to note here is that prudent walks are, in general, irreversible - that is, $\omega=$ $\left(\omega_{0}, \ldots, \omega_{n}\right)$ being a prudent walk does not mean $\omega^{\prime}=\left(\omega_{n}, \ldots, \omega_{0}\right)$ will be prudent. This is different to directed walks, where the reversal of a fully or partially directed walk will also be fully or partially directed. In light of this, we introduce the following, "new" class of walk:
Definition 3 A SAW $\omega=\left(\omega_{0}, \ldots, \omega_{n}\right)$ is co-prudent if its reversal $\omega^{\prime}=\left(\omega_{n}, \ldots, \omega_{0}\right)$ is prudent. More specifically, $\omega$ is $\mathcal{S}$-co-prudent if $\omega^{\prime}$ is $\mathcal{S}$-prudent, and is $k$-sided if $|\mathcal{S}|=k$.

Let $y(v)$ be the $y$-coordinate of vertex $v$. Then $\omega=\left(\omega_{0}, \ldots, \omega_{n}\right)$ is a self-avoiding bridge if $y\left(\omega_{0}\right)<$ $y\left(\omega_{i}\right) \leq y\left(\omega_{n}\right)$ for $1 \leq i \leq n$. (We could instead have $y\left(\omega_{0}\right) \leq y\left(\omega_{i}\right)<y\left(\omega_{n}\right)$ - it makes no difference from an enumerative point of view.) The usefulness of bridges stems from the fact that they can be freely concatenated without risk of intersection - see [10, 11, 12, 3] for a number of applications. A bridge is irreducible if it cannot be written as the concatenation of two or more smaller bridges. Every bridge can be uniquely decomposed into a sequence of irreducible bridges.

We are now prepared to define our objects of interest:
Definition 4 A self-avoiding bridge $\omega$ is weakly prudent if each of its irreducible bridges is prudent or co-prudent. If all those irreducible bridges are $k$-sided then we say $\omega$ is $k$-sided.

If $k=1$ then all the irreducible bridges are partially directed, and we exactly recover the weakly directed bridges of [1]. The next most general case is thus $k=2$, and it is this case that we will consider in this article. A 2-sided weakly prudent bridge is shown in Figure 1 (left).

Note that in [1], the authors give two equivalent definitions for weakly directed bridges - they are bridges whose irreducible components are partially directed, or equivalently, bridges which are partially

[^2]directed between any two visits to the same horizontal line. For $k \geq 2$, the analogous definitions are not the same for weakly prudent walks - for example, Figure 1 (right) shows an irreducible bridge which is prudent between any two visits to a horizontal line, but not prudent overall.


Fig. 1: Left: a weakly directed bridge divided into three irreducible bridges: the bottom factor is NE-prudent, the middle factor is SE-co-prudent and the top factor is NW-prudent. Right: an irreducible bridge which is prudent between any two points at the same height, but not prudent and hence not weakly prudent.

Finally, we give a name to a subset of self-avoiding bridges which will lighten notation throughout the rest of the article.

Definition 5 Let $x(v)$ denote the $x$-coordinate of a vertex $v$. A self-avoiding bridge $\omega=\left(\omega_{0}, \ldots, \omega_{n}\right)$ is a ramp if $x\left(\omega_{i}\right) \leq x\left(\omega_{n}\right)$ for $0 \leq i \leq n$.

### 2.2 Irreducible factors and generating functions

Here we set out exactly what the objects are that we will be enumerating, before considering their generating functions in the next section. Let $W \equiv W(t)$ be the generating function of 2-sided weakly prudent bridges. By definition, we have:

$$
\begin{equation*}
W=\frac{I}{1-I}, \tag{1}
\end{equation*}
$$

where $I \equiv I(t)$ is the generating function of irreducible 2-sided prudent or co-prudent bridges. To compute the generating function $I$, we use the following two elementary lemmas, for which we omit the proofs.
Lemma 6 The irreducible bridges of a 2-sided weakly prudent bridge are NE- or NW-prudent or SE- or SW-co-prudent.
Lemma 7 An irreducible bridge is both 2-sided prudent and co-prudent if and only if it is partially directed.

Let $P_{I} \equiv P_{I}(t)$ be the generating function of irreducible NE-prudent ramps, and let $D_{I} \equiv D_{I}(t)$ be the generating function of irreducible partially directed ramps. Using the two lemmas, we have:

$$
\begin{equation*}
I=4 P_{I}-2 D_{I}-t \tag{2}
\end{equation*}
$$

Combining (1) and (2) then provides a way to compute the generating function of weakly prudent bridges in terms of the generating functions of irreducible prudent ramps and irreducible partially directed ramps. We compute these functions in Section 3

## 3 Recursive constructions and generating functions

In this section we describe ways of constructing irreducible 2-sided prudent bridges, encode those constructions as functional equations satisfied by generating functions, and give solutions to those equations. Since we're now only dealing with the 2 -sided case, we will henceforth just use "prudent" to refer to NE-prudent walks or bridges.

In this extended abstract, we give details for only one of the methods and briefly describe another one in Section 3.4

### 3.1 Partially directed ramps

We begin with the simplest objects that we need to consider, partially directed ramps. Recall that by (2), we need $D_{I}$, the generating function of irreducible partially directed ramps. Fortunately this generating function has already been derived in [1], and so we present the result while referring the reader to that article for a detailed derivation.
Proposition 8 (Bacher \& Bousquet-Mélou) The generating function $D_{I}$ of irreducible partially directed ramps is

$$
\begin{equation*}
D_{I}=\frac{D}{1+D} \tag{3}
\end{equation*}
$$

where $D \equiv D(t)$ is the generating function of (not necessarily irreducible) partially directed ramps. This generating function is given by

$$
\begin{equation*}
D=\sum_{k=0}^{\infty} \frac{t^{k+1}}{G_{k}} \tag{4}
\end{equation*}
$$

where $G_{k} \equiv G_{k}(t)$ is the sequence of polynomials defined by

$$
G_{-1}=1, \quad G_{0}=1-t, \quad \text { and for } k \geq 1, \quad G_{k}=\left(1-t+t^{2}+t^{3}\right) G_{k-1}-t^{2} G_{k-2}
$$

### 3.2 Factorisation of prudent ramps

The equation (3), used in the derivation of the generating function $D_{I}$, is a consequence of the following fact: a partially directed ramp can be decomposed uniquely into a concatenation of irreducible partially directed ramps, and conversely any sequence of irreducible partially directed ramps can be concatenated to give a unique partially directed ramp. In this section we aim to find a corresponding factorisation of prudent ramps.

Unfortunately, factorising prudent ramps into irreducible bridges does not work: while the irreducible bridges of a prudent bridge will certainly be prudent, the concatenation of a sequence of irreducible prudent bridges need not be prudent. For irreducible prudent ramps, it is the other way around: the concatenation of a sequence of prudent ramps will also be a prudent ramp, but not all prudent ramps can be decomposed into a sequence of irreducible ramps.
To work around this problem, we define the following walks, slightly more general than irreducible prudent ramps. Examples are given in Figure 2.

Definition 9 If a ramp $\omega$ can be written as the concatenation $\alpha \circ \beta$ of two shorter ramps, we say $\omega$ is $r$-reducible, otherwise $\omega$ is $r$-irreducible.

Note that all irreducible ramps are also r-irreducible, but the converse is not true (see Figure 2, right). To go from r-irreducible ramps to irreducible ones, we need the following definition as wells as two lemmas, which we give without proof.

Definition 10 A prudent ramp $\omega$ is a hook-ramp if it satisfies two properties:

- $\omega$ has a prefix $\omega^{*}$ of the form $\omega^{*}=\{\mathrm{N}, \mathrm{W}, \ldots, \mathrm{W}\}$ containing at least one west step, and
- the walk $\omega \backslash \omega^{*}$ (i.e. $\omega$ with $\omega^{*}$ removed from its start) is a ramp.

Lemma 11 Every prudent ramp has a unique decomposition into r-irreducible prudent ramps; conversely, the concatenation of any number of r-irreducible prudent ramps is a prudent ramp.

Lemma 12 Let $\omega$ be a prudent ramp and $\omega^{(1)} \circ \cdots \circ \omega^{(\ell)}$ be its decomposition into r-irreducible prudent ramps. Then $\omega^{(1)}$ is irreducible if and only if $\omega$ is not a hook-ramp.


Fig. 2: Left: a NE-prudent ramp decomposed into three irreducible bridges. Note that the first factor is not a ramp. Right: the same walk decomposed into two r-irreducible prudent ramps. The first factor is not irreducible, which is equivalent to saying that the ramp is a hook-ramp.

Let $P, \tilde{P}$ and $P_{R}$ be the generating functions of prudent ramps, hook-ramps, and r-irreducible prudent ramps, respectively. As a consequence of the two above lemmas, we have:

$$
\begin{equation*}
P=\frac{P_{R}}{1-P_{R}}, \quad P-\tilde{P}=\frac{P_{I}}{1-P_{R}}, \quad \text { and hence } P_{I}=\frac{P-\tilde{P}}{1+P} \tag{5}
\end{equation*}
$$

### 3.3 Enumeration of prudent ramps and hook-ramps

Here, we compute the generating functions $P$ and $\tilde{P}$ defined above. To do this, we first define generating functions counting slightly more general objects.

We say that a non-empty walk $\omega=\left(\omega_{0}, \ldots, \omega_{n}\right)$ is positive if $y\left(\omega_{0}\right)<y\left(\omega_{i}\right)$ for $1 \leq i \leq n$. Define the generating functions

$$
E(u, v) \equiv E(t ; u, v)=\sum_{n, i, j} e_{n, i, j} t^{n} u^{i} v^{j} \quad \text { and } \quad N(u, v) \equiv N(t ; u, v)=\sum_{n, i, j} n_{n, i, j} t^{n} u^{i} v^{j}
$$

where $e_{n, i, j}$ (resp. $n_{n, i, j}$ ) is the number of positive NE-prudent walks of length $n$ which end on the east (resp. north) side of their box, with distance $i$ from the endpoint to the north-east corner of the box and distance $j+1$ from the endpoint to the south side of the box.

The variables $u$ and $v$ are called catalytic variables - the idea being that they are included in the generating functions to facilitate recursive constructions, but the distances they measure are ultimately of no interest. Since prudent ramps are exactly positive prudent walks ending at a distance zero from the north-east corner of their box, we have $P=E(0,1)$.
Lemma 13 The generating functions $E$ and $N$ satisfy the functional equations

$$
\begin{align*}
& \left(1-\frac{t u}{u-t v}-\frac{t^{2} u}{v-t u}\right) E(u, v)=t-\frac{t^{2} v}{u-t v} E(t v, v)-\frac{t^{2} u}{v-t u} E(u, t u)+t v N(t, v)  \tag{6}\\
& \left(1-\frac{t u v}{u-t}-\frac{t^{2} u v}{1-t u}\right) N(u, v)=\frac{t}{1-t u}-\frac{t^{2} v}{u-t} N(t, v)+t E(t v, v) \tag{7}
\end{align*}
$$

Proof (sketch): We generate walks recursively, by considering how a walk of given dimensions $n, i, j$ can be extended by adding steps. We use the same ideas as presented in [4] for constructing prudent walks. There, Bousquet-Mélou partitions walks according to their last inflating step (LIS) - the last step which moved one of the relevant $k$ sides of the bounding box of a $k$-sided walk. Here, the last inflating step could have been north or east. For convenience, we do not consider the initial north step as inflating.

We divide walks ending on the east side of their box according to their LIS:

- No inflating step: The only walk ending on the east side of its box with no inflating steps is the single north step, with generating function $t$.
- LIS east: Before the LIS, the walk must have ended on the east side of its box; after, it can step north as far as the top of the box or south as far as the line $y=1$. Such walks are counted by

$$
\frac{t}{1-t u^{-1} v}\left(E(u, v)-t u^{-1} v E(t v, v)\right)+\frac{t^{2} u v^{-1}}{1-t u v^{-1}}(E(u, v)-E(u, t u))
$$

- LIS north: Before the LIS, the walk must have ended on the north side of its box; after, it must step east to the north-east corner of the box. Such walks are counted by $\operatorname{tvN}(t, v)$.

This decomposition gives the equation (6). Walks ending on the north side of their box are handled similarly:

- No inflating step: this is a north step followed by a (possibly empty) sequence of west steps.
- LIS east: before the LIS, the walk must have ended on the east side of its box; after, it must step north to the north-east corner of the box.
- LIS north: before the LIS, the walk must have ended on the north side of its box; after, it can step east as far as the north-east corner of the box, or west for an arbitrary distance.

We thus get the equation (7).

Proposition 14 The generating function $P$ of NE-prudent ramps is given by

$$
\begin{equation*}
P=E(0,1)=\frac{q\left(1-t^{2}\right)}{1-t q}+q \sum_{n=0}^{\infty} A\left(q^{2 n}\right) \prod_{k=0}^{n-1} B\left(q^{2 k}\right), \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
& A(v) \equiv A(t ; v)=\frac{(q-t)\left(1-t^{2}\right)\left(U(v)(1-t q)-\left(q(q-t)+t\left(1-q^{2}\right) U(v)\right) U\left(v q^{2}\right)\right)}{(1-t q)(1-t U(v))\left(1-t U\left(v q^{2}\right)\right)(t q-(q-t) U(v))} \\
& B(v) \equiv B(t ; v)=\frac{q(q-t)^{2}\left(t-(1-t q) U\left(v q^{2}\right)\right)}{(1-t q)^{2}(t q-(q-t) U(v))}
\end{aligned}
$$

$U(v) \equiv U(t, v)$ is the unique power series solution of the equation $t-\left(1-t v+t^{2}+t^{3} v\right) U+t U^{2}=0$ :

$$
U(v)=\frac{1-t v+t^{2}+t^{3} v-\sqrt{\left(1-t v+t^{2}+t^{3} v\right)^{2}-4 t^{2}}}{2 t}
$$

and $q \equiv q(t)=U(1)$.
Proof (sketch): The proof is done with the kernel method [13, 2, 17], and more specifically its variant the iterated kernel method [19]. The general idea is to generate more equations satisfied by the generating functions by finding values of the catalytic variables which cancel the kernels - the coefficients of the generating functions on the left-hand sides of (6) and (7).

We start by making the substitution $u \mapsto U(v)$ in (7), which by definition of $U(v)$ cancels the left-hand side. This leads to the equation:

$$
0=\frac{t}{1-t U(v)}-\frac{t^{2} v}{U(v)-t} N(t, v)+t E(t v, v)
$$

We use this equation to eliminate the $N(t, v)$ from (6):

$$
\begin{equation*}
\left(1-\frac{t u}{u-t v}-\frac{t^{2} u}{v-t u}\right) E(u, v)=\frac{\left(1-t^{2}\right) U(v)}{1-t U(v)}+\left(U(v)-\frac{t u}{u-t v}\right) E(t v, v)-\frac{t^{2} u}{v-t u} E(u, t u) \tag{9}
\end{equation*}
$$

Then, we make the substitutions $(u, v) \mapsto(q v, v)$ and $(u, v) \mapsto\left(q v, q^{2} v\right)$ in 9 , which both cancel the left-hand side. This leads to two equations relating the power series $E(t v, v), E(q v, t q v)$ and $E\left(t q^{2} v, q^{2} v\right)$. Eliminating $E(q v, t q v)$, we finally get:

$$
E(t v, v)=A(v)+B(v) E\left(t q^{2} v, q^{2} v\right)
$$

where $A(v)$ and $B(v)$ are as written in the proposition. Iterating this equation, we get (with a convergence argument):

$$
E(t, 1)=\sum_{n=0}^{\infty} A\left(q^{2 n}\right) \prod_{k=0}^{n-1} B\left(q^{2 k}\right)
$$

Finally, substituting $(u, v) \mapsto(0,1)$ in 9 gives the desired generating function $P=E(0,1)$ as a function of $E(t, 1)$.

The generating function $\tilde{P}$ of prudent hook-ramps is handled in the exact same manner. Due to the lack of space, we do not give the proofs. We define positive prudent hook-walks in the same manner as hookramps and let $\tilde{E}(u, v) \equiv E(t, u, v)(\operatorname{resp} . \tilde{N}(u, v) \equiv N(t, u, v))$ be the generating function of positive prudent hook-walks ending on the east (resp. north) side of their box, where the catalytic variables $u$ and $v$ play roles similar as above. We get the following results.
Lemma 15 The generating functions $\tilde{E}$ and $\tilde{N}$ satisfy the functional equations

$$
\begin{align*}
& \left(1-\frac{t u}{u-t v}-\frac{t^{2} u}{v-t u}\right) \tilde{E}(u, v)=\frac{t^{4}}{1-t^{2}}-\frac{t^{2} v}{u-t v} \tilde{E}(t v, v)-\frac{t^{2} u}{v-t u} \tilde{E}(u, t u)+t v \tilde{N}(t, v)  \tag{10}\\
& \left(1-\frac{t u v}{u-t}-\frac{t^{2} u v}{1-t u}\right) \tilde{N}(u, v)=\frac{t^{3}\left(t+u-2 t^{2} u\right)}{\left(1-t^{2}\right)(1-t u)^{2}}-\frac{t^{2} v}{u-t} \tilde{N}(t, v)+t \tilde{E}(t v, v) \tag{11}
\end{align*}
$$

Proposition 16 The generating function $\tilde{P} \equiv \tilde{P}(t)$ of NE-prudent hook-ramps is given by

$$
\begin{equation*}
\tilde{P}=\tilde{E}(0,1)=\frac{t^{2} q^{2}\left(1-t^{2}\right)}{(1-t q)^{2}}+q \sum_{n=0}^{\infty} \tilde{A}\left(q^{2 n}\right) \prod_{k=0}^{n-1} B\left(q^{2 k}\right) \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{A}(v) \equiv \tilde{A}(t, v)=\frac{t^{2}\left(1-t^{2}\right)(q-t)}{(1-t q)(1-t U(v))^{2}\left(1-t U\left(v q^{2}\right)\right)^{2}(t q-(q-t) U(v))} \\
& \times\left((1-t q) U(v)^{2}\left(1-2 t U\left(v q^{2}\right)\right)-\left(q(q-t)-t U(v)\left(2 q(q-t)+t\left(1-q^{2}\right) U(v)\right)\right) U\left(v q^{2}\right)^{2}\right)
\end{aligned}
$$

and $B(v), U(v)$ and $q$ are as defined in Proposition 14 .
Combining (5), (8) and (12), we obtain an explicit expression for $P_{I}$. With the results of Sections 2.2 and 3.1 we thus get an expression for the generating function $W$ of weakly prudent bridges.

### 3.4 Direct enumeration of irreducible prudent ramps

In this section, we briefly mention another way of computing the generating function $P_{I}$ of irreducible prudent ramps. Instead of using the combinatorial machinery of factorisation into r-irreducible ramps, we can generate irreducible prudent ramps directly. This requires the use of three catalytic variables instead of two and a system of four equations rather than two.

As a testament to the usefulness of the kernel method, this system can still be solved. It gives a solution for $P_{I}$ with a slightly more complicated structure (an infinite sum of functions which are themselves infinite sums of algebraic functions). Full details will appear in a longer version of this article.

## 4 Analysis and asymptotics

In order to study the asymptotic behaviour of the number $w_{n}$ of weakly prudent bridges, we will examine the analytic properties of the generating function $W$. The relationship between the asymptotics of $w_{n}$ and the properties of $W$ can be determined via a process known as singularity analysis - see [9] for the definitive discussion of the topic.

### 4.1 NE-prudent ramps and hook-ramps

As we have seen, the generating function $W$ can be written as a rational function of generating functions of other objects, and so its analytic properties can be determined by looking at those intermediate functions. Here, we state the central result regarding the generating functions $P$ and $\tilde{P}$.
Theorem 17 The generating functions $P$ of NE-prudent ramps and $\tilde{P}$ of NE-prudent hook ramps, given by Propositions 14 and 16. are analytic for $|t|<\rho$, where $\rho \approx 0.403$ is the smallest positive root of the polynomial $1-2 x-2 x^{2}+2 x^{3}$. They are meromorphic on the disc $|t|<\sigma$ where $\sigma=\sqrt{2}-1 \approx 0.414$, with an infinite sequence of simple poles on the real interval $[\rho, \sigma)$ which accumulate at $\sigma$. The functions $P$ and $\tilde{P}$ are thus non-D-finite.
The poles between $\rho$ and $\sigma$ occur at $t=t_{2 l}, l \geq 0$, defined as the unique root in $t \in(0, \sigma)$ of the equation $(q-t)\left(U\left(q^{2 l}\right)-t\right) / t^{2}=1$. At $l=0$ we have $t_{0}=\rho$, and $t_{2 l}<t_{2(l+1)}$ with $t_{2 l} \rightarrow \sigma$ as $l \rightarrow \infty$.

Unfortunately, despite (5) giving a relationship between $P, \tilde{P}$ and $P_{I}$, we are unable to conclude that $P_{I}$ is non-D-finite, though we strongly expect this to be the case.

### 4.2 Weakly prudent bridges

The complicated nature of the generating function $W$ of weakly directed bridges leaves us unable to locate any of its singularities exactly. In particular, we are unable to prove that $W$ is not D-finite. However, we are able to find upper and lower bounds to very high precision.

Proposition 18 The dominant singularity $t_{c}$ of $W$ satisfies

$$
t_{\text {lower }}<t_{c}<t_{\text {upper }},
$$

where

$$
\begin{aligned}
t_{\text {lower }}= & 0.3878717153483037620359730530634371937772541720608503957 \\
& 0640936754499315178424994556331712759062537114395993918 \\
t_{\text {upper }}= & 0.3878717153483037620359730530634371937772541720608503957 \\
& 0640936754499315178424994556331712759062537114661907434
\end{aligned}
$$

Thus $t_{c}$ is, correct to 101 digits,

$$
\begin{gathered}
t_{c} \approx 0.387871715348303762035973053063437193777254172060850 \\
39570640936754499315178424994556331712759062537114 .
\end{gathered}
$$

From (1), singularities of $W$ will occur at points where $I=1$, or possibly at singularities of $I$. Regarding the latter, we know that any singularities of $I$ cannot lie within the region $|t|<\rho$, since irreducible 2 -sided prudent (or co-prudent) bridges are a subset of 2 -sided prudent walks. It suffices then to look for points satisfing $I(t)=1$ within this region. The smallest (in absolute value) such point must be $t_{c}$, the dominant singularity of $W$. Since $W$ is a power series in $t$ with non-negative coefficients, by Pringsheim's theorem, its dominant singularity $t_{c}$ must occur on the positive real axis.

While we do have an explicit form for $I$, its structure (involving an infinite sum of algebraic functions) prevents us from performing exact inverse calculations, so we are forced to turn to numerical approximations.

The bounds $t_{\text {lower }}$ and $t_{\text {upper }}$ are calculated as follows:

- For the upper bound, we need a function $f_{\text {upper }}(t)$ satisfying $f_{\text {upper }}(t) \leq I(t)$. We use the polynomial obtained by truncating the power series of $I$ at 6144 terms. The bound $t_{\text {upper }}$ is then the point at which $f_{\text {upper }}(t)=1$.
- For the lower bound, we need a function $f_{\text {lower }}(t)$ satisfying $f_{\text {lower }}(t) \geq I(t)$. We use

$$
f_{\text {lower }}(t)=f_{\text {upper }}(t)+4 Q(t)-4 f_{\mathrm{pru}}(t)
$$

where $Q(t)$ is the generating function of NE-prudent walks which end at the north-east corner of their box (obtained from Proposition 5 of [4]), and $f_{\text {pru }}(t)$ is the polynomial obtained by truncating the power series of $Q(t)$ at 6144 terms. The bound $t_{\text {lower }}$ is then the point at which $f_{\text {lower }}(t)=1$.
Corollary 19 The number $w_{n}$ of weakly prudent bridges of length $n$ is asymptotically

$$
w_{n} \sim c \tau^{n}
$$

where $\tau=t_{c}^{-1} \approx 2.57817201$ and $c$ is a positive constant.
This follows from the basic principles of singularity analysis [9]. The pole at $t_{c}$ is simple, since the derivative of $I$ is non-negative at $t_{c}$ (it is a non-negative power series with radius of convergence at least $\rho>t_{c}$ ).

## 5 Random sampling

Finally, we were able to build an algorithm to randomly generate uniformly distributed weakly directed bridges. The algorithm belongs to the family of Boltzmann samplers [7], and is more precisely a critical Boltzmann sampler (Section 7.1 of the same reference). The algorithm outputs a bridge of length $n$ in time $\mathcal{O}(n)$.

Due to the lack of space, we leave the details to a longer version. An example of output of the algorithm is shown in Figure 3 .


Fig. 3: A random weakly directed bridge of length 1000 rotated by $90^{\circ}$.
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[^1]:    ${ }^{(i)}$ Some authors refer to this quantity as the connective constant.
    ${ }^{(i i)}$ Directed walks do, however, lend themselves well to elegant polymer models in statistical mechanics - see [18] for an overview.

[^2]:    ${ }^{\text {(iii) }}$ For 3-sided prudent walks, this definition is in fact slightly different to that used in [4], but that will not be an issue here.

