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Some exact asymptotics in the counting of
walks in the quarter plane
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2 CNRS & LMPT, Université Francgois Rabelais, France

Enumeration of planar lattice walks is a classical topicambinatorics, at the cross-roads of several domains (e.g.,
probability, statistical physics, computer science). @&l of this paper is to propose a hew approach to obtain some
exact asymptotics for walks confined to the quarter plane.
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1 Introduction

Enumeration of planar lattice walks is a most classicalaapicombinatorics. For a given sét of
admissible steps (or jumps), it is a matter of counting thmlper of paths of a certain length, which start
and end at some arbitrary points, and might even be restriotsome region of the plane. Then three
natural important questions arise.

1. How many such paths do exist?

2. What is the asymptotic behavior, as their length goesfioiiy, of the number of walks ending at
some given point or domain (for instance one axis)?

3. What is the nature of the generating function of the numbémwalks? Is itholonomi€’, and, in
that casealgebraicor evenrational?

If the paths are not restricted to a region, or if they are taireed to remain in a half-plane, it turns out
[6] that the generating function has an explicit form (qigestl), and is, respectively, rational or algebraic
(question 3). Question 2 can then be solved from the answier to
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0 A function of several complex variables is said to be holoiwifithe vector space over the field of rational functionsrsped by
the set of all derivatives is finite dimensional. In the casen® variable, this is tantamount to saying that the fumcisosolution
of a linear differential equation where the coefficientsrat@nal functions (see [13]).
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Fig. 1.1: Four famous examples, known as the simple, Kreweras’, Ggasel Gouyou-Beauchamps’ walks, respec-
tively

The situation happens to be much richer if the walks are cedfto the quarter plang?. As an
illustration, let us recall that some walks admit an alg&bganerating function, see [14] for Kreweras’
walk (see Figure 1.1), while others admit a generating fonatvhich is not even holonomic, see [6] for
the so-callecknight walk

In the sequel, we focus on walks confinedz®, starting at the origin and havirgmall steps This
means exactly that the s§tof admissible steps is included in the set of the eight néaegghbors, i.e.,
S ¢ {-1,0,1}2\ {(0,0)}. By using an extended Kronecker’s delta, we shall write

1t (i,4) €S,
51%]’—{ 0 if (ij)¢s. (1.1)

On the boundary of the quarter plane, allowed jumps are thealanes: steps that would take the walk
out of Z2 are obviously discarded, see examples on Figure 1.1.

There are2® such models. Starting from the existence of simple geonatsymmetries, Bousquet-
Mélou and Mishna [5] have shown that there are in f&ctypes of essentially distinct walks—we will
often refer to thes&9 walks tabulated in [5]. For each of the§e models,q(i, j,n) will denotethe
number of paths confined #? , starting at(0,0) and ending at(i, j) after n steps The associated
generating function will be written

Qx,y,2) = Y qli,j,n)a'y’z". (1.2)

i,5,n>0

Answers to questions 1 and 3 have been recently determimedl f©9 models of walks. To present
these results, we need to define a certain group, introducagrobabilistic context in [19], and called
the group of the walk This groupV = (¥, ®) of birational transformations it leaves invariant the
function ., i<, dij2'y’, and has the following two generators:

) 61_.7 i _ ) 57..13'
o= (nFratt ) g (Famafurt ) g

) - ST
> ici<1 Gi 4120 Y > g 0415y @

ClearlyUV o ¥ = & o ® = id, andW, when it is finite, is a dihedral group, whose order is evenaeast
four. The order of/ is calculated in [5] for each of the) cases23 walks admit a finite group (then of
order4, 6 or 8), and the56 others have an infinite group.

The expression of the generating funct®@tx, y, z)—or equivalently the answer to 1—for tB8 walks
with a finite group has been determined in [2, 5], mainly byellgic manipulations, starting from the
so-calleckernelmethod in the two-dimensional case (see, e.g., [9] anderbes therein).
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As for the 56 models with an infinite group, the functiad(z, y, z) related to thes singular walks
(i.e., walks having no jumps to the West, South-West andt§ouds found in [20] by using elementary
manipulations on (2.1). For the remainifig non-singular walks@(x, y, z) was found in [21] by the
method, initiated in [8, 9], of reduction to boundary valuelgems (BVP).

Concerning 3, the answer was obtained in [2, 5, 10] forzhevalks with a finite group: the function
Q(z,y, z) is always holonomic, and even algebraic w@algwgl ij0; ; is positive. For thé6 models
with an infinite group, it was also proved that they all admitan-holonomic generating function: see
[20] for the 5 singular walks, and [17] for the non-singular ones.

Let us now focus on question 2, which actually is the maindopthis paper. A priori, it has a link with
guestion 1 (indeed, being provided with an expression fergtenerating function, one should hopefully
be able to deduce asymptotics of its coefficients), and wak @ell (since holonomy is strongly related
to singularities, and hence to the asymptotics of the coeffis). As we shall see, the situation is not so
simple, notably because the expression of the function) i@ fairly complicated to deal with, in particular
when it is given under an integral form, which is a frequentation in concrete case studies.

If we restrict question 2 to the computation of asymptotitineates for the number of walks ending
at the origin(0, 0) (these numbers are the coefficients(f0, 0, z), see (1.2)), a very recent paper [7]
solved the problem for much more general random walk&‘isfor anyd > 1: indeed, the authors obtain
the leading term of the estimate, up to a coefficient inv@wvino unknown harmonic functions. On the
other hand, it is impossible to deduce from [7] the asymptao¢havior of the number of walks ending, for
instance, at one axis (coefficients@f1, 0, z) andQ(0, 1, z)), or anywhere (coefficients @§(1, 1, z)).

Still with respect to question 2, it is worth mentioning selénteresting conjectures by Bostan and
Kauers [3, 4], which are proposed independently of the firgigs of the group.

The aim of this paper is to propose a uniform approach to anguestion 2, which, as we shall see,
works forbothfinite or infinite groups, and for walks not necessarily riegd to excursions as in [7].

First, Section 2 presents the basic functional equationghwis the keystone of the analysis. Then,
Section 3 illustrates our approach by considering the gmyallk (the jumps of which are represented in
Figure 1.1), which has a group of ordér In this case, we obtain an explicit expressionyfz, v, z),
allowing to get exact asymptotics of the coefficient§)g, 0, z), Q(1, 0, z) (and by an obvious symmetry,
also ofQ(0, 1, z)) and ofQ(1, 1, z), by making a direcsingularity analysis Section 4 sketches the main
differences (in the analytic treatment) occurring betwiensimple walk and any of th& other models.
In particular, we explain the key phenomena leading to dargies. Indeed, a singularity is due to the
fact that a certain Riemann surface seegétsupassing from to 0, while another singularity takes place
atz = 1/|S|, where|S| denotes the number of possible steps of the model. Also, geiprobabilistic
context (although this will not be shown in this paper), thiemtation of thedrift vectorhas a clear impact
on the nature of the singularities which lead to the asynggaf interest.

To conclude (1) this introduction, let us mention that ourrkvbas clearly direct connections with
probability theory. Indeed, with regard to random walkslewvm in the quarter plane, and more generally
in cones, the question of the asymptotic tail distributidrthe first hitting time of the boundary has
been for many decades of great interest. The approach moposhis paper should hopefully lead to a
complete solution of this problem for random walks with jusrp the eight nearest neighbors.
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2 The basic functional equation

A common starting point to study th® walks presented in the introduction is to establish thefaihg
functional equation (proved in [5]), satisfied by the getiagafunction defined in (1.2):

K(Ia Y, Z)Q(Iv Y, Z) = C(x)Q(Iv 07 Z) + E(y)Q(Ov Y, Z) - 571,7162(07 Ov Z) - Iy/zv (21)

wherec andc are defined in (2.3) and

K(z,y,2) = xy[qui,j@ 6i,j$iyj —1/z]. (2.2)

Equation (2.1) holds at least in the regiflx| < 1,|y| < 1,|z| < 1/|S|}, since obviously(i, j,n) <
|SI"™. In (2.1), we note that th& ;'s defined in (1.1) play the role (up to a normalizing condi)iof the
usual transition probabilitigs; ;'s in a probabilistic context.

Our main goal is to analyze the dependency)dt, y, z) with respect to the time variable which in
fact plays merely the role of a parameter, as far as the fomatiequation (2.1) is concerned. Remark that
Q(z,y, z) has real positive coefficients in its power series expandibns, lettingR denote the radius of
convergence, say @(1,0, z), we know from Pringsheim’s theorem (see [23]) that R is a singular
point of this function.

The quantity (2.2) that appears in (2.1) is calledkbmelof the walk. It can be rewritten as

a(y)2® + [b(y) — y/2la +ey) = a(x)y® + [b(z) — x/2]y + c(@),
where

a(y) = 271<j<1 51,jy?+17 by) = Z,1<j<1 50,jy'?l+1a cly) = Zflgjgl 6—1,,jy'lj+1a (2.3)
a(x) = 271@@ 51’7195”17 b(x) = 271@@ 61',095”17 c(z) = Zflgigl 61-,_1:10“‘1.

Let us also introduce the two discriminants of the kerneth@arespectiv€, andC, complex planes,
d(y, 2) = [b(y) — y/2)> — 4a(y)ely),  d(z,2) = [b(z) — x/2]” — da(z)c(x). (2.4)

From now on, we shall take to be areal variable. Indeed this is in no way a restriction, as it will
emerge from analytic continuation arguments.

Forz € (0,1/|S]), the polynomiald (resp.cf) has four roots (one at most being possibly infinite)
satisfying in ther-plane (respy-plane)

l21(2)] < w2(2) <1 <w3(2) < [za(z)| S 00, [y1(2)] <w2(2) <1 <ys(2) < [ya(z)| < o0, (2.5)
as shown in [21]. Then consider the algebraic functi@ig, ) andY (z, z) defined by
K(X(y,2),y,2) = K(2,Y(x,2),z) = 0.
With the notations (2.3) and (2.4), we have
—b(y) + Ly d(y, z) —b(x)+ £ £+ \/d(z,2)
X(y,2) = = ;o Y(z,2)= ’ : (2.6)
2a(y) 2a(z)

From now on, we shall denote by, X; (resp.Yy, Y1) the two branches of these algebraic functions
defined in theC,, (resp.C,) plane. They can be separated (see [9]), to ensXige < | X | in C, (resp.
|Yo| < |Y1|in C,.), keeping in mind that the variablemerely plays the role of a parameter.
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3 The example of the simple walk

To illustrate the method announced in the introduction, wester in this section themplewalk (i.e.,
d;,; = 1 only for coupleq, j) such thatj = 0, see Figure 1.1). Then the following main results hold.

Proposition 3.1 For the simple walk,

Q(0,0,2) = /1 L= 2uz - \/(12_ 2uz)® = 42° AT (3.1)

T 1 z

Note thatQ(0, 0, z) counts the number of excursions starting fr@im0) and returning tg0, 0).
Proposition 3.2 For the simple walk, ag — oo,

416"

0,0,2n) ~ ——.
9(0,0,2n) ~ ——5

Proposition 3.3 For the simple walk,

14 B — —
Q(l,o,z)zi/ 1—2uz — /(1 - 2uz)? — 4z \/l—l-udu'

)4 22 1—u

The generating functio®(1, 0, z) counts the number of walks starting frof®, 0) and ending at the
horizontal axis. In addition, by an evident symmet0, 1, z) = Q(1,0, z).

Proposition 3.4 For the simple walk, ag — oo,

Zq(z’,&n) ~ §4—n

‘ T n?
=0

Having the expressions @J(1,0, z) andQ(0, 1, z), the serieg)(1, 1, z) is directly obtained from (2.1).
The asymptotics of its coefficients, which represent thal totimber of walks of a given length, is the
subject of the next result.

Proposition 3.5 For the simple walk, as — oo,

> qliyg,n) ~ 2

~ T™n
1,520

Proof of Proposition 3.1: The key point is to reduce the computation@fz, 0, z) to a BVP set on
I' = {t € C: |t| = 1}, according to the procedure proposed in [8, 9], and brief§cdleed now.

Letting D be a simply connected domain bounded by a smooth ofirtlee BVP we shall encounter in
this study belongs to a wide class (studied among others &m&in, Dirichlet, Hilbert, Carleman) and
can be stated as follows.

Find a functionF' of a single complex variable, holomorphic inD and satisfying a boundary condition
of the form

F(t)=F(t)+g(t), YteL,

whereg(t) is a known function satisfying at least @lder condition on’.
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Indeed, for any € T, we have

((B)Q(0,2) — e(DQ(E0, 2) = oh2) = ot 2) 3.2)

z

wheret stands for the complex conjugatetofThe proof of (3.2) relies on simple manipulations on the
functional equation (2.1). The main argument is the follogvi On K (z,y, z) = 0, letting y tend suc-
cessively from abovey(™) and from below ¢~) to an arbitrary poing on the cut{y;(z),y2(z)] (which
is merely a segment) defined in (2.8)(0, y, z) remains continuous, and thus can be eliminated by com-
puting the differencé)(0,y™, 2) — Q(0,y~, z) = 0 in the functional equation (2.1), see [8, 9] for full
details.

In the present case, a pleasant point (from a computatiamat f view) is that, on the unit circle, we
havet = 1/t. Hence, after mutiplying both sides of (3.2) by(t — =) with |z| < 1, integrating over,
and making use of Cauchy'’s formula, we get the followinggnéform (noting that here(x) = )

o(@)Q(x,0,2) = — /%(t’z)_m(’?’z)dt, Viz| < 1. (3.3)
I

2z t—=x

Fort € T, we know from general results [9, 21] that forc [0, 1/4], Yo(¢, z) is real and belongs to the
segmenty; (z), y2(2)], the extremities of which are the two branch points locatséie the unit circle in
they-plane, see Section 2. Then it is not difficult to check thatittiegral on the right-hand side of (3.3)
does vanish at = 0. Hence we are entitled to write

1 tYo(t, z) —tYo(t,z) ., 1 tYo(t, z) — tYo(t, 2)
/F dt /r dt, (3.4)

0,0 =1 =
@(0,0,2) = lim t—x 2z 2

z—0 202

where the last equality follows from I'Hospital’s rule.
To exploit formula (3.4), it is convenient to make the sthafgrward change of variable= e*?, which

yields

1 27

. 27
Q(0,0,z2) = L / sin @ e_wYO(ew, z)dd = sin” 0 Yo(ew, z)do, (3.5)
0

2mz % 0

where we have used the fact that(e?, 2) is real andYy(e?, z) = Yy (e~ 2). Furthermore, we have
by (2.6)

~ 1—2zcosf — /(1 — 2z cosf)? — 422

Yo(e', 2) 5 (3.6)
Then, instantiating (3.6) in (3.5), we get after some ligheara
Q(0,0,2) = I 7T811129\/(1 —2zcos0)? —422dd (3.7)
T 222 w22 ), ' '
Putting nowu = cos 6 in the integrand, equation (3.7) becomes exactly (3.1). O

Proof of Proposition 3.2: The functionQ(0, 0, z) is holomorphicinC \ ((—oco, —1/4] U[1/4, x)), as it
easily emerges from Proposition 3.1. Accordingly, the gstyrtics of its coefficients will be derived from
the behavior of the function in the neighborhoodtdf/4 (see, e.g., [13]). On the other ha@d0, 0, z) is
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even, as can be seenin (3.1), or directly sip@e 0, 2rn + 1) = 0, for anyn > 0, in the case of the simple
walk (see Figure 1.1). Consequently, it suffices to focusherpbintl /4.

First, we rewrite,/(1 — u?)[(1 — 2uz)? — 42?] as the product

V(I —w)(1=2(u+1)2) /(1 +u)1—2(u—1)2),

where the second radical admits the expanion; , s, (v — 1){(z — 1/4)7. Therefore, forz in a
neighborhood ot /4, we have '

Q(0,0,z2) = —% Z Wi j(z — 1/4)j/ (u—1)"/(1 —u)(1 —2(u+ 1)z) du. (3.8)

1
4,50 -1

We shall show below that, for any> 0, there exist two functions, safy andg;, which are analytic at
z = 1/4 and such that, foz in a neighborhood of /4,

/ (u—1)'/(1 —u)(1 —2(u+1)z)du = fi(2)(z — 1/4)2In(1 — 42) + gs(2). (3.9

—1

Now, by inserting identity (3.9) into (3.8), we obtain thestgnce of a function, say, analyticat: = 1/4
and such that

Q(0,0,2) = ~ gz — /4P (1~ 42)[fo(1/4) + Oz ~ 1/4)] +9().  (310)

Furthermore, it is easy to provig(1/4) = 4v/2 andpug o = v/2. With these values, a classical singularity
analysis (see, e.g., [13, 23]) shows thatnas> oo, thenth coefficient of the function in the right-hand
side of (3.10) is equivalent ta 6 /7)4™ /n3. Itis then immediate to infer that

32 42

0,0,2n) ~ ———=
CI( IRg) TL) T (27’1,)37

remarking in the latter quantity the factd2 (and not16!), due to the parity 0f)(0, 0, z) mentioned
earlier. O

Proof of (3.9) Let A;(z) denote the integral in the left-hand side of (3.9). The cleaofyvariable
u=1/(4z) — [(1 — 42)/(4z)]v gives

1\ 1482/(1—4z2) _
Ai(z) = ( > @/1 (1 —v)"vv?—1dv.

4z

Then, by lettingy = cosh ¢, we conclude that

1— 42 i cosh™ (1482 /(1—4z)) )
Ai(z) = ( P > \/%/0 (1 — cosht)’(—1 + cosh? t) dt. (3.11)
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Besides, by a classical linearization argument, there esds coefficientsy, . . ., a;+2 such that
) i+2
(1 — cosht)!(—1 4 cosh®t) = Z ay, cosh(kt). (3.12)
k=0

So, by means of (3.12), it is easy to integratéz). Then a delinearization argument shows the existence
of two functionsg; andh;, which are analytic at = 1/4 and satisfy

Ai(2) = gi(2) + (1 ;Z4Z> V22 hi(z) cosh ' (1 4 82/(1 — 4z2)).

Finally, remembering that, for all > 1, cosh™' u = log(u + v/u2 — 1), equation (3.9) follows, since
cosh™ (14 8z/(1 — 42)) + In(1/4 — z) is analytic atz = 1/4. m

Proof of Proposition 3.3: The argument mimics the one used in Proposition 3.2. Instargz = 1 in
equation (3.3) and using (3.6) yields directly

1 tYo(t,z) —t¥o(tz) . 1 [*7 44 i0
Q(1,0,z2) = 57 /F ] dt = 57z /., (e +1)Yo(e",2)do
1 ™
=57 /0 (1 +cos)(1 —2zcos — /(1 — 2zcos6)2 — 422) db,
and the proof of Proposition 3.3 is complete. O

Proof of Proposition 3.4: It is quite similar to that of Proposition 3.2, by startingiin the integral
formulation of Q(1,0, z) written in Proposition 3.3, and making an expansion of thegrand in the
neighborhood ofs = 1 andz = 1/4. So we omit it. O

Proof of Proposition 3.5: It is an immediate consequence of Proposition 3.4, by usiagtuality

(4-1/2)Q(1,1,2) = 2Q(1,0,2) — 1/z,
which follows from (2.1). |
Remark 3.6 In fact ¢(0,0,2n) is the product of the two Calalan’s numbefts, and C,,;1 and similar

expressions exist for the coefficients(@fl, 0, z) and Q(1, 1, z). They can be obtained either using a
shuffle of one dimensional-random walks, or the reflectiamgiple (see for instance [15]).

4  Asymptotics of the number of walks with small steps confined
to the quarter plane: a general approch

This part aims at extending the approach of Section 3 tG%lnodels. For this, we show in Section
4.1 thatQ(z, 0, z) andQ(0, y, z) satisfy some BVP, that we solve in Section 4.2. Next, in ®acti.3
we compute) (0,0, z), Q(1,0, 2), Q(0,1, z) andQ(1, 1, z) (question 1). In Section 4.4, we see that the
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analysis of Section 3 applies verbatim to tiewalks having a group of ordet. Finally, in Section
4.5 we analyze the singularities of the generating funsti@uestion 2). In this short paper, we cannot
provide the full details for the analysis of these singti@si we just explain where the singularities come
from, and we postpone to the ongoing work [12] the computatiithe exact behavior of the generating
functions in the neighborhood of the (dominant) singuikasit

4.1 Reduction to a boundary value problem

Most of the results in this section are borrowed from [9, 2t]the general framework (i.e., for &
models), equation (3.2) holds on the curve, drawn imtttemplex planeC,

J

M. = Xo([y1(2), v2(2)], 2) = X1([y1(2), y2(2)], 2),

depicted in the next lemma, when tlgenusof the Riemann surface (corresponding to the manifold
{(z,y :€ C? : K(z,y, 2) = 0}) is equal tol. Here, remembering thatis real, we let

y1(2), ya2(2

:

stand for a contour, which is the sfig; (z), y2(2)] traversed fromy; (z) to y2(z) along the upper edge,
and then back tg; (z) along the lower edge.

Lemma 4.1 The curveM. is one of the two components of a plane quartic curve with dfleviing
properties.

e Itis symmetrical with respect to the real axis.
e Itis connected and closed ib U {co}.

e It splits the plane into two connected domains, and we sheaibte by¢ (M) that containing the
pointz, (z). In addition,4 (M) C C\ [z3(2), z4(2)].

Similarly, we can define, in thg-complex planeC, the curvel. and the domai/(L.).

However, in the case of a group (1.3) of orderthe two components introduced above coincide to
form a double circle, as in Section 3. Also, in the casgafud), there is only one component, which for
instance can be an ellipse, see [9, Chapter 6].

Then, starting from the formal boundary condition (3.2) ba turveM ., the function@(z, 0, z) can
be analytically continued with respect tofrom the unit disc to the domai# (M), see [9, 21]. The
properties quoted in this section lead to the formulatiotheffundamental BVP.

Find a functionz — Q(z, 0, z) analytic in the domair¥ (M), and satisfying conditio3.2) on the
boundaryM .

4.2 Solution of the boundary value problem by means of conformal gluing

To solve the BVP stated in the previous section, we make u$®, &, 21]. In particular, we need the
notion of conformal gluing function (CGF). Indeed, as itttsg BVP holds on a curve that splits the plane
into two connected components (see Lemma 4.1). HoweveBRh\&on the curveM , can be reduced
to a BVP set on a segment, which is somehow computationallg manvenient (see [18] and references
therein).
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Definition 4.2 Let4 C CU {oo} be an open and simply connected domain, symmetrical wiect$o
the real axis, and not equal & C or C U {co}. A functionw is said to be a conformal gluing function
(CGF) for the domairy’ if it satisfies the following conditions.

e w is meromorphic irg’.
e w establishes a conformal mapping@fonto the complex plane cut along a segment.
e Forall ¢ in the boundary of/’, w(t) = w(t).

For instance, the mappirig— ¢ + 1/t is a CGF for the unit disc centered(@tlt is worth noting that
the existence (however without any explicit expressiord &GF for a generic domaid’ is ensured by
general results on conformal gluing [18, Chapter 2]. In thguel, we shall assume that the unique pole
of w is att = 0. Then the main result of this section is the following.

Proposition 4.3 For z € 4 (M.,),

1 w'(t, z)
Yz /Mz tYQ(t, Z)m dt, (41)

wherew(x, z) is the gluing function for the domai#i(M ) in the C,-plane.

c(x)Q(x,0,2) — ¢(0)Q(0,0,2) =

Of course, a similar expression could be written@®, v, z).

4.3 Computation of Q(0,0, z), Q(1,0, z), Q(0,1, 2), Q(1,1, 2)

The expression we shall obtain f@(0, 0, z) depends ore(xz) or symmetrically ore(y), see equation
(2.3), in the following respect.
(a) Suppose first(0) = 0 (this equality holds for the simple walk). Then, as in SetBpwe can write

Q(0,0,2) = 1imﬁ/M olt.2) o Witz g (4.2)

x—0 27mize t,z) —w(z, z)

(b) If ¢(0) # 0 andc(z) is not constant, then it has one or two roots, which are labatethe unit circle
T, see (2.3) and (1.1). More preciselyy) takes either of the forms

T+ 1, x2—|—1, x2+9c+1,

with the respective roots-1, {i,i}, {4, j}. Letz denote one of these roots. Then, provided that
9 (M), we can write

B 1 w'(t, 2)
Q(0,0,z) = — 5a /Mz tYo(t, z)m dt. (4.3)

(c) If ¢(0) # 0 andc(z) is constant, then we can evaluate the functional equatidr) & any point
(z,y) such thatz| < 1, |y| < 1 andK (x,y, z) = 0, to obtain an expression f6}(0, 0, z).

The computation of)(1,0, z) andQ(0, 1, z) depends on the position of the poihwith respect to
Y (M) and¥(L,). Indeed, ifl belongs to these domains, théX{{1,0, z) andQ(0, 1, z) are simply
obtained by evaluating the integral formulations (4.1} at 1 andy = 1.
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We now assume that for a given the pointl does not belong t&(M.). Then, by evaluating the
functional equation (2.1) dtr, Yy (z, 2)) and(Xo(Yy(z, 2), 2), Yo(z, 2)), and by making the difference
of the two resulting relations, we obtain

c(2)Q(x,0,2) = ¢(Xo(Yo(, 2), 2))Q(Xo(Yo (2, 2), 2),0,2) + M

[z — Xo(Yo(z,2),2)]. (4.4)
The key point is that, for € ¥(M.), the range ofC through the composite functial, (Yo (z, z), )
is 9 (M.) itself. This fact was proved in [9, Corollary 5.3.5] fer= 1/|S|, but the line of argument
easily extends to other values af In particular, to compute the right-hand side of (4.4), \&e ase the
expression (4.1) valid for any, in particular forz = 1.

As for Q(1, 1, z), we simply use the functional equation (2.1), so that

(IS]| = 1/2)Q(1,1,2) = ¢(1)Q(1,0,2) + ¢(1)Q(0,1,2) — d_1,-1Q(0,0,2) — 1/ z. (4.5)

4.4 Case of the group of order 4

For the19 walks with a group (1.3) of ordet (the step set§ for these models have been classified in
[5]), there are two possible ways to compute the exact ezsesand the asymptotic of the coefficients
of (0,0, 2), Q(1,0,2),Q(0,1, z) andQ(1, 1, 2).

Firstly, we can use Section 4.2, as for any of fifemodels. Secondly, the reasoning presented in
Section 3 extends immediately to the walks having a group of ordel. Indeed, since in this case the
boundary condition (3.2) is set on a circle, we can replabg a simple linear fractional transform of
t—for example, for the unit circle centered®at = 1/¢. In addition, it is proved in [9] that having a BVP
set on a circle is equivalent for the group to be of ortler

For the simple walk, one can check that these two ways of @gprooincide: take + 1/¢ for the
CGFuw(t, z) in (4.1), then make a partial fraction expansiondft, z)/[w(t, z) — w(z, z)], and this will
eventually lead to (3.3).

4.5 Singularities of the generating functions

As written in the beginning of Section 4, we cannot in thisrsip@aper go into deeper detail about the
analysis of singularities. Let us simply state that only thal singularities 0fQ(0,0, z), Q(1,0, z),
Q(0,1,z) andQ(1,1, ) play a role. Below, from the expressions of these generétinctions obtained
in Section 4.3, we just explain the main origin of all possibingularities, and postpone the complete
proofs to [12].

Consider first)(0, 0, z).

Proposition 4.4 The smallest positive singularity 6X0, 0, z) is
zg =1nf{z > 0: y2(2) = y3(2)}. (4.6)

Remark 4.5 We choose to denote the singularity above:hyas an alternative definition af, could be
the following: the smallest positive value ofor which thegenusof the algebraic curve (z,y) € C? :
K(z,y,z) = 0} jumps froml to 0. See also Proposition 4.6 for other characterizations of

Proof Sketch of the proof of Proposition 4.4:To find the singularities of)(0, 0, z), we start from the
expressions obtained in Section 4.3, especially (4.2) &1/8).(
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Consider first the case of the group of orderThen the quartic curvé . is a circle for anyz (see
Section 4.1), anav(t, z) is a rational function of valuatioh (see Section 4.2). In fact, the singularities
come fromYj (¢, z), since the branch points (z) appear in the expression of this function, see (2.4) and
(2.6). Hence, the first singularity @@(0, 0, z) is exactly the smallest singularity of the(z), and this
corresponds to equation (4.6), see Proposition 4.6 below.

Consider now all the remaining cases (i.e., an infinite graug finite group of order strictly larger
than4). Then the singularity,, appears not only for the same reasons as above, but also omnact
the CGFuw(t, z). Indeed, forz € (0, z,), the curveM,, is smooth, while for: = z, one can show that
M., has a non-smooth double point&{y»(z), z), see [9, 11]. Accordinglyw(t, z) has a singularity at
z4, and the behavior ab (¢, z) in the neighborhood of, is strongly related to the angle between the two
tangents at the double point of the quartic curve, see [11]. O

In Proposition 4.4 and in Remark 4.5, we gave two differemirabterizations of,. We present here-
after five other ones.

Proposition 4.6 The value of the first singularity,, introduced in(4.6), can also be characterized by the
five following equivalent statements.

1.z =inf{z > 0:22(2) = 23(2)} = inf{z > 0 : y2(2) = y3(2)}.

2. z,4 is the smallest positive singularity of the branch pointéz).

3. z4 is the smallest positive singularity of the branch points:).

4. z, is the smallest positive double root of the discrimindat, ) considered as a polynomial in
5

. zg4 is related to the minimizer of the Laplace transform of éhe's as follows. Definéa, 3) as the
unique solution in0, co)? of

Z—lgz‘,jgl id; o' B =0, Z—lgz‘,jgl joijat B = 0. (4.7)

Then
1

Z—lgi,jg di o' B

Before proving Proposition 4.6, we notice at once thatfortunately!) coincides with the smallest
positive singularity of(0, 0, ) found in [7, Section 1.5], which does match (4.7) and (4.8).

Secondly, an easy consequence of any of the five points 0bBitam 4.6 is that,, is algebraic. Indeed,
point 4 implies that this degree of algebraicity is at mgsand can in fact be strictly smaller thé@nas
implied by the following corollary of Proposition 4.6 5.

(4.8)

Zg

Corollary 4.7 We have:, = 1/|S|ifandonly if} > |, id;; = > , ;< jdi,; = 0 (this happens for
14 models, according to the classification proposed in [5))h@tise,z, > 1/|S|.

Proof of Proposition 4.6: Only point 5 has to be shown, since the others are easy byspt®of the
definition (4.6) ofz,. For this purpose, we use (see (4.6) and Proposition 4.@lgdhalities

zg =1nf{z > 0: y2(2) = y3(2)} = inf{z > 0 : z2(2) = 23(2)}.
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Then we have (see, e.g., [9, Chapter 6] or [16, Section 5])

X (y2(zg), 29) = w2(2g), Y (22(2g), 29) = y2(2g)-
Hence, the paifa, 5) = (z2(z4), y2(z4)) satisfies the system

0 0

K(avﬁvzg) = _K(O"Bazg) = 8_7/

p K(a,B,24) =0,

which in turn yields (4.7), while (4.8) is a direct conseqoenfK (a, 8, z4) = 0. To see why (4.7) has a
unique solution in0, c0)?, we refer for instance to [16, Section 5].

Since claims 5 and 1 are equivalent to the fact that bothidigtantsd andd have a double root, the
proof of the proposition is concluded. |

In [12], while proving Proposition 4.4, we shall besides li@eato obtain the precise behavior of
Q(0,0,z) nearz,. To this end, we use and extend results of [11, 21] to deriveestine properties
of the CGF, when the Riemann surface passes from getaigenus).

As for the singularities of)(1, 0, z) andQ(0, 1, z), a key point is to locate the poititwith respect to
the domains/ (M) and¥(L.). Indeed, the expressions @1, 0, z) andQ(0, 1, z) written in Section
4.3 depend on this location.

If 1 belongs to the sets above for any (0, z,), thenQ(1,0, z) andQ(0, 1, z) are simply obtained by
evaluating the integrals in Proposition 4.3rat= 1 andy = 1. The first singularity of these functions is
thenz, again.

Assume now that for some € (0, z,), 1 does not belong t&/(M.). Then we use (4.4) to de-
fine Q(1,0, z). Then the singularities af(1, 0, z) have to be sought among and the singularities of
Yo(1, 2) and X (Yy(1, 2), 2). But Xo(Ys(1, 2), 2) is either equal td, or to¢(Ys(1, 2))/a(Yo(1, 2)), see
[9, Corollary 5.3.5], and accordingly is either regular astihe same singularities &s(1, z).

Equations (2.3), (2.4) and (2.6) imply that the singulastofY; (1, z) necessarily satisfy(1, z) = 0.
As a consequence, the smallest positive singularify0f, ~) is given by

1
T ) + 2 /ale(l)

Lemma 4.8 zy € [1/|S], z4].
Proof: The inequalityzy > 1/|S| is a consequence of the relations
2v/a(1)e(l) < a(l) +c(1), a(l)+5b(1)+c(1) =|S].

Also, zy satisfiesi(1, zy') = 0. In other wordszy is the smallest positive value efsuch thatl is a root
of d(1, z). But we havers(0) = 0, z3(0) = oo, andxa(z,) = z3(z,), See Proposition 4.6. Hence, by
a continuity argument, one of the pointg(z) or 23(z) must becomé before reaching the other branch
point. O

Similarly, we obtain tha€)(0, 1, z) has a singularity at,, and possibly at

X

1
Cb(1) +2y/a)e(l)
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Concerning the algebraicity afy andzx, we simply note that these numbers are either rational or
algebraic of degree two, if and onlydf1)c(1) anda(1)¢(1) are not square numbers.

AsforQ(1,1, z), once we know the singularities €0, 0, z), Q(1, 0, z) andQ(0, 1, z), itisimmediate
to compute those df(1, 1, z) by means of equation (4.5).

Remark 4.9 (Conclusion) As we have seen, a consequence of the various results ofrSdcis that
the smallest positive singularities 6f(0, 0, z), Q(1,0, z), Q(0,1, z) and Q(1, 1, z) are algebraic, and
sometimes even rational, for all models of walks. In additive have the following classification of the
singularities. For each of th&4 non-singular models, let us introduce timean drift vector

%
M = (M,, M,),

My= Y idij, My= > jdij,

—1<i,j<1 —1<i,j<1

with

and thecovariance
C= Y ijéi;— MM,
—1<1,5<1
where thej; ; have been introduced iflL.1). The table below gives precisely the smallest positive sin-
gularities of each generating functio@(1,0, z), Q(0,1, z) and Q(1, 1, z) in terms of the sign of the
coordinates of the drift vector and the covariance. We wiit8” to mean “first positive singularity”.

FSof Q(1,0, 2): FSof Q(0,1, 2): FSof Q(1,1, 2):

Drift: Zg zy | 1/]S] Zg zx | 1/]S] Zg zZx zy | 1/[S]

(+,4) X X X

(+,0) X C>0|Cx<0 X

0,4) [ c>0] c<o] X X

(0,0) X X X

(+,-) X X X

EEDN I X

(0,—) | c<o | Cc=0 X c C>

(—,0) X C<0 | C>0 c<o|C

(—,—) X X X
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