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On total variation approximations for random
assemblies

Eugenijus Manstavičius†

Faculty and Institute of Mathematics and Informatics, Vilnius University, Vilnius, Lithuania

We prove a total variation approximation for the distribution of component vector of a weakly logarithmic random
assembly. The proof demonstrates an analytic approach based on a comparative analysis of the coefficients of two
power series.

Keywords: Labelled combinatorial structure, set construction, random structure, component vector, analytic method

1 Introduction
The purpose of the present note is to draw reader’s attention to an analytic approach proposed by the
author in [8] and refined in [9]. In contrast to the celebrated Flajolet-Odlyzko method (see [4]), it allows
to obtain asymptotic formulas for the ratio of coefficients of two power series when separately the coef-
ficients do not have a regular asymptotic behavior as their index increases. Moreover, our approach does
not require an analytic continuation of the series outside the disk. To be more concrete, we apply the ap-
proach to estimate the total variation distance between the distribution of component vector of a random
assembly and that of a random vector with independent coordinates. Thus, this note continues the author’s
investigations carried out in [10] and [11]. The Stein’s method applied by R. Arratia, A.D. Barbour and
S. Tavaré [1] and the Flajolet-Odlyzko method (see, e.g., J. Hansen [6] and D. Stark [13], [14]) have led
to such type results under some regularity conditions satisfied by the coefficients of the involved series.
Instead of regularity, we assume only appropriate upper and lower bounds.

For simplicity, we confine ourselves to the decomposable combinatorial structures called assemblies
which are just set-constructions for labelled combinatorial structures (see [1] and [5]). If Q is an initial
class of structures κi, i ≥ 1, with the exponential generating series

Q(z) =
∑
j≥1

qj
j!
zj ,

where qj denotes the number of structures in Q of size j, then an assembly σ is a finite collection of
κi relabelled in an appropriate way. So, starting from cycles of points one obtains permutations and
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from a finite relabelled sample of connected graphs one gets a labelled graph. If An denotes the class
of assemblies of size n, A0 = {∅}, then all information about enumeration of the structures lays in the
formal equality

∞∑
n=0

|An|
n!

zn = exp
{
Q(z)

}
.

Denote `(s̄) = 1s1 + · · · + nsn, where s̄ = (s1, . . . , sn) ∈ Zn+. Then the component vector k̄(σ) =(
k1(σ), . . . , kn(σ)

)
, where kj(σ) ≥ 0 is the number of components of size j in σ, satisfies the relation

`
(
k̄(σ)

)
= n for σ ∈ An.

To begin the probability theory, one can take each structure σ ∈ An with equal probability or involve
some weights depending on the sizes of the components. In this case, given a sequence wj ≥ 0, 1 ≤ j ≤
n, we may set

w(σ) =

n∏
j=1

w
kj(σ)
j , 00 := 1, Wn =

∑
σ∈An

w(σ),

ν(w)
n ({σ}) = w(σ)W−1

n , σ ∈ An,

and extend the latter additively on all subsets of An. Note that ν(w)
n belongs to the so-called class of

multiplicative measures (see A. M. Vershik [15]). For instance, in the case of permutations, if wj ≡
θ > 0, some fixed constant, this leads to the Ewens Sampling Formula. Manipulating with the choice
wj ∈ {0, 1}, in this way we define probabilities on the subsets of permutations with some restrictions
on the cycle lengths, that is, we arrive to the so-called Λ-permutations (see [17]). For a great variety of
combinatorial assemblies and for some unexplained facts about them, we refer to the book [1].

The component vector k̄(σ), σ ∈ An, has the following distribution:

ν(w)
n (k̄(σ) = s̄) := ν(w)

n

(
{σ : k̄(σ) = s̄}

)
= 1{`(s̄) = n} n!

Wn

n∏
j=1

1

sj !

(
qjwj
j!

)sj
,

where s̄ = (s1, . . . , sn) ∈ Zn+. This leads to the Conditioning Relation

ν(w)
n (k̄(σ) = s̄) = P

(
ξ̄ = s̄|`(ξ̄) = n), (1)

where ξ̄ := (ξ1, . . . , ξn) and ξj , j ≥ 1, are mutually independent Poisson random variables (r.vs) defined
on some probability space {Ω,F ,P} with Eξj = xjqjwj/j!, j ≥ 1, where x > 0 is an arbitrary number.
If qjwj = 0 the corresponding ξj becomes the degenerated at the zero point r.v. Note that an appropriate
choice of x allows to reduce analysis of various classes of structures taken with weighted probabilities to
a unified scheme. To simplify the notation, we will use the following definition.

Definition 1 LetAn be a set of assemblies of size n ≥ 1 and µn be a probability measure onAn. We call
the pair

(
An, µn

)
weakly logarithmic if

µn(k̄(σ) = s̄) = P
(
ξ̄ = s̄|`(ξ̄) = n

)
, s̄ ∈ Zn+, (2)

where ξ̄ = (ξ1, . . . , ξn) is a random vector with mutually independent Poisson r.vs with the mean values
Eξj =: λj ≥ 0, holds and, for some n0 ∈ N and positive constants Θ, θ, θ1, the following conditions are
satisfied:

jλj ≤ Θ, 1 ≤ j ≤ n; (3)
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j≤u

jλj ≥ θu, n0 ≤ u ≤ n; (4)

and
nP
(
`(ξ̄) = n

)
≥ θ1, n ≥ n0. (5)

The Definition extends the notion of logarithmic assemblies which are reckoned by the relation jλj ∼
θ′ for some constant θ′ > 0 as j → ∞. In this case, we would have asymptotic formulas instead of the
bounds (3), (4), and (5). The logarithmic assemblies have been explored in [1], [6], [13] and [14]. The
Definition also covers the cases discussed by the author in [10] and [11]. Note that the use of condition
(4) for the interval n0 ≤ u ≤ n is motivated by the desire to include the case when λj , 1 ≤ j ≤ n, also
depend on n. As we shall see later, condition (5) is weaker than that used earlier (see e.g. assumption (6)
in [10]), it is a Tauber type requirement of the applied analytic approach.

The main result of this paper is a total variation approximation. Let L(X) be the distribution of a r.v.
X with respect to the appropriate probability measure. Afterwards the index r, 1 ≤ r ≤ n, added to the
vectors k̄(σ) and ξ̄ will denote that only the first r coordinates are taken. Let x+ = max{x, 0} for x ∈ R
and� be an analog of the symbol O(·). In the sequel, the constants involved in these symbols and the
newly introduced ones will depend only on n0, Θ, θ, and θ1.

Theorem 1 Let n ≥ 1 and (An, µn) be weakly logarithmic. There exists a positive constant α such that

ρTV

(
L
(
k̄r(σ)

)
,L(ξ̄r)

)
:=

∑
s̄∈Zr

+

(
µn
(
k̄r(σ) = s̄

)
− P (ξ̄r = s̄)

)
+
�
( r
n

)α
(6)

for 1 ≤ r ≤ n.

Theorem 1 has a wide spectrum of applications. To list but a few, we mention the value distribution
problems for additive functions defined on the weakly logarithmic assemblies An which we were explor-
ing in the recent time. Given a double index real sequence {hj(k)}, j ≥ 1, k ≥ 0, such that hj(0) ≡ 0,
let us define an additive function h : An → R by setting

h(σ) =
∑
j≤n

hj
(
kj(σ)

)
.

Set α(n) ∈ R and β(n) > 0 for some normalizing sequences.
The first problem concerns one-dimensional asymptotic distributions. One can ask under what condi-

tions posed on {hj(k)} there exist α(n) and β(n) > 0 such that the distributions

µn
(
h(σ)− α(n) < xβ(n)

)
weakly converge as n → ∞ to some limit distribution function. So far, the problem was examined
and general sufficient conditions were obtained in the case of logarithmic classes of assemblies (see, for
instance, [1] and more recent papers). It is worth to note here that the recent ideas demonstrated in [12]
for permutations allow to prove also the necessity of conditions, provided that β(n) is slowly oscillating
at infinity. Combined with Theorem 1, these ideas yield extensions of the results for broader classes of
structures.
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The second problem is the invariance principle. Let n ≥ 1 and yn : [0, 1] → {1, . . . , n} be an
increasing function, yn(0) = 0 and yn(1) = n. By taking the partial sums

h(σ, u) :=
∑
j≤u

hj
(
kj(σ)

)
and

Hn := Hn(σ, t) := β(n)−1
(
h
(
σ, yn(t)

)
− α

(
yn(t)

))
, σ ∈ An,

we define the paths in the Skorokhod D[0, 1] space. By definition the latter is comprised from real-
valued functions on [0, 1] which are right-continuous and have left-hand limits at each point; moreover,
an appropriate topology is endowed (see [3]). We now ask when the distributions µn ◦ H−1

n weakly
converge as n → ∞. Despite to the fact that the dependent r.vs kj(σ), j ≤ n, are involved, if the limit
process has independent increments (say, Brownian motion, stable or other Lévy processes), necessary
and sufficient convergence conditions were obtained. For this, together with Theorem 1, we applied the
technique developed in the cases of permutations (see [2] and the references therein).

Finally, generalizing the results of the paper [11], we have obtained general analogs of the law of
iterated logarithm which have the form of the relations:

lim
m→∞

lim sup
n→∞

µn

(
max
m≤k≤n

β(k)−1|h(σ, k)− α(k)
∣∣ ≥ 1 + ε

)
= 0

and
lim
m→∞

lim inf
n→∞

µn

(
min

m≤k≤n

∣∣β(k)−1
(
h(σ, k)− α(k)

)
− a
∣∣ ≤ ε) = 1

holding for every ε > 0 and a ∈ [−1, 1]. The conditions possed on {hj(k)} are close to that used in [11].
The proofs in full detail of the just mentioned probabilistic results will be published elsewhere. In the

present note, we concentrate only on the proof of Theorem 1 and complete it in the last Section. Section
2, where the necessary analytic technique is exposed, is the main part of the paper.

2 The Analytic Part
To motivate the below presented asymptotic analysis and to make some hint on the proof of Theorem 1,
we recall the following lemma reducing the problem to a one-dimensional case.

For s̄ = (s1, . . . , sn), we set `ij(s̄) = (i + 1)si+1 + · · · + jsj if 0 ≤ i < j ≤ n. Moreover, let
`r(s̄) := `0r(s̄), where 1 ≤ r ≤ n. Then `n(s̄) = `(s̄).

Lemma 1 We have

ρTV

(
L
(
k̄r(σ)

)
,L(ξ̄r)

)
= ρTV

(
L
(
ξ̄r
∣∣`(ξ̄) = n

)
,L
(
ξ̄r
))

=
∑
m∈Z+

P
(
`r(ξ̄) = m

)(
1−

P
(
`rn(ξ̄) = n−m

)
P
(
`(ξ̄) = n

) )
+

. (7)

Proof. See [1], p. 69.
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One may expect that asymptotic formulas for either of the two local probabilities in the ratio on the
right-hand side could be found by analyzing the Cauchy integral in the expression

P
(
`rn(ξ̄) = m

)
=

1

2πi

∫
|z|=1

1

zm+1
exp

{ ∑
r<j≤n

λj(z
j − 1)

}
dz. (8)

Indeed, this has been the case dealing with the logarithmic assemblies (see [1], [13], and [14]). It appears
that, under the weaker conditions listed in the Definition, the probabilities do not show asymptotic regu-
larity; nevertheless, their ratio converges to unit uniformly in a large region for r and m. This is the idea
of the proof of Theorem 1.

Now let us explore the sequences of functions

D(z) := exp

{∑
j≤n

dj
j
zj
}

=:

∞∑
k=0

Dkz
k (9)

and

F (z) := exp

{ ∑
r<j≤n

dj
j
zj
}

=:

∞∑
k=0

Fkz
k,

where dj ≥ 0, 1 ≤ j ≤ n, and 1 ≤ r ≤ n are arbitrary numbers, maybe, depending on n. Evidently,
F0 = 1 and Fk = 0 if 1 ≤ k ≤ r. We seek an asymptotic formula for the ratio Fm/Dn as n → ∞ with
remainder term estimates holding uniformly for

0 ≤ r/n ≤ δ, (1− η)n ≤ m ≤ n, (10)

where δ and η are nonnegative parameters such that δ+ η ≤ 1. We now assume the following conditions:

dj ≤ Θ, 1 ≤ j ≤ n; (11)∑
j≤u

dj ≥ θu, n0 ≤ u ≤ n; (12)

and
nDn ≥ θ1D(1), n ≥ n0. (13)

Having in mind the forthcoming application with dj = jλj , we intentionally leave the same positive
constants n0,Θ, θ, and θ1 appearing in (3), (4), and (5).

In the more traditional way, (see, for instance, [1], [6], [13] and [14] and the references therein), such a
problem would have involved infinite series in the exponents. Avoiding conditions on their convergence
in some disk and on the type of singularities on the boundary, stressing that we are allowing dependence
on n for D(z) and its coefficients, we have intentionally cut the terms over j > n.

In the just mentioned works, to obtain an asymptotic formula for Fm, some analytic properties of the
generating functions or an asymptotic regularity of dj as j → ∞ were needed. They also implied an
appropriate asymptotic regularity of Dn as n → ∞. We now seek an asymptotic formula for the ratio
when, instead of regularity conditions, lower and upper bounds are assumed. The idea to examine such a
problem goes back to author’s paper [8] where the condition that dj � 1 for 1 ≤ j ≤ n was used. Here
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and in the sequel, a � b means that a � b and b � a. However, dealing with subsets of assemblies, the
lower bound of dj , 1 ≤ j ≤ n, has appeared to be stringent. The present conditions (11), (12), and (13)
open a broader perspective for applications. Finally, note that condition (11) implies Dn � nΘ−1 (see,
for instance, [7]) and that the estimate Dn � nθ−1 follows from (12) and (13).

For brevity, set

er := exp

{
−
∑
j≤r

dj
j

}
.

Afterwards, all newly involved constants, if not stated otherwise, depend only on n0, Θ, θ, and θ1. More-
over, we assume that n→∞ . We now formulate our analytic result.

Proposition 1 If conditions (11), (12), and (13) are satisfied, then there exist constants 0 < δ0 ≤ 1/2,
C ≥ 2, and 0 < c < 1 such that

Fm = erDn

(
1 + O(δc + ηδ−1 + r(δn)−1

)
(14)

uniformly in region (10) for all δ and η such that C/n ≤ δ ≤ δ0 and 0 ≤ η ≤ δ.

The result is nontrivial if δc + ηδ−1 + r(δn)−1 is less than some constant depending on that hidden in
O(·). For instance, if η + (r/n) ≤ δ2 and δ0 is small enough, we have the lower and upper bounds, i.e.
Fm/erDn � 1. Taking δ and η small and appropriately depending on r/n→ 0, from (14), we obtain the
needed asymptotic formula of the type Fm/erDn = 1+ Remainder. This is done in the proof of Theorem
1 given at the end of the note.

The proof of Proposition 1 is based on the ideas exposed in [9] and [16]. It begins with a rather typical
splitting of the Cauchy integral

Fm =
1

2πi

(∫
∆0

+

∫
∆

)
F (z)

zm+1
dz =: J0 + J,

where ∆0 = {z = eiτ : |τ | ≤ K/n}, ∆ = {z = eiτ : K/n < |τ | ≤ π}, and 1 ≤ K ≤ n is
a parameter to be chosen later. As usual, the integral J along the large arc ∆ is estimated. For this,
we combine estimates of trigonometric polynomials together with Parseval’s equality. In general, the
assumed conditions are insufficient to integrate J0, therefore we compare it with an analogous integral
where the integrand has D(z) in the place of F (z). This allows us to compare Fm and Dn. Some useful
lemmata have been proved in [10] under conditions holding now and listed in the proposition.

Lemma 2 Let bk ≥ 0 for k ≥ 0 and

B(x) :=

∞∑
k=0

bkx
k

converge in x ∈ [0, 1). Then ∑
k≤s

bk ≤ eB(e−1/s), s ≥ 0.

Moreover, if
B′(x)

B(x)
≤ c1

1− x
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for all 0 ≤ x < 1 with a constant c1 > 0, then∑
k≤s

bk � B(e−1/s)

for s ≥ 1 with a constant in� depending on c1 only.

Proof. See Section 2.1 of [16].
This lemma gives another interpretation of condition (13).

Corollary 1 If condition (11) is satisfied, then condition (13) is equivalent to

Dn �
1

n

n−1∑
k=0

Dk.

Proof. It suffices to combine the estimates in Lemma 2 with the recurrence relation

Dn =
1

n

n−1∑
k=0

dn−kDk,

which can be obtained from (9) differentiating D(z).

Lemma 3 If conditions (11) and (12) are satisfied, then there exist positive constants δ0 < 1 and C ≥ 2
such that

max
T≤t≤π

∣∣F (eit)
∣∣� erD(1)δc2

for T := C(δn)−1 and C/n ≤ δ ≤ δ0 with some c2 = c2(C, δ0) > 0.

Proof. This is Lemma 3 in [10].
Now we can complete the first task.

Lemma 4 Let K := C/δ and C/n ≤ δ ≤ δ0, where C and δ0 are defined in Lemma 3. If conditions
(11), (12), and (13) are satisfied, then there exists a positive constant c3 such that

J � erDnδ
c3

for n/2 ≤ m ≤ n.

Proof. Integrating by parts and using Lemma 3, we obtain

J =
1

2πim

∫
∆

F (z)

zm

( ∑
r<j≤n

djz
j−1

)
dz +O

(
erDnδ

c2)

=
1

2πm

( ∑
r<j≤n
|m−j|≤L

+
∑

r<j≤n
|m−j|>L

)
dj

∫
K/n≤|τ |≤π

F (eiτ )eiτ(j−m) dτ

+O
(
erDnδ

c2) =:
1

2πm

∑
r<j≤n
|m−j|≤L

djI(m− j) + I +O
(
erDnδ

c2
)
, (15)
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where r ≤ L := εn > n/K and δ/C < ε < 1 to be specified later.
Firstly, we observe that, for t ∈ N and r < t ≤ n, by Lemma 2,

tFt =
∑
r<j≤t

djFt−j ≤ Θ
∑
k≤t

Fk � F (e−1/t) � erD(e−1/t)

� er exp

{∑
j≤t

dj
j

}
= erD(1) exp

{
−
∑
t<j≤n

dj
j

}
� ernDn(t/n)θ. (16)

Here, in the last step, we have applied the estimate∑
t≤j≤n

dj
j
≥ θ log

n

t
−Θ.

following from (11) and (12) via summation by parts. Secondly,

I(l) =

∞∑
k=0

Fk

∫
K/n<|τ |≤π

ei(k−l)τ dτ

= (2π − 2K/n)1{l ≥ 0}Fl − 2
∑

k≥0,k 6=l

Fk
sin K

n (k − l)
k − l

. (17)

Hence

1

m

∑
r<j≤n
|m−j|≤L

djI(m− j)� 1

n

∑
0≤l≤L

Fl +
1

n

∑
|l|≤L

∑
|k−l|>|l|/2

Fk
|k − l|

+
1

n

∑
1≤l≤L

∑
1≤|k−l|≤l/2

Fk
| sin(Kn (k − l))|
|k − l|

=: S1 + S2 + S3. (18)

Now, applying (16), we obtain

S1 � (1/n)F (e−1/L)� erDnε
θ

and

S2 � 1

n

∑
1≤|l|≤L

(
1

|l|
∑

k<|l|/2

Fk +
∑

(3/2)|l|<k≤n

Fk
k

+
1

n

∑
k>n

Fk

)

� erDn

∑
1≤l≤L

1

l

( l
n

)θ
+

1

n

∑
k≤(3/2)L

Fk + ε
∑

(3/2)L<k≤n

Fk
k

+ εerDn

� εθ∧1erDn + εernDn

∑
(3/2)L<k≤n

1

k2

(k
n

)θ
� εθ∧1 log(1/ε)erDn.
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Here and afterwards, a ∧ b := min{a, b} for a, b ∈ R.
Estimating the trigonometric sum S3, together with (16), we also exploit the property D(e−1/k) �

D(e−1/l) if |k − l| ≤ l. This leads to

S3 � K

n2

∑
1≤l≤L

∑
|k−l|≤l/2
|k−l|≤n/K

Fk +
1

n

∑
1≤l≤L

∑
|k−l|≤l/2
|k−l|>n/K

Fk
|k − l|

� Ker
n2

∑
1≤l≤L

∑
|k−l|≤l/2
|k−l|≤n/K

D(e−1/k)

k
+
er
n

∑
1≤l≤L

∑
|k−l|≤l/2
|k−l|>n/K

D(e−1/k)

k|k − l|

� Ker
n2

∑
1≤l≤L

D(e−1/l)

l
· n
K

+
er
n

∑
1≤l≤L

D(e−1/l)

l

∑
|k−l|≤l/2
|k−l|>n/K

1

|k − l|

� er
n

∑
1≤l≤L

D(e−1/l)

l

(
1 + log

(
2 +

lK

n

))
�

(
log

1

δ

)
erDn

∑
1≤l≤L

1

l

( l
n

)θ
�
(

log
1

δ

)
erDnε

θ.

Now, inserting the estimates of Si, i = 1, 2, 3, into (18), we obtain

1

m

∑
r<j≤n
|m−j|≤L

djI(m− j)� εθ∧1(log(1/δ))erDn. (19)

To estimate the term I in (15), we again use integration by parts and Lemma 3. So applying Cauchy’s
inequality, we obtain

I � 1

n

∑
L<|l|≤n

1

|l|

∣∣∣∣ ∫
K/n≤|τ |≤π

F ′(eiτ )e−i(l−1)τ dτ

∣∣∣∣+
1

n

∑
L<|l|≤n

1

|l|
max
z∈∆
|F (z)|

� 1

n
√
L

( ∑
1≤|l|≤n

∣∣∣∣ ∫
K/n≤|τ |≤π

F ′(eiτ )e−i(l−1)τ dτ

∣∣∣∣2)1/2

+erDn(log(1/ε))δc2 .

The integrals under the last sum are just the Fourier coefficients of an appropriate function; therefore, via
Parseval’s identity, we further have

I � 1

n
√
L

 ∫
K/n≤|τ |≤π

|F ′(eiτ )|2 dτ


1/2

+ erDn(log(1/ε))δc2

� 1

n
√
L

 ∫
K/n≤|τ |≤π

|F (eiτ )|2
∣∣∣∣ ∑
r<j≤n

dje
iτj

∣∣∣∣2dτ


1/2
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+ erDn(log(1/ε))δc2 .

By Lemma 3 and Parseval’s identity again, we obtain

I � erδ
c2
D(1)

n
√
L

 ∫
|τ |≤π

∣∣∣∣∑
j≤n

dje
iτj

∣∣∣∣2 dτ


1/2

+ erDn(log(1/ε))δc2

� erDnε
−1/2δc2 .

Inserting this and (19) into (15), by taking ε = δc2/2, we easily complete the proof of the lemma:

J �
(
ε1∧θ log(1/δ) + ε−1/2δc2

)
erDn � δc3erDn,

where c3 = (1 ∧ 2θ)c2/4.

Corollary 1 If conditions (11), (12) and (13) are satisfied, K = C/δ and C/n ≤ δ ≤ δ0, then

Dn =
(
1 + O(δc3)

) 1

2πi

∫
∆0

D(z)

zn+1
dz.

Proof. Apply Lemma 4 with r = 0 and m = n.

Proof of Proposition 1. Let n ≥ n0. It suffices to compare J0 with the integral in Corollary 1. Recall
the choice K = C/δ. If (1− η)n ≤ m ≤ n, 0 ≤ η ≤ δ, and z ∈ ∆0, then

z−m = z−n
(
1 + O(ηδ−1)

)
.

Further,

F (z) = erD(z) exp

{∑
j≤r

dj
j

(1− zj)
}

= erD(z)
(
1 + O(r/(δn)

)
uniformly in z ∈ ∆0. Hence by Lemma 4 and Corollary 1,

Fm = J0 + O(δc3erDn) = erDn

(
1 + O(δc3 + ηδ−1 + r(δn)−1

)
provided that C/n ≤ δ ≤ δ0, 0 ≤ η ≤ δ, 0 ≤ r ≤ δn, and n ≥ n0.

Since for n ≤ n0 the Proposition trivially holds, we have finished its proof.

3 Proof of Theorem 1
We apply Proposition 1 with dj = jλj . Keeping the previous notation, we see that

P
(
`rn(ξ̄) = n−m

)
=

Fn−m
erD(1)

, P
(
`(ξ̄) = n

)
=

Dn

D(1)
.
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Let n0, C, δ0, and c be as in Proposition 1. We may assume that c ≤ 1/3. Take η = (r/n)1/2, δ =

(r/n)1/2(1+c), r ≤ δ
2(1+c)
0 n =: c4n, and n ≥ n1 ≥ n0 sufficiently large to assure C/n ≤ δ ≤ δ0. For

this choice, we obtain
P
(
`rn(ξ̄) = n−m

)
P
(
`(ξ̄) = n

) − 1�
( r
n

)c/2(1+c)

uniformly in 0 ≤ m ≤ ηn =
√
rn.

The summands over m >
√
rn in (7) contribute not more than

(rn)−1/2E`r(ξ̄) = (rn)−1/2
∑
j≤r

jλj ≤ Θ(r/n)1/2.

Hence, by (7), we obtain

ρTV

(
L
(
k̄r(σ)

)
,L(ξ̄r)

)
� (r/n)c/2(1+c),

provided that 1 ≤ r ≤ c4n. Since the claim of Theorem 1 is trivial for c4n < r ≤ n or n ≤ n1, we
complete the proof.
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[2] G. J. Babu and E. Manstavičius, Limit processes with independent increments for the Ewens sam-
pling formula, Ann. Inst. Statist. Math., 54, 607–620 (2002).

[3] P. Billingsley, Convergence of Probability Measures, John Wiley & Sons, New York, 1968.

[4] P. Flajolet and A. M. Odlyzko, Singularity analysis of generating functions, SIAM J. Discrete Math.,
3(2), 216–240 (1990).

[5] P. Flajolet and R. Sedgewick, Analytic Combinatorics, Cambridge University Press, 2009.

[6] J. Hansen, Order statistics for decomposable combinatorial structures, Random Structures and Al-
gorithms, 5, 517–533 (1994).

[7] A. Hildebrand and G. Tenenbaum, On some Tauberian theorems related to the prime number theo-
rem, Compositia Math., 90 315–349 (1994).
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