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Abstract

Recently, word embedding representations have been investi-
gated for slot filling in Spoken Language Understanding, along
with the use of Neural Networks as classifiers. Neural Net-
works, especially Recurrent Neural Networks, that are specifi-
cally adapted to sequence labeling problems, have been applied
successfully on the popular ATIS database. In this work, we
make a comparison of this kind of models with the previously
state-of-the-art Conditional Random Fields (CRF) classifier on
a more challenging SLU database. We show that, despite effi-
cient word representations used within these Neural Networks,
their ability to process sequences is still significantly lower than
for CRF, while also having a drawback of higher computational
costs, and that the ability of CRF to model output label depen-
dencies is crucial for SLU.

Index Terms: spoken language understanding, word embed-
ding, CRF, neural network

1. Introduction

The focus of this paper is in Spoken Language Understanding
(SLU). In classical SLU systems, one of the key tasks is to label
words with lexical semantics. For example, in the sentence "I
want a Chinese restaurant near Tour-Eiffel", the word "Chinese"
should be labeled as the food-type of a restaurant, and "Tour-
Eiffel" as a relative place in Paris.

Many sequence labeling methods have been investigated in
SLU: SVM [1], HVS [2], Machine translation models, Finite
State Transducers and particularly Conditional Random Fields,
which have been shown in [3] to be best-suited for this task. Re-
cently, Neural Networks have been investigated in [4, 5] where
they show, on the popular ATIS database, that Recurrent Neu-
ral Networks and Long Short Term Memory Neural Networks
provide state-of-the-art results. Nevertheless, a wide variety
of methods are able to provide very good results on ATIS [6],
including methods that are not dedicated to sequence labeling
(e.g. SVM). These last methods fail [7, 3] when evaluated on
MEDIA [8], another SLU database. This indicates that ATIS is
not very challenging and conclusions obtained on this database
are not particularly strong. In this paper we propose to evaluate
some of the popular Neural Networks on the SLU concept tag-
ging task on two different databases, namely ATIS and MEDIA
and to compare them to Conditional Random Fields [9], the pre-
vious state-of-the-art method on these two corpuses [6, 3].

Recent Neural Networks come together with new text rep-
resentations where the symbolic text representation is mapped
to a numeric one using popular word embedding methods
[10, 11]. This representation has several advantages, the most

salient one is to make words that are syntactically or seman-
tically related close to each-other in the representation space.
One question that arises is to know whether improvements come
from the representation, the classifier itself or maybe both.
However, for SLU, a precise word clustering is already avail-
able: the attribute database linked to the task (e.g. city names,
airline names for ATIS, etc.), making this advantage not clear
in the case of SLU. We thus propose to compare both of them
under the same classification algorithm, in order to make a strict
comparison.

The paper is structured as follow, first we will present the
two databases, ATIS and MEDIA, used for our evaluations in
Section 2. Symbolic and numeric word representations for SLU
are compared in Section 3. In Section 4 we will compare the re-
cently proposed Neural Networks [4] against CRF on the two
databases. We will show that CRF still significantly outper-
forms Neural Networks on the MEDIA database in terms of
accuracy, rapidity and flexibility.

2. Datasets

In our experiments we used two datasets: ATIS and MEDIA.
ATIS is a publicly available corpus used in the early nineties for
SLU evaluation. MEDIA has been collected in the last decade
and is available through ELRA since 2008.

2.1. ATIS

The Air Travel Information System (ATIS) task [12] is dedi-
cated to provide flight information. The semantic representation
used is frame based. The SLU goal is to find the good frame and
fill the corresponding slots.
words: flights from boston to philadelphia
FRAME: FLIGHT
DEPARTURE.CITY = boston
ARRIVAL.CITY = philadelphia
The training set consists of 4978 utterances selected from the
Class A (context independent) training data in the ATIS-2 and
ATIS-3 corpora while the ATIS test set contains both the ATIS-3
NOV93 and DEC94 datasets.

2.2. MEDIA

The research project MEDIA [8] evaluates different SLU mod-
els of spoken dialogue systems dedicated to provide tourist in-
formation. A 1250 French dialogue corpus has been recorded
by ELDA following a Wizard of Oz protocol: 250 speakers have
each followed 5 hotel reservation scenarios. This corpus has
been manually transcribed, then conceptually annotated accord-



ing to a semantic representation defined within the project. This
representation is based on the definition of concepts that can be
associated with 3 kinds of information. First a concept is de-
fined by a label and a value; for example with the concept date,
the value 2006/04/02 can be associated. Second, a specifier can
be attached to a concept in order to link the concept, in order
to go from a flat concept/value representation to a hierarchical
one; for example, the concept date can be associated with the
specifiers reservation and begin to specify that this date is the
beginning date of a hotel reservation. Third, modal information
is added to each concept (positive, affirmative, interrogative or
optional). Table 1 shows an example message from the MEDIA
corpus with only concept-value information. The first column
contains the segment identifier in the message, the second col-
umn shows the chunks W supporting the concept c of the third
column. In the fourth column the value of the concept c in the
chunk W€ is displayed. The MEDIA semantic dictionary con-
tains 83 concept labels, 19 specifiers and 4 types of modal infor-
mation. In this study we will focus only on concept extraction.
No specifiers, values or modal information are considered, so
the tagset considered consists solely of 83 labels. The MEDIA
corpus is split into 3 parts. The first part (720 dialogues, 12K
messages) is used for training the models, the second (79 dia-
logues, 1.3K message) when cross-validation is performed, and
the third part (200 dialogues, 3.4K message) is used as test.

3. Symbolic vs embedded

For concept labeling in SLU, features commonly consist of
word observations associated with their relative position from
the decision point in the sequence. For symbolic representa-
tions, the feature set is then a bag of pairs "word/relative po-
sition" within a specific sliding window of observation. For
numeric representations, the feature set is obtained by word
embedding methods [10, 11]. The final vector is a concatena-
tion of the numeric representation of each word that belong to
this sliding windows. A common window of [—2,+2] [6, 3]
or [—3,+3] [4, 13] is generally sufficient to obtain satisfactory
performances. In this work we opted to use the latter for per-
forming the comparison, although different sizes were tested, as
mentioned in Section 4.2

As mentioned earlier, in human-machine applications, we
have database attributes available to make a fine clustering of
many words supporting concepts related to understanding: the
list of airline names or city names in ATIS or the list of food
type for a restaurant, the list of facilities for a hotel, the list of
French cities, etc. in MEDIA. These information are added to
the set of symbolic features.

To produce a numeric representation from the symbolic
ones, we just replace words from utterances by the cluster from

[n] We ] c [ value |
1 yes answer yes
2 the RefLink singular
3 hotel BDObject hotel
4 which null
5 price object payment-amount
6 | isbelow | comparative-payment below
7 | fifty five payment-amount-int 55
8 euros payment-currency euro

Table 1: Example of message with concept+value information.
The original French transcription is: “oui [’hétel dont le prix est
inférieur a cinquante cing euros”

Representation | Precision | Recall [ F-measure
ATIS

symbolic 93.00% 93.43% 93.21%

numeric 93.50% 94.54% 94.02%
MEDIA

symbolic 71.09% 75.48 % 73.22%

numeric 73.61% 78.85% 76.14%

Table 2: Slot tagging performance obtained from symbolic and
numeric representations using bonzaiboost on ATIS and ME-
DIA

where they belong (e.g. city_name, food, efc.) and keep the
word if it does not belong to any of them. Then we use the
word2vector [10] tool to produce the embedding of each token
by training only on the training set of the SLU corpus.

The two different representations are then used as input for
a classifier that is able to work with both of them, in order to
have a strict comparison. We use boosting over decision trees
[14]. This algorithm is not specifically designed to work on
sequence problems, but the goal is solely to compare the repre-
sentations. The results are presented in table 2 and they clearly
show, on both datasets, that numeric representations improve
the accuracy of the classifier. Moreover, we can observe in fig-
ure 1 that numeric representations allow the classifier to con-
verge significantly faster than with symbolic representations,
on both datasets. The classifier built on ATIS exhibits several
drops in accuracy, as it can be seen in figure la. Our explana-
tion is that there are annotation errors in the ATIS dataset and
each drop corresponds to a rule created from this error by the
classifier. As we can see, the numeric representation learned
on the same corpus does not suffer from this drawback and ap-
pears to be noise robust. Annotation errors in ATIS are known
since [6] who proposed a partially corrected ATIS version of
the corpus, but some errors still remain [15]. [6] show that in
the previous noisy version, a basic HMM worked better than
CRF because of their noise resistance ability. After correction,
every method benefited and gained up to 5% absolute in accu-
racy, making CRF the best method. This result indicates that
the good results obtained on ATIS by different Neural Network
architectures [4, 13, 5] are partially due to the representation
itself.

To conclude, it appears that using numeric representations
clearly bring advantages compared to using symbolic ones, even
if good base clustering is already available from database at-
tributes. This advantage is due to the fact that numerical repre-
sentations appear less sensitive to noise, avoiding the possibility
for the classifier to build a very specific (and false) classification
rule.

4. Sequence labeling algorithms
4.1. Algorithms

In this section, we compare 3 algorithms: state-of-the-art [6, 3]
Conditional Random Fields [9], the recently proposed Elman
Recurrent Neural Network as well as the Jordan RNN [4, 13]
and the popular AdaBoost.MH [16] over bonsai trees [14].

Each of these algorithms is able to take as input an arbitrary
set of features and observe features from preceding and follow-
ing positions of the sequence in an arbitrary window size. The
main differences are described next:

* AdaBoost.MH over bonsai trees is a widely used classi-
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Figure 1: F-measure'according to the number of boosting iterations with symbolic and numeric features

fication algorithm that gives in general very good perfor-
mances on many different tasks. However, it is not ded-
icated at all to sequence labelling problems. Sequence
tagging is done by successive and independent local de-
cisions at each sequence position. Thus, this algorithm
will give us a baseline to see improvements brought by
the two next sequence adapted classification algorithms.
We use the implementation described in [17].

¢ The standard behavior of a Feedforward Neural Network
is the same as for the previous algorithm: a succession
of independent and local decisions. In an RNN a recur-
rence is added to allow the Neural Network to exhibit
dynamic temporal behavior. In [4], they use the output
of Neural Network from the previous or future time step
as a feature for the current NN in the sequence. They
proposed to use the hard predicted output or the output
probabilities and test these solutions in both directions.
In [13] they use as features in their RNN the output of
the Hidden Layer of the previous time step. Despite
these heuristics to trade off context information along the
successive decision, no dependencies on target labels are
explicitly modeled and no global decision is made. The
RNN architectures tested are an Elman RNN and a Jor-
dan RNN, both proposed by [4]. They have distributed
their code based on the Theano library [18, 19].

* A Conditional Random Field, unlike the previous algo-
rithms is dedicated to sequence labelling. Target label
dependencies are modeled under the Markov assumption
(in order to remain tractable) and then a global decision
on the sequence is made. However, popular and efficient
implementations like the one we used [20] are capable of
using solely symbolic features.

4.2. Features and configuration

All features have been extracted in windows of size [—3, 3]
(three words before and three words after the current word).
This is a commonly used configuration that also gives the best
results for both ATIS and MEDIA. Further increasing the win-

IReported by the classifier, not by conlleval (no sequence evaluation
but target label evaluation).

dow size didn’t affect the result significantly. Smaller context
window sizes would however decrease the performance.

For the symbolic feature representation, the feature set is
composed of a bag of word/position pairs inside the windows.
In case a word is found within the database of attributes (e.g.
city_name), it is replaced with its corresponding entry prior to
computing the representation.

To build the numeric representations, we used the word2vec
model [10] trained on the training corpus where words belong-
ing to an attribute database were replaced by their correspond-
ing attribute, in order to transfer this knowledge to the numeric
representations. Only one embedding strategy is considered,
since when fine-tuned, different word representations show very
similar performances and provide comparable results [21]. This
is also significantly cost-effective since just a few minutes are
sufficient to compute the representations.

Representations in a 100-dimensional space yielded very
good results for all the tested classification algorithms. Further
increasing the representation dimensionality did not result in a
noticeable improvement of the results. This is the size we keep
to do the algorithm comparison.

In the RNN implementation [4] word embeddings are
learned jointly with the final supervised task-specific classifier
(RNN), in order to fine-tune them on the final task. This has a
small impact also on the speed of the overall training procedure.
Database attributes have been integrated in order to provide a
fair comparison.

RNNs have many crucial hyperparameters. We kept most
of them fixed to the values proposed in [13]. We ran a 50 epochs
learning and the best RNN configuration was selected according
to its performances on the development set. On the other side,
we kept the default parameters of wapiti. Bonzaiboost was ran
with decision trees of depth 2 (max 4 leaves) according to [14].
For ATIS, we used the best data split reported in [13] while for
MEDIA, the official split of the dataset has been used.

4.3. Algorithms comparison

The three algorithms were ran on the slot extraction task for
both databases: ATIS and MEDIA. Boosting and CRF imple-
mentations are multithreaded and were ran with 16 threads on
a 2 Intel(R) Xeon(R) CPU X5560 @2.80GHz machine with 96
GB of RAM. The RNN GPU implementation was ran on an



[ Algorithm | Parameter |  Representation

| Precision | Recall [ F-measure | Training Time |

I

ATIS |

Bonzaiboost 100 iter numeric (word2vec) 93.50% 94.54% 94.02% 20 m
Bonzaiboost 100 iter symbolic 93.12% 92.82% 92.97% Bm
CRF symbolic 95.53% 94.92% 95.23% “6m
Elman RNN 100 hdn numeric (joint) 96.20% 96.12% 96.16% “1.5h
| MEDIA ]
Bonzaiboost 500 iter. numeric (word2vec) 73.61% 78.85% 76.14% 2.5h
Bonzaiboost | 500 iter. symbolic 71.09% | 75.48 % 73.22% 34 m
CRF symbolic 87.70% | 84.35% 86.00% “15m
Elman RNN 500 hdn numeric (joint) 83.36% 80.22% 81.76% 31h
Elman RNN 500 hdn numeric (word2vec) 80.48% 83.46% 81.94% 22 h
Jordan RNN | 500 hdn numeric (joint) 82.76% 83.75% 83.25% 35h
Jordan RNN 500 hdn numeric (word2vec) 83.40% 82.90% 83.15% 3h

Table 3: Slot tagging performance obtained with several learning algorithms on ATIS and MEDIA. hdn stands for hidden neurons.

NVIDIA GeForce GT 750M 2048 MB graphic card.

Performances were computed in terms of accuracy, preci-
sion, recall and F-measure, using the conlleval script’. Training
times are also reported as a vague indicator of the complexities
of the tested algorithms.

Computations were made with different number of itera-
tions (and hidden neurons for the case of RNNs) to ensure that
the asimptote of the learning curve was reached.

Table 3 reports these information for both ATIS and ME-
DIA.

4.3.1. ATIS

As it can be seen in table 3, the performances of all the classi-
fiers are very similar: from “93% in F-measure for bonzaiboost
(not dedicated to sequence labeling tasks and applied on sym-
bolic representations) to "96% for RNN. On the numeric rep-
resentation, the gap between bonzaiboost and RNN is reduced
to 2% absolute only. This result illustrates the fact that ATIS
is not particularly challenging in terms of sequence classifica-
tion. RNNs perform better (1% absolute) than CRF on ATIS.
As pointed out in the previous Section 3, the representation used
(symbolic for CRF and numeric for RNN) may explain the RNN
gain. This result is also pointed out by the authors of [13].

4.3.2. MEDIA

On MEDIA, results are substantially different for each classi-
fier. As expected, bonzaiboost, which is not dedicated at all
to sequence labeling, produced the worst performance, around
76%. RNNs follow with 83.25% at the cost of high computa-
tional time. CREF, despite the fact that it is using less efficient
symbolic representations, obtains 86% with less computational
cost (15min vs 3.5h).

The Jordan variation of RNNs shows a less stable conver-
gence. Elman RNNs had quite more stable convergences. Word
embeddings learned in an unsupervised manner (word2vec)
combined with an RNN perform similarly to word embeddings
computed in a supervised manner, while learning the RNN clas-
sifier. However, precomputing the embeddings significantly de-
creases the time required for training an RNN classifier and
helps the classifier to converge faster.

On the formulation side, CRF has the advantage to model
explicitly the dependencies between target labels. To keep the

Zhttp://www.cnts.ua.ac.be/conl12000/chunking/output.htm]

CREF tractable, the linear chain CRF is widely used. This means
that only dependencies between two adjacent labels are mod-
eled. If we remove features related to these dependencies, CRF
loses "6% absolute in terms of F-measure. This result clearly
indicates that the good CRF performances derive from this de-
pendency model.

5. Conclusion

We compared symbolic and numeric word representations for
SLU with a classification algorithm able to use both. Our re-
sults demonstrate that the latter allows a better generalization
(better accuracy) and make the classification algorithm to con-
verge faster. Moreover, numeric representations decrease the
possibility for a classifier to produce noise fitted decision rules
and thus are more robust to noise than symbolic ones. Despite
this conclusion, algorithms able to exploit them, like RNN’s are
not able to compete with CRF. Although CREF is trained solely
on symbolic features, its ability to model output label depen-
dencies appears crucial for the task. CRF with symbolic fea-
tures thus remains the best classification algorithm for SLU, in
term of prediction (2.75% absolute gain of F-measure in the
challenging MEDIA corpus and a 16% relative decrease of the
error), simplicity (less hyperparameters) and rapidity (714 times
faster in our experiments).
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